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1. Introduction

Let \((X_{1i}, X_{2i}), 1 \leq i \leq n\), be independent and identically distributed (iid) nonnegative random vectors, each having a bi-variate distribution function (d.f.) \(F(\cdot, \cdot)\) and representing a bi-variate failure or survival time, such as those for ‘twins’ or two components of the same machine. Suppose further that these vectors are subject to random censoring from the right by another, independent set of iid random vectors \((Y_{1i}, Y_{2i}), 1 \leq i \leq n\), each having d.f. \(G(\cdot, \cdot)\), so that we can only observe \((\delta_{1i}, \delta_{2i}, Z_{1i}, Z_{2i}), 1 \leq i \leq n\), where \(\delta_{ji} = 1\{X_{ji} \leq Y_{ji}\}, Z_{ji} = \min(X_{ji}, Y_{ji}), j = 1, 2, 1 \leq i \leq n\), and \(1(\cdot)\) denotes the indicator function of the event \(\cdot\). Our goal is to estimate \(F(\cdot, \cdot)\) or equivalently, its survivor function \(\bar{F}(\cdot, \cdot) := P\{X_1 > \cdot, X_2 > \cdot\}\) based on the observed data, i.e., to obtain the bi-variate version of the celebrated Kaplan-Meier estimator.

This problem has a surprisingly long history; see Prentice et al (2004), Gill et al (1995) for more references. Notable among the estimators are those derived by Dabrowska (1988) and van der Laan (1995). Note that the former can assign negative values to some events whereas the latter is inexplicit, although asymptotically efficient under some strong conditions such as complete observation of the censoring variables. Gill et al (1995) show that three estimators proposed in the literature, including that of Dabrowska (1988), are efficient under complete independence (of all the \(X\)’s and \(Y\)’s) and continuity.

In Section 2 of this paper we show that a bi-variate (in fact, multivariate) survivor function is an eigenfunction corresponding to eigenvalue unity of the cumulative hazard function (looked upon as an integral operator). The estimator is then obtained in Section 3 as a solution to the empirical version of the eigenfunction equation, which is a matrix eigenvector problem. Section 4 gives the general solution to the eigenfunction problem. In Section 5, the estimator is linearized by the functional \(\Delta\)-method, and its influence function is shown to be asymptotically efficient.

It must be mentioned that one version of the empirical matrix eigenvector problem (Eq.(2.1), Section 2) was also obtained by Prentice et al (2004). However, their solution was incorrect.
2. The integral equation

Let \( \tilde{F}(x_1, \ldots, x_m) = P\{X_1 > x_1, \ldots, X_m > x_m\} \) be the survival function of an \( m \)-dimensional random vector \( X = (X_1, \ldots, X_m) \), \( m \geq 1 \). Then \( \tilde{F}(\cdot, \ldots, \cdot) \) satisfies the integral equation

\[
\tilde{F}(x_1, \ldots, x_m-) = \int_{[x_1, \infty) \times \cdots \times [x_m, \infty)} \tilde{F}(t_1, \ldots, t_m-) \frac{dF(t_1, \ldots, t_m)}{F(t_1, \ldots, t_m-)} \tag{2.1}
\]

Let us look at \( m = 2 \) only for the sake of convenience. Now for censored data, we have

\[
\frac{dF(t_1, t_2)}{F(t_1-, t_2-)} = \frac{\tilde{G}(t_1-, t_2-)dF(t_1, t_2)}{\tilde{G}(t_1-, t_2-)\tilde{F}(t_1-, t_2-)},
\]

where \( G(\cdot, \cdot) \) is the censoring distribution. Thus Eq.(2.1) becomes

\[
\tilde{F}(x_1-, x_2-) = \int_{[x_1, \infty) \times [x_2, \infty)} \tilde{F}(t_1-, t_2-) \frac{dH_{11}(t_1, t_2)}{H(t_1-, t_2-)}, \tag{2.2}
\]

and \( \tilde{F}(\cdot, \cdot) \) can be estimated as a solution to the empirical version of Eq.(2.2):

\[
\tilde{F}_n(x_1-, x_2-) = \int_{[x_1, \infty) \times [x_2, \infty)} \tilde{F}_n(t_1-, t_2-) \frac{dH_{11}(t_1, t_2)}{H_n(t_1-, t_2-)}, \tag{2.3}
\]

where as usual, \( H_{11}(t_1, t_2) = n^{-1} \sum_{i=1}^n \delta_{i1}\delta_{i2} \mathbf{1}\{Z_{1i} \leq t_1, Z_{2i} \leq t_2\} \), and \( H_n(t_1, t_2) = n^{-1} \sum_{i=1}^n \mathbf{1}\{Z_{1i} > t_1, Z_{2i} > t_2\} \).

Equations (2.1) and (2.3) obviously represent eigenvalue problems, i.e., \( \tilde{F}(x_1-, x_2-) \) and \( \tilde{F}_n(x_1-, x_2-) \) are eigenvectors corresponding to the eigenvalue 1 for the integral operators \( \int_{[1, \infty) \times [1, \infty)} (dF(t_1, t_2)/\tilde{F}(t_1-, t_2-)) \) and \( \int_{[1, \infty) \times [1, \infty)} (dH_{11}(t_1, t_2)/H_n(t_1-, t_2-)) \), respectively.

To solve Eq.(2.3), we may assume that the estimator gives mass \( p_i \geq 0 \) to the observation \( (Z_{1i}, Z_{2i}) \), \( 1 \leq i \leq n \), so that

\[
\tilde{F}_i := \tilde{F}_n(Z_{1i}-, Z_{2i}-) = \sum_{j=1}^n a_{ij}p_j,
\]

where

\[
a_{ij} = \begin{cases} 1 & \text{if } Z_{1j} \geq Z_{1i}, Z_{2j} \geq Z_{2i} \\ 0 & \text{otherwise}; \end{cases}
\]

Further, let \( b_i := \triangle H_{11}(Z_{1i}, Z_{2i})/H_n(Z_{1i}-, Z_{2i}-) = n^{-1}\delta_{i1}\delta_{i2}/H_n(Z_{1i}-, Z_{2i}-) \). Then Eq.(2.3), with \( x_1 = Z_{1i}, x_2 = Z_{2i}, 1 \leq i \leq n \), may be rewritten as

\[
\sum_{j=1}^n a_{ij}p_j = \sum_{k=1}^n \tilde{F}_n(Z_{1k}-, Z_{2k}-)a_{ik}b_k = \sum_{k=1}^n a_{ik}b_k \left( \sum_{l=1}^n a_{kl}p_l \right) = \sum_{l=1}^n \left( \sum_{k=1}^n a_{ik}b_ka_{kl} \right) p_l. \tag{2.4}
\]
Equation for \( p = (p_1, \ldots, p_n) \). In matrix notation, Eq.(2.4) becomes

\[
Ap = ABp, \quad \sum_{i=1}^{n} p_i = 1, \tag{2.5}
\]

where \( A = ((a_{ij})) \), \( p = (p_1, \ldots, p_n) \), \( B = \text{diag} (b_1, \ldots, b_n) \). Now order \((Z_{1i}, Z_{2i}), 1 \leq i \leq n\), in the increasing order of the first coordinate, i.e., as \((Z_{1i:n}, Z_{2i:n}), 1 \leq i \leq n\), where \(Z_{1i:n} \leq \cdots \leq Z_{1n:n}\) and \(Z_{2i:n}, 1 \leq i \leq n\), are the corresponding concommitants. Then, with any suitable convention for breaking ties, \( A \) becomes an upper-triangular matrix, i.e.,

\[
a_{ij} = \begin{cases} 
0 & \text{if } j < i \\
1 & \text{if } j = i \\
1 \text{ or } 0 & \text{if } j > i 
\end{cases}
\]

Note that for univariate ordered data, \( a_{ij} = 1 \) for all \( j \geq i \). Thus \( A \) now becomes invertible, and Eq.(2.5) becomes

\[
p = BA, \quad \sum_{i=1}^{n} p_i = 1. \tag{2.6}
\]

Remark 2.1. Equation (2.6) is also obtained, by a different heuristics and in a more complicated form, by Prentice et al (2004), as follows: they start with the motivation, theoretical hazard \( \approx \) empirical hazard. This leads to the equation

\[
\frac{p_i}{\sum_{j=1}^{n} a_{ij} p_j} = n^{-1} \delta_{1i} \delta_{2i} / \bar{H}_n(Z_{1i:}, Z_{2i:}) = b_i,
\]

which is exactly Eq.(2.6). However, they put \( a_{ij} = 1 - d_{ij} \), where \( d_{ij} = 1 \{Z_{1j} < Z_{1i} \text{ or } Z_{2j} < Z_{2i}\} \), and rewrite the equation as \((I + BD)p = b\), where \( b = (b_1, \ldots, b_n)\). Further restriction to only the non-zero components of \( b \), say \( \hat{b} = (b_1, \ldots, b_s) \), and the corresponding \( \hat{p} = (p_1, \ldots, p_s) \) gives an equation of the form

\[
\hat{A}\hat{p} = 1,
\]

where \( I = (1, \ldots, 1) \). From this they conclude that there always is a solution for \( p \) in Eq.(2.6), and the latter is unique. Section 2 below shows very clearly that neither conclusion is true.

Equation for \( \bar{F} = (\bar{F}_1, \ldots, \bar{F}_n) \). Since obviously \( \bar{F} = Ap \), and also

\[
1 = \bar{F}_n(0-, 0-) = \int_{[0, \infty) \times [0, \infty)} \bar{F}_n(t_1-, t_2-) dH_n^{11}(t_1, t_2),
\]

we may write Eq.(2.5) alternatively as

\[
\bar{F} = AB\bar{F}, \quad \sum_{i=1}^{n} b_i \bar{F}_i = 1. \tag{2.7}
\]
3. Solutions to Equations (2.6) and (2.7)

Equation (2.6). Put $\delta_i \delta_{2i} = \delta_i$. Under the ordering that led to Eq.(2.6), we then have $BA = ((b_i a_{ij}))$, where

$$b_i a_{ij} = \frac{\delta_i a_{ij}}{n H_n(Z_{1i}, Z_{2i})} = \frac{\delta_i a_{ij}}{\sum_{k=1}^{n} 1\{Z_{1k} \geq Z_{1i}, Z_{2k} \geq Z_{2i}\}} = \frac{\delta_i a_{ij}}{\sum_{k=i}^{n} a_{ik}}$$

In particular, $BA$ too is upper-triangular with diagonal elements $(b_i = \delta_i / \sum_{k=i}^{n} a_{ik}, 1 \leq i \leq n)$, which are of course the eigenvalues of $BA$. Hence there are three possibilities with Eq.(2.6):

1) $b_{i_0} = 1$ for some $i_0$, $b_i < 1$ for $i \neq i_0$: UNIQUE SOLUTION.

This is equivalent to $\delta_i = 1$, $a_{ik} = 0$, $k > i$, uniquely for $i = i_0$. In this case Eq.(2.6) has only one linearly independent solution $p$ (i.e., the eigen-subspace of $BA$ for eigenvalue 1 has dimension 1), hence a unique solution with $\sum_{i=1}^{n} p_i = 1$. This solution is obtained as follows: without loss of generality (WLOG), assume $i_0 = n$, i.e., $b_n = \delta_n = 1$. (If $i_0 < n$, interchange Row-$i_0$ and Row-$n$ in $BA$.)

Then we have, for $1 \leq i \leq n-1$,

$$p_i = b_i \sum_{j=i}^{n} a_{ij} p_j,$$

which gives

$$p_i = \frac{b_i}{1 - b_i} \sum_{j=i+1}^{n} a_{ij} p_j$$

$$= c_i \left[ 1 + \sum_{j>i} a_{ij} c_j + \sum_{j>i} \sum_{k>j} a_{ij} a_{jk} c_k + \cdots ight.$$  

$$+ a_{i+1,i+1} a_{i+2,i+2} \cdots a_{n-1,n-1} c_{n-1} \cdots c_{n-1} c_n \right] p_n,$$  

(3.1)

where $c_i = b_i / (1 - b_i) = \delta_i / (n H_n(Z_{1i}, Z_{2i}) - \delta_i), 1 \leq i \leq n-1, and$

$$p_n = 1 / \left[ 1 + \sum_{i=1}^{n-1} c_i + \sum_{i<j} c_i c_j a_{ij} + \sum_{i<j<k} c_i c_j c_k a_{ij} a_{jk} + \cdots ight.$$  

$$+ c_{n-1} a_{n-2} a_{n-3} \cdots a_{n-n} \right]$$

(3.2)

Note that we got Eq.(3.2) using the condition $\sum_{i=1}^{n} p_i = 1$.

In the univariate case, $a_{ij} = 1$ for $j \geq i$ so that $b_i = \delta_i / (n - i + 1)$, and

$$p_n = 1 / \prod_{j=1}^{n-1} [1 + c_j] = \prod_{j=1}^{n-1} [1 - b_j],$$

$$p_i = c_i p_n \prod_{j=i+1}^{n-1} [1 + c_j] = b_i \prod_{j=1}^{n-1} [1 - b_j], 1 \leq i \leq n-1,$$

which is exactly the Kaplan-Meier estimator.
2) \( b_i = 1 \) for \( i \in I \), where \( I = \{i_1, \ldots, i_r\}, \ r \geq 2 \), and \( b_i < 1 \) for \( i \notin I \): multiple solutions.

In this case we do not have a unique solution to Eq.(2.6), satisfying \( \sum_{i=1}^{n} p_i = 1 \), but \( r \geq 2 \) linearly independent solutions. We can, however, enforce a unique solution by imposing the restriction

\[ p_i = \cdots = p_r. \] (3.3)

Assume as in Case-1 that \( i_r = n \), WLOG. Note that \( c_i = b_i/(1 - b_i) \) is not defined for \( i \in I \), but by Eq.(3.1)–(3.2) it is clear that Eq.(3.3) is ensured if we let \( c_i = 1 \), \( i \in I \). Thus the modified solution is again given by Eq.(3.1)–(3.2), putting \( c_i = 1 \), \( a_{ik} = 0 \), \( k > i \), for \( i \in I \).

3) \( b_i < 1 \) for \( 1 \leq i \leq n \): no solution.

In this case 1 is not an eigenvalue of \( BA \), and Eq.(2.6) has no non-zero solution. We can, however, produce a pseudo-solution that leads to a defective estimator, i.e., one satisfying \( \sum_{i=1}^{n} p_i < 1 \). Augment the vector \( \mathbf{p} = (p_1, \ldots, p_n) \) to \( \tilde{\mathbf{p}} = (p_1, \ldots, p_n, p_{n+1}) \), the matrix \( \mathbf{B} \) to \( \tilde{\mathbf{B}} = \text{diag}(b_1, \ldots, b_n, b_{n+1}) \) where \( b_{n+1} = 1 \), and the matrix \( \mathbf{A} \) to \( \tilde{\mathbf{A}} = ((a_{ij}))(n+1) \times (n+1) \) where

\[ a_{i,n+1} = 1 \text{ for } 1 \leq i \leq n+1, \ a_{n+1,j} = 0 \text{ for } 1 \leq j \leq n. \]

Then the equation

\[ \tilde{\mathbf{p}} = \tilde{\mathbf{B}} \tilde{\mathbf{A}} \tilde{\mathbf{p}} \]

obviously satisfies the condition of Case-1 with \( n \) replaced by \( (n+1) \). Hence its unique solution is obtained from Eq.(3.1)–(3.2) with \( n \) replaced by \( (n+1) \). Note that in this solution \( p_{n+1} \) represents the excess mass and \( (p_1, \ldots, p_n) \) the defective estimator.

In the univariate case defective estimator is obtained when \( \delta_n = 0 \), and the excess mass is given by (following Case 1)

\[ p_{n+1} = 1/ \prod_{j=1}^{n} [1 + c_j] = \prod_{j=1}^{n} [1 - b_j] = 1 - \sum_{i=1}^{n} p_i, \]

Equation (2.7). To avoid unnecessary repetitions, let us consider only Case-1, namely, \( b_n = 1 \), \( b_i < 1 \) for \( 1 \leq i \leq n - 1 \), which gives a unique solution. Eq.(2.7) can be written as

\[ \bar{F}_i = \sum_{j=i}^{n} a_{ij} b_j \bar{F}_j, \ 1 \leq i \leq n, \]

which in this case leads to the solution

\[ \bar{F}_i = (1 - b_i)^{-1} \sum_{j=i+1}^{n} a_{ij} b_j \bar{F}_j \]

\[ = (1 - b_i)^{-1} \left[ 1 + \sum_{j>i} a_{ij} c_j + \sum_{j>i} \sum_{k>i} a_{ij} a_{jk} c_j c_k + \cdots + a_{i,i+1} a_{i+1,i+2} \ldots a_{n-2,n-1} c_{i+1} \ldots c_{n-1} \right] \bar{F}_n, \ 1 \leq i \leq n - 1, \] (3.4)
where, as before, 
\[ c_i = b_i/(1 - b_i) = \delta_i/(n\tilde{H}_n(Z_{1i}, Z_{2i}) - \delta_i), \]
\[ 1 \leq i \leq n - 1, \text{ and} \]
\[ \tilde{F}_n = 1/\left[ 1 + \sum_{i=1}^{n-1} c_i + \sum_{i<j} c_ic_ja_{ij} + \sum_{i<j<k} c_ic_jc_ka_{ijk} + \cdots \right. \]
\[ + c_1 \cdots c_{n-1}a_{12}a_{23} \cdots a_{n-2,n-1} \]  \hspace{1cm} (3.5)

Note that we got Eq.(3.5) using the condition \( \sum_{i=1}^{n} b_i\tilde{F}_i = 1. \)

4. General Solution to the Eigenvalue Equation (2.1)

Let us consider the general eigenvalue problem in Eq.(2.1) above:

\[ q(x) = \int 1\{t \geq x\}q(t)\frac{dF(t)}{F(t)}, \]  \hspace{1cm} (4.1)

with the initial condition \( q(0) = 1. \) Here \( t = (t_1, t_2) \) and \( x = (x_1, x_2) \) represent vector variables, and the inequality is defined in the coordinate-wise sense.

**Uniqueness of the solution.** Since \( \tilde{F}(x-) \) is always a solution to Eq.(4.1), it is clear that we have a unique solution, under \( q(0) = 1, \) if every solution is of the form \( c\tilde{F}(x-), \) i.e., the eigen-subspace corresponding to the eigenvalue 1 is of dimension 1.

However, it is not hard to see that uniqueness fails if there are more than one point \( x \) satisfying \( 0 < P\{X = x\} = P\{X \geq x\}, \) because for every such point Eq.(4.1) is of the form: \( q(x) = q(x). \) Note that in 1-dimension there cannot be more than one such point. Hence we have the following result:

**Theorem 4.1.** Denote \( \Delta_F(x) = P\{X = x\}, \) and suppose that the set,

\[ N(F) := \{x|0 < \Delta_F(x) = P\{X \geq x\}\}, \]

contains at most one point. Then every solution to Eq.(4.1) is of the form \( q(x) = c\tilde{F}(x-). \)

**Proof:** Put \( r(x) = q(x)/\tilde{F}(x-), \) then Eq.(4.1) can be written as

\[ r(x) = \frac{\int 1\{t \geq x\}r(t)dF(t)}{\tilde{F}(x-)}. \]

First assume \( r(x) \) is a simple function, of the form \( r(x) = \sum_{j=1}^{k} c_j1_{A_j}(x), \) where \( \cup_j A_j = \mathbb{R}^2, \) \( A_j \cap A_{j'} = \emptyset \) for \( j \neq j'. \) Then the equation further reduces to: \( c_i = \sum_{j=1}^{k} c_jp_j(x) \) for \( x \in A_i, \) where \( p_j(x) = P\{X \in A_j \cap [x, \infty)\}/\tilde{F}(x-), \) so that \( \sum_{j=1}^{k} p_j(x) = 1. \) Further, for all \( x \notin N(F), p_j(x) > 0 \) for at least two indices \( 1 \leq j \leq k. \) Now we have \( 0 = \sum_{j=1}^{k} (c_j - c_1)p_j(x), \) hence taking \( c_1 = \min_j c_j \) we get \( c_1 = \cdots = c_k. \) The case of a general \( r(x) \) follows. \( \square \)
Solution in 1 dimension. In 1-dimension we may write Eq.(4.1), for any \( M > x \) such that \( \bar{F}(M-) > 0 \), as

\[
\bar{F}(x-) = \int \{ M > t \geq x \} \bar{F}(t-) \frac{dF(t)}{F(t-)} + \bar{F}(M-),
\]

\[
= \bar{F}(M-) + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq x \} \bar{F}(M-) \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)},
\]

iterating the previous equality; (4.2)

now using the initial condition \( \bar{F}(0-) = 1 \) we get

\[
\bar{F}(M-) = \left[ 1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq 0 \} \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)} \right]^{-1},
\]

so that

\[
\bar{F}(x-) = \frac{1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq x \} \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)}}{1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq 0 \} \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)}} \quad (4.3)
\]

Example 4.1. If \( F(x) = 1 - e^{-\lambda x}, \ x \geq 0, \ \lambda > 0 \), then \( \frac{dF(t)}{F(t-)} = \lambda dt \), and Eq.(4.3) reduces to, for any \( M > x \),

\[
\bar{F}(x) = \frac{\exp(\lambda(M-x))}{\exp(\lambda M)} = \exp(-\lambda x).
\]

Solution in 2 or more dimensions. In 2 or higher dimensions Eq.(4.2) no longer holds because of the loss of the linear order in these dimensions. However, denote \( M > x \) if \( M_j \geq x_j \) with strict inequality for at least one \( j = 1, 2 \). Then for any \( M > x \) with \( \bar{F}(M-) > 0 \),

\[
\bar{F}_M(x) := P\{ M > X > x \}, \ \bar{F}_M^+(x) := \bar{F}_M(x) + \bar{F}(M-).
\]

Then obviously \( \lim_{M \to \infty} \bar{F}_M(x) = \lim_{M \to \infty} \bar{F}_M^+(x) = \bar{F}(x) \), and for \( M > x \),

\[
\bar{F}_M^+(x-) = \int \{ M > t \geq x \} \bar{F}_M^+(t-) \frac{dF(t)}{F_M^+(t-)} + \bar{F}(M-)
\]

\[
= \bar{F}(M-) \left[ 1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq x \} \frac{dF(t_n)}{F_M^+(t_n-)} \cdots \frac{dF(t_1)}{F_M^+(t_1-)} \right],
\]

iterating the previous equality. Next, using the initial condition \( \bar{F}_M^+(0-) = F(M-) + \bar{F}(M-) \) we get

\[
\bar{F}_M^+(x-) = [F(M-) + \bar{F}(M-)] \frac{1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq 0 \} \frac{dF(t_n)}{F_M^+(t_n-)} \cdots \frac{dF(t_1)}{F_M^+(t_1-)}}{1 + \sum_{n=1}^{\infty} \int \cdots \int \{ M > t_n \geq \cdots \geq t_1 \geq 0 \} \frac{dF(t_n)}{F_M^+(t_n-)} \cdots \frac{dF(t_1)}{F_M^+(t_1-)}}.
\]
Hence finally,

\[
\bar{F}(x) = \lim_{M \to \infty} \bar{F}_M(x) = \lim_{M \to \infty} \frac{\sum_{n=1}^{\infty} \int \cdots \int 1\{M > t_n \geq \cdots \geq t_1 \geq x\} \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)}}{\sum_{n=1}^{\infty} \int \cdots \int 1\{M > t_n \geq \cdots \geq t_1 \geq 0\} \frac{dF(t_n)}{F(t_n-)} \cdots \frac{dF(t_1)}{F(t_1-)}}.
\]

(4.5)

**Example 4.2.** Let \( F(x_1, x_2) = F_1(x_1)F_2(x_2) \), where \( F_j(x) = 1 - e^{-\lambda_j x}, j = 1, 2 \). Then the right-hand side of Eq.(4.5) reduces to

\[
\lim_{M \to \infty} \left[ \sum_{r=0}^{\infty} \frac{(\lambda_1(M_1 - x_1))^r}{r!} \frac{(\lambda_2(M_2 - x_2))^r}{r!} \right] / \left[ \sum_{r=0}^{\infty} \frac{(\lambda_1 M_1)^r}{r!} \frac{(\lambda_2 M_2)^r}{r!} \right] = e^{-\lambda_1 x_1} e^{-\lambda_2 x_2} \lim_{M \to \infty} \left[ \sum_{r=0}^{\infty} e^{-\lambda_1(M_1 - x_1)} e^{-\lambda_2(M_2 - x_2)} \frac{(\lambda_1 M_1 - x_1)^r}{r!} \frac{(\lambda_2 M_2 - x_2)^r}{r!} \right] / \left[ \sum_{r=0}^{\infty} e^{-\lambda_1 M_1} e^{-\lambda_2 M_2} \frac{(\lambda_1 M_1)^r}{r!} \frac{(\lambda_2 M_2)^r}{r!} \right] = e^{-\lambda_1 x_1} e^{-\lambda_2 x_2} = \bar{F}(x_1, x_2),
\]

since the limit in the first equality above equals one. (??)

**Alternative form of solution.** Consider only the 2-dimensional case. Take \( M > 0 \) and a partition
\( 0 = s_{10} < s_{11} < \cdots < s_{1N_1} = M_1, 0 = s_{20} < s_{21} < \cdots < s_{2N_2} = M_2 \). Then a discretized version of Eq.(4.4) for this partition would be

\[
\bar{F}_i = \sum_{j \geq i} \bar{F}_j \Delta_j, \quad \sum_j \bar{F}_j \Delta_j = 1
\]

(4.6)

where \( i = (i_1, i_2), \; j = (j_1, j_2), \; 1 \leq i, j, l \leq N, l = 1, 2, \; \bar{F}_i = \bar{F}(s_{1i_1}, s_{2i_2}), \) and

\[
\Delta_j = \int_{[s_{1j_1}, s_{1j_1+1}) \times [s_{2j_2}, s_{2j_2+1})} dF(t)/\bar{F}(t-).
\]

Now Eq.(4.6) can be solved as in Eq.(3.4)–(3.5) to get

\[
\bar{F}_i = (1 - \Delta_i)^{-1} \left[ 1 + \sum_{r=1}^{\infty} 1\{N > j_r > \cdots > j_1 > i\} \frac{\Delta_{j_r}}{1 - \Delta_{j_r}} \cdots \frac{\Delta_{j_1}}{1 - \Delta_{j_1}} \right].
\]

(4.7)

Letting the partition-size go to \( \infty \) we get the following expression from Eq.(4.7) (remember that \( a > b \) if \( a_j \geq b_j \) with strict inequality for at least one \( j = 1, 2 \)):

\[
\bar{F}(x) = \lim_{M \to \infty} (1 - \Delta_F(x))^{-1} \left[ 1 + \sum_{n=1}^{\infty} 1\{M > t_n > \cdots > t_1 > x\} \frac{\Delta_{t_n}}{1 - \Delta_{t_n}} \cdots \frac{\Delta_{t_1}}{1 - \Delta_{t_1}} \right],
\]

(4.8)

where \( \Delta_A(x) = \int_{[x]} dF(t)/\bar{F}(t-) \). The equivalence of Eq.(4.5) and (4.8) can be seen via the well-known expansion: \((1 - x)^{-1} = 1 + x + x^2 + \cdots \) for \(|x| < 1\). Eq.(4.8) was also obtained by Prentice et al (2004) in an incorrect form.
5. Influence function of the estimator

Note that Equations (2.3)–(2.6) and their solutions are completely dimension-free, i.e., is valid for
\[ \Delta_i := (\delta_{1i}, \ldots, \delta_{mi}), \ Z_i = (Z_{1i}, \ldots, Z_{mi}) \] for \( m \geq 1 \), with the definitions \( \delta_i = \prod_{j=1}^{m} \delta_{ji} \) and \( a_{ik} = \mathbf{1}\{Z_k \geq Z_i\} \) where the inequality is defined in the coordinate-wise sense. Hence in this section we shall use scalar notation also for vector variables, with the above interpretation.

Now to derive the influence functions for the estimators \( \bar{F}_n(x) \) and \( \int \varphi dF_n \) for a given \( \varphi(\cdot) \), let \( P \) denote the distribution of \((\delta, Z)\) and \( P_n \) the empirical distribution of \((\delta, Z_i), \ 1 \leq i \leq n \). Also, let \( T_x(P) := \bar{F}(x-), \ T_x(P) := \int \varphi dF \) and let \( T_x(P_n), T_x(P_n) \) be their estimators, respectively, obtained via Eq.(2.6). Thus we rewrite Eq. (2.2) and (2.3) as the eigenvalue problems

\[
T_x(P) = \int 1\{t \geq x\} T_t(P) \frac{dH_{11}^{11}(t)}{H(t-)},
\]

\[
T_x(P_n) = \int 1\{t \geq x\} T_t(P_n) \frac{dH_{n}^{11}(t)}{H_n(t-)},
\]

with the initial conditions \( T_0(P) = 1, \ T_0(P_n) = 1 \).

Note also that, for a function \( \varphi(\cdot) \) satisfying \( \varphi(x) = 0 \) if \( x \not\in [0, \tau] \) for some \( \tau \) with \( \bar{H}(\tau) > 0 \),

\[
T_\varphi(P) = \int \varphi(t) T_t(P) \frac{dH_{11}^{11}(t)}{H(t-)},
\]

\[
T_\varphi(P_n) = \int \varphi(t) T_t(P_n) \frac{dH_{n}^{11}(t)}{H_n(t-)}.
\]

Section 4 shows that the functional \( T_x(P) = T_x(H^{11}, H) \) is Hadamard differentiable, i.e.,

\[
\lim_{\varepsilon \to 0} \left[ T_x(H^{11} + \varepsilon \delta^{11}, H + \varepsilon h) - T_x(H^{11}, H) \right]/\varepsilon
\]

exists if \( h^{11} \to h^{11}, \ h_\varepsilon \to h \), in the domain of sub-probability measures on \( \mathbb{R}^m_+ \).

The influence functions for \( T_x(P_n), T_x(P_n) \) can now be derived as

\[
L_x(P_n) = \sum_{i=1}^{n} I_x(\delta_i, Z_i)/n = \lim_{\varepsilon \to 0} [T_x(P + \varepsilon (P_n - P)) - T_x(P)]/\varepsilon,
\]

and \( L_\varphi(P_n) = \sum_{i=1}^{n} I_\varphi(\delta_i, Z_i)/n \) similarly.

Now let \( P_{\varepsilon,n} = P + \varepsilon (P_n - P) = (1 - \varepsilon)P + \varepsilon P_n \), and note that

\[
H_{\varepsilon,n}^{11}(t) := H^{11}(t) \text{ corresponding to } P_{\varepsilon,n} = (1 - \varepsilon)H^{11}(t) + \varepsilon H_n^{11}(t),
\]

\[
\bar{H}_{\varepsilon,n}(t) := \bar{H}(t) \text{ corresponding to } P_{\varepsilon,n} = (1 - \varepsilon)\bar{H}(t) + \varepsilon \bar{H}_n(t).
\]

Then from Eq.(10),

\[
\lim_{\varepsilon \to 0} [T_x(P_{\varepsilon,n}) - T_x(P)]/\varepsilon
\]
\[ \frac{dH_{x,n}(t)}{H_{x,n}(t-)} - \frac{dH^{11}(t)}{H(t-)} \right] / \varepsilon \]

Further, using Eq.(2) the influence function \( T_x(P_n) = \bar{F}_n(x-) \) satisfies the linear equation

\[ L_x(P_n) = \int 1\{ t \geq x \} L_t(P_n) \frac{dF(t)}{F(t-)} \]

Now from Theorem 4.1, Eq.(5) does not have a unique solution in general, because the corresponding homogeneous equation, \( l(x) - \int 1\{ t \geq x \} l(t) \frac{dF(t)}{F(t-)} = 0 \), has the general solution \( cF(x-) \) for any scalar \( c \) (i.e., \( \bar{F}(x-) \) is the eigenvector spanning the 1-dimensional eigenspace).

However, a unique solution, which gives the unique influence function, is obtained if we impose the initial condition \( L_0(P_n) = 0 \); this is the natural condition to impose in view of the uncensored case, where we know that

\[ L_x(P_n) = n^{-1} \sum_{i=1}^{n} 1\{ X_i \geq x \} - \bar{F}(x-) . \]

Thus in view of Theorem 4.1, and focusing only on the special case where \( F(\cdot) \), \( G(\cdot) \) have densities \( f(\cdot) \), \( g(\cdot) \), we rewrite Eq.(5) as a Volterra integral equation:

\[ L_x(P_n) - \int L_t(P_n) K(x, dt) = z_n(x) \]

\[ L_0(P_n) = 0 , \]
where
\[ K(x, dt) = \mathbf{1}\{t \geq x\}dF(t)/\bar{F}(t), \quad K(0, dt) = dF(t)/\bar{F}(t) \]
and
\[ z_n(x) = \int \mathbf{1}\{t \geq x\} \left[ \frac{dH_n^{11}(t)}{G(t)} - \bar{H}_n(t)\frac{dF(t)}{\bar{H}(t)} \right]. \]

**Theorem 2.** Under continuity of \( F(\cdot), G(\cdot) \), the influence function for \( T_x(P_n) \) is *asymptotically efficient* and is given by the unique solution to Eq.(7)–(8):

\[ L_x(P_n) = a_x(P_n) - \bar{F}(x)a_0(P_n) \]

where
\[ a_x(P_n) = z_n(x) + \sum_{r=1}^{\infty} \int \cdots \int z_n(y_r)K(x, dy_1) \cdots K(y_r, dy_r). \]  

**Proof:** It is easy to see that the infinite *Neumann* series in \( a_x(P_n) \) is convergent, so that \( a_x(P_n) \) is finite, and it is a solution to Eq.(17). In view of Lemma 1, a general solution to Eq.(7) is therefore of the form
\[ L_x^*(P_n) = a_x(P_n) + c\bar{F}(x). \]
Setting \( L_0^*(P_n) = 0 \) gives \( c = -a_0(P_n) \), hence the unique solution to Eq.(7)–(8) is given by \( L_x(P_n) \).

As for asymptotic efficiency, \( L_x(P_n) \) obviously belongs to the *closed linear span* of the empirical process \( \{z_n(x), \ x \geq 0\} \), which obviously belongs to the *tangent space* of the model at \( P \), hence so does \( L_x(P_n) \).

To complete the proof, we need to verify Eq.(3.7), Theorem 3.1, of van der Vaart (1991), which in this case boils down to

\[ \mathbf{A}^*L_x(P_n) = n^{-1} \sum_{i=1}^{n} \mathbf{1}\{X_i \geq x\} - \bar{F}(x), \]  

where \( \mathbf{A} \) is the *score* operator:
\[ \mathbf{A}h = E(h(X_i, 1 \leq i \leq n)|\delta_i, Z_i, 1 \leq i \leq n) \]

and
\[ \mathbf{A}^*L = E(L(\delta_i, Z_i, 1 \leq i \leq n)|X_i, 1 \leq i \leq n) \]
is the *dual* of \( \mathbf{A} \).

To verify Eq.(10), note that \( L_x(P_n) \) is of the form \( L_x(P_n) = \sum_{i=1}^{n} L_x(\delta_i, Z_i)/n \). We thus need to look only at
\[ E[L_x(\delta_i, Z_i)|X_i] = E[a_x(\delta_i, Z_i)|X_i] - \bar{F}(x)E[a_0(\delta_i, Z_i)|X_i] \]
for each fixed \( i, 1 \leq i \leq n \). Let us consider only the bi-variate case, i.e., \( m = 2 \) and \( X_i = (X_{1i}, X_{2i}) \).

Now
\[ E[a_x(\delta_i, Z_i)|X_i] = E[z_i(x)|X_i] + \sum_{r=1}^{\infty} \int \cdots \int E[z_i(y_r)|X_i]K(x, dy_1) \cdots K(y_r, dy_r), \]
where 

$$z_i(x) = \frac{\delta_i 1\{Z_i \geq x\}}{G(Z_i)} - \int 1\{Z_i \geq t\} \frac{dF(t)}{H(t)};$$

further, for an arbitrary \(h(\delta_i, Z_i)\) we have

$$E[h(\delta_{i1}, \delta_{i2}, Z_{i1}, Z_{i2})|X_i]$$

$$= \int [h(1, 1, X_{i1}, X_{i2})1\{X_{i1} \leq y_1, X_{i2} \leq y_2\} + h(1, 0, X_{i1}, y_2)1\{X_{i1} \leq y_1, X_{i2} > y_2\}$$

$$+ h(0, 1, y_1, X_{i2})1\{X_{i1} > y_1, X_{i2} \leq y_2\} + h(0, 0, y_1, y_2)1\{X_{i1} > y_1, X_{i2} > y_2\}] dG(y_1, y_2),$$

so that

$$E[z_i(x)|X_i] = 1\{X_i \geq x\} - \int 1\{X_i \geq t\} 1\{t \geq x\} \frac{dF(t)}{F(t)} = 1\{X_i \geq x\} - \int 1\{X_i \geq t\} K(x, dt).$$

Plugging the expression for \(E[z_i(x)|X_i]\) back into that for \(E[a_x(\delta_i, Z_i)|X_i]\) we see that the successive terms in the infinite series cancel each other out, so that we are left with

$$E[a_x(\delta_i, Z_i)|X_i] = 1\{X_i \geq x\} \text{ and } E[a_0(\delta_i, Z_i)|X_i] = 1\{X_i \geq 0\} = 1.$$

Hence finally,

$$E[L_x(\delta_i, Z_i)|X_i] = E[a_x(\delta_i, Z_i)|X_i] - \bar{F}(x)E[a_0(\delta_i, Z_i)|X_i] = 1\{X_i \geq x\} - \bar{F}(x),$$

and Eq.(10) is verified.\(\square\)

We now calculate the influence function in a few special cases.

**EXAMPLE 1: UNCENSORED DATA.** In this case \(H_{11}^n(\cdot) = H_n(\cdot) = F_n(\cdot),\) the usual empirical d.f., \(\bar{G} \equiv 1,\) \(H^{11}(\cdot) = H(\cdot) = F(\cdot),\) \(\bar{F} = \bar{H},\) so that Eq.(17) reduces to

$$L_x(P_n) - \int 1\{t \geq x\} L_t(P_n) \frac{dF(t)}{F(t)} = \bar{F}_n(x-) - \int 1\{t \geq x\} \bar{F}_n(t-) \frac{dF(t)}{F(t-)},$$

which gives the general solution \(L_x^*(P_n) = \bar{F}_n(x-) + c\bar{F}(x-),\) and under \(L_0(P_n) = 0,\) the unique solution

$$L_x(P_n) = \bar{F}_n(x-) - \bar{F}(x-) = n^{-1} \sum_{i=1}^n 1\{X_i \geq x\} - \bar{F}(x-).$$

The same also follows from Theorem 2 as \(a_x(P_n)\) simplifies to \(\bar{F}_n(x-).\)

**EXAMPLE 2: INFLUENCE FUNCTION FOR \(T_{\varphi}(P_n) = \int \varphi dF_n.\)**

From Eq.(6) and Theorem 2, we get for a \(\varphi(\cdot)\) with compact support,

$$L_{\varphi}(P_n) = \int \varphi(t) a_t(P_n) \frac{dF(t)}{F(t)} - a_0(P_n) \int \varphi(t) dF(t) + \int \varphi(t) \left[ \frac{dH_{11}^n(t)}{G(t)} - \bar{H}_n(t) \frac{dF(t)}{H(t)} \right].$$
Example 3: Univariate censored data. Here for $r \geq 1$,
\[
\int \cdots \int K(x, dy_1) \cdots K(y_r, dy_r) z_n(y_r)
\]
\[
= \int \cdots \int \mathbf{1}\{x < y_1 < \cdots < y_r\} \frac{f(y_1)}{1 - F(y_1)} \cdots \frac{f(y_r)}{1 - F(y_r)}
\]
\[
\left( \int \mathbf{1}\{t \geq y_r\} \left[ \frac{dH_n^{11}}{G(t)} - \bar{H}_n(t) \frac{dF(t)}{H(t)} \right]\right) dy_1 \cdots dy_r
\]
\[
= \int \frac{(-\log \bar{F}(t) + \log \bar{F}(x))^r}{r!} \mathbf{1}\{t \geq x\} \left[ \frac{dH_n^{11}}{G(t)} - \bar{H}_n(t) \frac{dF(t)}{H(t)} \right],
\]
so that
\[
a_x(P_n) = \int \frac{\bar{F}(x)}{F(t)} \mathbf{1}\{t \geq x\} \left[ \frac{dH_n^{11}}{G(t)} - \bar{H}_n(t) \frac{dF(t)}{H(t)} \right],
\]
and hence
\[
L_x(P_n) = a_x(P_n) - \bar{F}(x)a_0(P_n) = - \int \frac{\bar{F}(x)}{F(t)} \mathbf{1}\{t < x\} \left[ \frac{dH_n^{11}}{G(t)} - \bar{H}_n(t) \frac{dF(t)}{H(t)} \right] F(t)
\]
\[
= - \int \mathbf{1}\{s < t\} \bar{H}_n(s) \frac{dF(s)}{H(s)F(s)}
\]
\[
= -n^{-1} \sum_{i=1}^{n} \int \mathbf{1}\{s < t \land Z_i\} \frac{dF(s)}{G(s)F^2(s)}
\]
\[
= -n^{-1} \sum_{i=1}^{n} (\bar{G}(t \land Z_i) \bar{F}(t \land Z_i))^{-1} + 1
\]
\[
+ \int \mathbf{1}\{s < t\} \bar{H}_n(s) \frac{dG(s)}{F(s)G^2(s)}
\]
\[
= - (\bar{H}_n(t)/\bar{H}(t)) - n^{-1} \sum_{i=1}^{n} \mathbf{1}\{Z_i \leq t\}/\bar{H}(Z_i) + 1
\]
\[
+ \int \mathbf{1}\{s < t\} \bar{H}_n(s) \frac{dG(s)}{H(s)G^2(s)},
\]
where we have used integration-by-parts in the third line; now put Eq.(13) into Eq.(12) to get
\[
L_\varphi(P_n) = n^{-1} \sum_{i=1}^{n} \left[ \delta_i \varphi(Z_i)/\bar{G}(Z_i) + (1 - \delta_i) \gamma_\varphi(Z_i) - \Gamma_\varphi(Z_i) \right] - E_\varphi(\varphi),
\]
where $\gamma_{\varphi}(Z_i) = S_{\varphi}(Z_i)/\bar{H}(Z_i)$, $\Gamma_{\varphi}(Z_i) = \int 1\{Z_i > s\}[S_{\varphi}(s)/(\bar{H}(s)\bar{G}(s))]dG(s)$ and $S_{\varphi}(s) = \int 1\{s < t\}\varphi(t)dF(t)$. This is exactly the expression obtained by Stute (1995).

Example 4: Bivariate censored data with independent components. Let us consider the bi-variate situation where $F(x_1, x_2) = F_1(x_1)F_2(x_2)$, $G(y_1, y_2) = G_1(y_1)G_2(y_2)$, where $F_j(\cdot)$, $G_j(\cdot)$, $j = 1, 2$, are the marginal distribution functions. In this case,

$$K(x, dt) = 1\{t_1 \geq x_1, t_2 \geq x_2\} \frac{f_1(t_1)f_2(t_2)}{(1 - F_1(t_1))(1 - F_2(t_2))} dt_1dt_2 = K(x_1, dt_1)K(x_2, dt_2).$$

Hence

$$a_{x_1,x_2}(P_n) = \sum_{r=0}^{\infty} (r!)^{-2} \int \left( \prod_{j=1}^{2} 1\{t_j \geq x_j\}(- \log \bar{F}_j(t_j) + \log \bar{F}_j(x_j))^r \right)$$

$$\left[ \frac{dH_n^{11}(t_1, t_2)}{G_1(t_1)G_2(t_2)} - \bar{H}_n(t) \frac{dF_1(t_1)dF_2(t_2)}{H_1(t_1)H_2(t_2)} \right].$$

This, however, does not seem to simplify any further.
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