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ABSTRACT

Optimization of High-Speed CMOS Circuits
with Analytical Models for Signal Delay

Jingyuan Sun

Global optimization of high speed and high integration CMOS VLSI circuit is greatly in need
in deep submicron regime with respect to signal delay, chip area and power dissipation. Accurate
modeling of signal path delays is of particular importance in optimization. Although circuit level
simulators like SPICE produce accurate and detailed delay information, analytical delay models
are required in general because of the time consuming computation in SPICE simulations. New
analytical delay models for both inverter and non-inverter stage of CMOS circuit in deep submi-
cron regime are proposed in this work. The modeling takes into account circuit topologies and
ramp input effect. The models were studied for various CMOS circuits of different complexities.
Simulation results show an overall 10% difference and a considerably speed-up as compared to
SPICE level 3 simulator. Based on the new analytical delay model, a circuit optimization program
is developed, which is aiming to provide designer first hand information on circuit delay, area and
power consumption and to help designer find the optimum design among different circuit topolo-
gies and transistor sizings, especially in submicron region. The program reads in circuit descrip-
tion from SIS - a multi-level logic synthesis and minimization system, maps it into CMOS circuit
stages, analyzes the performance and finds the optimal circuit topology and sizing according to

the design criteria.
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CHAPTER 1 Introduction and Literature Review

Through the last decades, CMOS technology has evolved as a major technology for VLSI
design, leading to more and more complex chips operating at high speed with high performance.
The demand for high speed, high integration and high performance circuits pushes VLSI circuit
design into deep submicron regime. To solve the resulting complicated design problems, giobal
optimization of digital CMOS VLSI circuits is needed with respect to signal delay, chip area and
power dissipation. Accurate modeling of signal path delays is of particular importance in optimiz-
ing high-speed integrated circuits. Although device level simulators like SPICE produce accurate
and detailed delay information, analytical models are required in general since SPICE simulation
time increases rapidly with the number of transistors in the circuit. Different models have been
developed to reduce the simulation time while keeping an acceptable accuracy. Depending on dif-

ferent levels defined, there are transistor level models and macromodels.

1.1 Macromodels

Different types of subcells are considered to be the building blocks of the circuit instead of
individual devices in macromodeling. The general approach of macromodeling is to characterize
the delay contribution of each type of subcell in the circuit with a single or a few design parame-
ters in order to obtain a low dimensional optimization problem, and hence, to reduce the computa-
tional effort [1]. In the simplest case a scale factor is introduced for each gate in the circuit.
Macromodels for MOS logic gates were presented by Matson [2][3]. A gate level delay model for
CMOS logic gates is presented in [1], which is based on the analytical solutions by Hedenstierna
and Jeppson for the delay of long channel CMOS inverters driven by input voltage ramps.

Gate level modeling has the advantage of reduced computation effort. However, optimizing

scale factors in gate level algorithms might introduce a certain suboptimality in the resulting sets



of transistor sizes, since transistors cannot be sized individually according to their positions in the
pull-up or pull-down branch of a logic gate. In contrast, transistor level optimization algorithms

allow for position dependent sizing which is important for high performance circuits [41[5].

1.2 Transistor Level Models

There are several approaches modeling the signal delay at transistor levels. Among them are
equivalent inverter method [15], RC-tree formulas [22] and several other methods on delay mod-
eling of series-connected MOSFET structures (SCMS) [10][1 1].

a- Equivalent inverter method

With equivalent inverter method, a gate is collapsed into an equivalent inverter in order to
facilitate the delay calculation. The procedure can be described as follows. Two paralleled con-
nected transistors with respective transconductances B, and B, are replaced with a single transis-
tor B, = B, + B, And two series-connected transistors are substituted by an equivalent
transistor with transconductance Bi = B!;+ Bl; The delay of a CMOS circuit is based on the
delay of the equivalent inverter. Since all the internal capacitances are lumped to the output node,
delay may well be over-estimated. Also, this method ignores the fact that transistors operate in
different modes, i.e. saturation or linear mode.

b- Switch-Level RC models

Most transistor optimization algorithms use RC delay model [5]-[8]. RC (resistance-capaci-
tance) delay modeling techniques represent transistors as a résistance discharging or charging a
capacitance. A variety of timing models have been developed to estimate the delay of logic gates,
using the switch behavior of the transistors. There are simple RC delay, Penfield-Rubenstein
model and Penfield-Rubenstein slope model.

In the simple RC model the total resistance of the puil-up or pull-down path is calculated and
all the capacitance of nodes involved in switching are lumped onto the output of the gate. This



may result in pessimistic estimation on the delay because it assumes that all the internal capaci-
tance has to be discharged or charged to switch the gate.

The Penfield-Rubenstein model was developed to calculate signal delays in generalized RC
trees. Signal delay though MOS interconnect lines with fan-out may be obtained by tightening the
upper and lower bounds for the step response of RC trees. For a group of transistors in series, this
formulation simplifies to Elmore delay for an RC ladder, which is

1, = 2RC,
;
where R; is the summed resistance from point / to power or ground and C; is the capacitance at
point i. This model is improved by Penfield-Rubenstein slope delay model which takes into
account the rise or fall time of the input waveform. The Penfield-Rubenstein slope delay model
combines the slope model with the Penfield-Rubenstein delay model. The slope model defines the
intrinsic rise time (or fall time) as the rise time that would occur if the input was driven by a step
function. The actual input rise time is then divided by this value to reach a rise-time-ratio, which
indicates the degree to which the switched transistor is turned on.

Such delay models requires tables of transistor resistance values from which to calculate
delays. Resistance has to be calculated for a variety of transistor widths and rise and fall times.
The RC-delay models deviate from SPICE simulations by 10 to 20 percent for long-channel cir-
cuits [9]. However, the performance of the model is poor in submicron regime, particular for
SCMS’s such as NAND and NOR gates [10], which results from neglecting the non-linearities of
the MOS-transistors. The inaccuracies might yield suboptimal set of transistor sizings during cir-
cuit optimization.

¢- Analytical delay model for domino CMOS circuits

An analytical delay model for long-channel domino CMOS circuits is presented in [11]. By
modeling the discharging voltage waveform at the output node as a piece-wise linear function of

time, closed-form delay formulas are derived to estimate the delay of domino CMOS circuits



wherein a multitude of n-channel transistors form a series connection. Nine possible cases are
classified in modeling the discharging voltage wave-form. Operation modes (saturation or linear)
of the transistors in the series-connected pull-down network are taken into considerations. The
model provides less than 10% error as compared to SPICE simulation over the entire design space
for long-channel domino CMOS circuits modules [11]. However, no issue is addressed on the
short-channel effect in submicron design.

d- Delay analysis of series-connected MOSFETs in submicron regime

A delay model for MOSFET circuits in submicron regime is proposed by Sakurai and New-
ton [10]. Based on their nth power law short-channel MOSFET model, the delay of a CMOS
inverter can be calculated for its ramp input. The delay of series-connected MOSFET structures
may therefore be estimated from its delay ratio over inverter, i. e. (delay of NAND/NOR)/(delay
of inverter). This approach provides a method of delay estimation for series-connected MOSFET
structures in submicron regime, such as NAND and NOR gates. However, there may be difficul-

ties in including input waveform effect for SCMS.

1.3 Objectives of Our Work

As the trend of the VLSI technology goes into deep submicron, a good delay model not only
for long-channel MOSFETs circuits but also for short-channel circuits is greatly in need. Our
work proposes a new analytical delay model that overcomes the limitations described above. The
new analytical delay model is based on a piece-wise linear voltage waveform model that closely
estimates the output waveforms during the switching of a complex CMOS gate. The waveforms
are determined analytically, which permits fast estimation and maximum speed-up for the simula-
tion.

An analytical DC model of short-channel MOS device [12] is used in deriving the delay for

short-channel circuits. Different factors that affect the delay of the circuits are taken into consider-



ation. These factors are input rise and fall time, the position of the trigger input that causes the dis-
charging (or charging) of the output node, the node capacitances, fan-out and the operation modes
(saturation, linear, cut-off) of transistors in the delay path. The new analytical model shows a
good agreement with SPICE for different circuits and a significant speed-up over SPICE can be
achieved.

Based on the analytical delay mode! and a new circuit collapsing technique, a circuit optimi-
zation program is developed. The program reads in the circuit description in BLIF format from
the output of a logic optimizer - SIS [23]: an interactive muiti-level logic synthesis and minimiza-
tion system, analyzes the performance, finds the worst delay path and sizes the circuit according
to it speed, power and area constraints. For each topology a set of circuits are obtained by varying
the transistor widths along the longest delay path. The set of circuits with all the different topolo-
gies and transistor sizings form the solution space. For each circuit, several criteria (attributes) are
computed analytically: delay (7), rise and fall time, dynamic power, area (4), AT, 4 7’2 and power-
delay product. The performance data of circuits in the solution space form a decision matrix
which is fed in a Multiple Attribute Decision Making process (MADM) [14] to find the optimal
circuit implementation which meets all the design criteria.

This work intends to provide designers first-hand information on delay, area and power con-
sumption and their trade-off on a set of design options without intensive circuit simulations. It is
aiming to help designer find the optimum design among different circuit topologies and transistor
sizings for CMOS circuits, especially in submicron region.

The thesis is organized as follows. Chapter 2 describes the procedures and considerations to
analyze a complex CMOS circuit with multiple stages. Chapter 3 introduces the delay models for
both inverter and non-inverter stages (Sum of Product stage) in submicron region. The short-
channel effect and the factors that affects the delays are discussed. A long-channel delay model is
given in Chapter 4. In Chapter 5, we compare the simulation results of our short-channel model



with that of SPICE level 3 simulator on circuits with various complexity. In Chapter 6, simulation
results of the long-channel model on both pull-down and pull-up network are compared with
SPICE level 3 simulation. Chapter 7 describes a circuit optimization program based on the new

analytical delay models. Chapter 8 concludes the thesis work.



CHAPTER 2 Performance Analysis in Large CMOS Circuits

2.1 Introduction

In this chapter, we present the method of handling performance analysis for a complex com-
binational CMOS circuit with multiple stages. The CMOS circuit is decomposed into stages and
each SOP (Sum of Products) stage is collapsed into an equivalent gate. Performance analysis is
carried out on each stage by an event-driven simulator, The step input response is obtained for
each SOP stage, which is later adjusted to the slope input response along the worst delay path.
The output waveform of each collapsed stage is modeled by a piece-wise linear function of time.

Circuit attributes such as signal path delay, power consumption and area are calculated.

2.2 General Approach

A large CMOS circuit can be considered as a collection of CMOS stages. A stage consists of
nodes and transistors forming an electrical path from a strong signal source to some other nodes.
In circuits without pass gates the stage decomposition is static and corresponds to logic gates [9).
Here we only consider combinational CMOS circuits without pass transistors.

The timing analysis of the circuit, based on event driven simulation, is performed at the stage
level. It uses a value-independent approach, which makes it different from simulation where a
specific set of input signals is applied to a circuit. The objective of timing analysis, is to find the
possible input combination which results in worst-case behavior.

Given a general CMOS circuit, we first divide it into stages - inverter stages and SOP (non-
inverter) stages. Each stage is associated with a unique output and assigned two numbers - stage
number (denoted as output node number) and stage level number. Level numbers are assigned so

that no gate in stage / is driven by a gate in stage level j, where j 2 i. The level of a stage is the



same as the level of its output and equal to its highest input level plus one. Dividing a circuit into
stages and processing them according to the order of their level numbers ensure that each input of
a stage are known at the time when the stage is processed. A unique stage number is assigned to
each stage so that even if two stages have the same level (driven by same stage), they can be dis-
tinguished by their different stage numbers. As an example of level assignment, let us consider the

carry look-ahead adder in Fig.2.1.

stage 4

.............................

Fig. 2.1: Carry look-abead circuit.

The circuit is divided into 6 stages as shown in Fig.2.2. The stages are numbered from 1 t0 6.
All the primary inputs are level 0 and the level of each stage is equal to its highest level of input

plus one. Although stage 4 and 5 both are of level 5, their stage numbers are different.



stage 1 ~ stage 2
level 1

/

stage 0 stage §
level 0 level 4

stage3 |y
level 3

staged || stage6
level 4 level 5

primary inputs

Fig. 2.2: Stage assignment for carry-look ahead circuit.

The procedures of the design optimization oriented performance analysis on a complex
CMOS circuit are illustrated as follows.

Step 1: The circuit is divided into stages which are assigned with stage and level numbers.

Step 2: Each non-inverter stage is collapsed into a simpler gate.

Step 3: Calculate the step input response for each non-inverter stage.

Step 4: The input vectors are scheduled in an event pool.

Step 5: An event is picked up from the event pool and the output node waveform for each
affected stage is determined based on a detailed piece-wise linear model that corre-
sponds to stage input conditions and circuit characteristics. For a stage with multiple
fan-ins, the worst delay fan-in node is used in delay calculation.

Step 6: A new event is added into the event pool and step 5 is repeated until the event pool is
empty (when the primary output is reached).

Step 7: Find the primary output node with the worst delay. Acquire the longest signal delay
path by tracking back its worst fan-in nodes stage by stage.

Step 8: Size the transistors along the worst delay path.



Step 9: Repeat step 3 to 8 until the area constraint is met.

Step 10: Obtain circuit performance data for design optimization.

To illustrate the procedures, consider the circuit in Fig.2.1 after stage assignment. The arrows
in Fig.2.2 represent the directions of data flow. The waveforms of step input response are first
obtained for stage 1, 3, and 4. Step input delay is estimated in each stage for the worst-case input
combination. For a given input vector, stage 1 is processed first. The delay is determined based on
its step input response and the voltage siope of the input vector. The result is put in an event pool
which will allow the processing of stage 2. For a stage with multiple fan-ins, the fan-in node with
the worst delay is chosen as the input of the stage. The output of stage 2 is therefore selected as
the trigger input of stage 3. It is put in the event pool and allows stage 3 to be processed. Similarly,
the procedures are repeated for the rest of the circuit until the event pool is empty and the analysis
is done for all the stages.

Longest signal delay path is obtained by finding the worst delay output node and tracking
back its worst fan-in nodes. For the circuit in Fig.2.1, the comparison of the propagation delay
between path of stage 1, 2, 3, 4 to 6 and that of stage 1, 2, 3, 4 will reveal the longest delay path.
Transistor sizing will be performed with a given sizing step along the longest delay path. Perfor-
mance parameters are then re-evaluated for the sized circuit. This procedure repeats until the area

constraint for a given circuit is met.

2.3 Collapsing a Complex CMOS Gate

Collapsing a complex CMOS gate into an equivalent simpler circuit is an effective approach
to reduce the simulation time, however, at the cost of losing information on the circuits. To
achieve a good accuracy, the collapsed circuit should preserve the delay, power (charge conserva-

tion) and current waveforms [13].
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2.3.1 General Approach

The first step in collapsing a circuit is to find its trigger input. The first transistor that creates
a path to ground (voltage source) is selected as the trigger transistor. The position and the input
slope of the trigger transistor have considerable impact on signal delay. We assume that both trig-
ger inputs are the same for the pull-up and pull-down network. Due to the large number of possi-
ble circuit configurations, we collapse the circuit based on its worst case scenario. The procedures
for collapsing the pull-down network in a stage are shown below. Procedures for pull-up network
is symmetrical.

1- Determine the trigger transistor (assuming that the triggers for both the pull-up and pull-
down network are the same).

2- Determine the longest “on” path from the output node to the ground as shown in Fig.2.3.
The pull-down network in each stage is therefore represented by a series-connected
NMOS transistors.

3- The series-connected pull-down network obtained from previous step are further collapsed
into two transistors in the pull-down networks as shown in Fig.2.4 (a) and (b) according to
their operation modes.

We take the carry look-ahead adder in Fig.2.1 as an example. Following the procedures

described above, the six-stage adder may be collapsed to a simpler circuit as shown in Fig.2.5.

11



Fig. 2.3: A complex CMOS gate.

vDD
Py 4
n 4L ,1

Ny - Ci
1 3I
Ny

GND

®)

Fig. 2.4: (a) CMOS gate collapsed to series-connected pull-up and pull-down network. (b) Series-connected
pull-up and pull-down are further collapsed to four-transistor network.
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Fig. 2.5: The Collapsed carry look-ahead circuits after four steps.

The reason we collapse the series-connected pull-down network into two transistors as shown
in Fig.2.4 (b) is that the top most transistor operates in different mode other than the rest of the
transistors in the pull-down network when the gate is switched on. When the pull-down (pull-up)
path is switched on N/ (P transistor is in saturation while the rest operate in linear region until

the output node drops (rises) one threshold below ¥ D (one threshold above zero).

23.2 Delay Consideration

A straight forward delay comparison between a series-connected MOS network and an
equivalent transistor is presented in [10], where a delay degradation factor F p is defined as the

ratio of the delay of a SCMS to that of a single MOSFET and can be calculated as
I

I, , and I, are the drain currents of 8 SCMS and a smgle MOSFET respectively.

For the case where the input is a step input and load capacitance is large, an RC model pre-

dicts that N series-connected MOSFET"s would show approximately N times the delay compared
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with a single MOSFET. For a long-channel MOSFET without body effect, the drain current /pyin
the linear mode can be decomposed into £( Vp) =f(V), where V5 and Vg are the drain and
source potential respectively and f(V) = B [(VDD V) V- % Vz] .

For the series-connected MOS transistors in Fig.2.6, neglecting the node capacitance current,

we have:
IDI 1D2 = .= ID'- = ... = ID" (21)

Substitute f( VD) - j( Vs) in (2.1), following equations are obtained,
1[)1 =f(V1) "f(Vz)
Ipz = f(Vz) "f(V:,)

IDj = f(r,) -f(V,'. 1)
Ip, = f(V) -f(V)
Summing up the equations, we have
NIpy = f(V) =1, 2.2)

Ip
which leads to Fp, = =N.
b Iny
From this simplified case we may conclude that the delay of n series-connected MOS transis-
tors in long-channel region is approximately n times of the delay of a single transistor. It is clear
that in this case, we can replace the n series-connected transistors by a equivalent transistor Na,,

with the equivalent transconductance B, v = ,E, and still get the same delay.
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Fig. 2.6: Serfes-connected MOSFETs.

However, this relation does not hold for short-channel transistor. The delay ratio for short-

channel transistors is given in [10]:

delaysq, s Visar
F -3—,——~1+ N—F 1+y) (N-1) (2.3)
D e aymverler ( Y)

where gy is the drain saturation voltage when Vg =V

V'1is the threshold voltage

N is empirical factor which describes the short-channel effect

¥ is the body effect coefficient

(2.3) indicates that for a SCMS in submicron region, the SCMS can be replaced by a equiv-
alent transistor as far as delay is concemed. The transconductance of the equivalent transistor is
given as

Bscums

24)
Vdml

1+2N1—V-I +yN-1

Bequz l

In the case of a small output load capacitance, an RC model predicts that n series-connected
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MOS transistors with small output load will have a delay of r times the delay of a single MOS-
FET. However, the real situation is more favorable to the SCMS in short-channel regime, as
shown in [10]. The physical interpretation of the improvement of delay degradation factor in sub-
micron region is that the velocity saturation is less severe in SCMS because of reduced Vg for
each MOS transistor. The current improvement resulted from the smaller Vpsthus overcomes the
degradation induced by the body effect. For both large and small loads, (2.4) is an acceptable
approximation to model the equivalent transconductance for a SCMS in long-channe! and short-

channel regime.

2.3.3 Charge Consideration

The switching of a CMOS circuit reflects actually a process of charging or discharging the
output node capacitance. The charge stored in the circuit could therefore affect the performance of
the circuit. To accurately model the original circuit, the collapsed equivalent circuit must hold the
same charge stored.

The charge stored in a SCMS before switching may be obtained as

0),.o = 2CF,

where C; is the node capacitance and V; is the node voltage. In order to model the original circuit,
the collapsed equivalent circuit must have the same charge as that of the original circuit, i.e. the

initial voltage in the equivalent circuit must be

scr,
V) = _C_ﬁ 2.5

equ

For the equivalent circuit satisfying (2.5), the average dynamic power dissipation is proven to

be the same as that of the original circuit [13]. This can be shown as follows.
: T

1
Pavg = TI VDDI dt
0
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Since Vyis a constant, the above equation can be rewritten as

, T
Pavg = -;-?gfldt = K?-QQ = a (2.6)
0

where 0 is the charge stored in the circuit. It is clear from (2.6) that the dynamic power dissipa-
tion of a CMOS circuit with a DC power supply is proportional to the charge stored in the circuit.
For two circuits with the same switching frequency and same charge storage, their average

dynamic power dissipation is the same.
The initial charge stored in the circuit depends on the position of the trigger transistor in a cir-
cuit. For example, in the SCMS shown in Fig.2.6, if transistor Njis the trigger transistor, all the
nodes above N; are charged to ¥pyy-¥ Texcept the output node and all the nodes below the trigger

transistor is discharged to Ov.

2.3.4 Supply Current Consideration

The supply current flows in a CMOS gate only during the transition of the output node.
Fig.2.7 shows the currents during the switching of a CMOS gate. The trigger input is the transistor
that causes the charging or discharging of the output node. C,and Cprepresent the node capaci-
tances for the pull-up and the pull-down network.
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Fig. 2.7: Current in a stage during switching.

The supply current for a high to low transition can be written as

Imppl.v = [P + G,

dv dv

out

Since ,,, = (C,+C,)~=,lc = C,—~ and ], = I, wehave

C
lsu Iy = [:hor: + +p Icap
PP (C" Zf'pi

In the same way, we can obtain the supply current for low to high transition

Cn
I =1,  + 74
supply shart u 'n +( 'p; cap

2.7

(2.8)

Equations (2.7) and (2.8) show that the supply current can be derived from the capacitive cur-

rent and the short-circuit current. Supply current also depends on the estimation of Cpand Cp Cy

and Cp represent the contribution of the different node capacitances in the gate. Short-circuit cur-
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rent depends on the load and input rise time [20]. It is clear from above analysis, that if we have
the information on load, input rise time and the contribution of the different node capacitance
passed over to the collapsed circuit, we will have approximately the same supply current as the

original circuit.

2.3.5 Body Effect in Series-Connected MOS Transistors
For series-connected MOS transistors, the body effect is non-negligible. As presented in [11],
we take into account the back-gate bias effect. The maximum threshold voltage at the pinch-off

point is given in [11],

3
r. 4 ; r ’ Yn}
LTn =V TnO+Yn{J;— l'Tn()+ Lg+7,, 2¢p+2¢p‘./5¢[:"7 29

where V', is the threshold voltage without body effect, Y, is the body effect coefficient, ¢ F s
the equilibrium Fermi level potential and ¥ ¢ 18 the gate-to-substrate voltage. When transistors are
operating in the linear region, the threshold voltage is approximately by the average of the mini-

mum and maximum threshold voltages,

V., = — 2.10)

For transistors operating in saturation, the threshold voltage is,

[

V. = aVTno Q@1

Tnsat

where a is a correlation factor ranging from 0.5 to 1.0.
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2.4 Conclusion

In this chapter, we have discussed the general procedures to analyze a complex CMOS circuit
with multiple stages. Several considerations on delay, supply current, charge and body-effect are
discussed when collapsing a complex circuit into a simpler circuit. In the next chapter, we will
discuss the delay analysis in a single stage (inverter or sum of product stage) in submicron region.

New delay models on both non-inverter stage and inverter stage are proposed.
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CHAPTER 3 Delay Analysis for Short-Channel MOSFETs

3.1 Introduction

As discussed earlier, our approach to delay estimation for a complex CMOS circuit is based
on an event-driven simulator. For each SOP stage, the output waveform is modeled by a piece-
wise linear function of time. In this chapter we present the analytical delay models for short-chan-
nel MOSFETs. Short-channel effects are discussed first in SECTION 3.2 since they have great
impact on the modeling. The large signal model used in the analysis is presented in SECTION
3.3. SECTION 3.4 to SECTION 3.6 present the modeling scheme for series-connected MOSFETs
structures. Model description is given in SECTION 3.4. In SECTION 3.5, we present the circuit
analysis for step input. Delay with ramp input effect is discussed in SECTION 3.6. The analysis
on inverter delay is presented in SECTION 3.7. Since for a complex circuit, the output of one
stage may become the input of the next stage, effective rise (fall) time for an output waveform is
required. SECTION 3.8 discusses the matching between the response of the effective ramp wave-

form and that of the real input waveform.

3.2 Short-Channel Effects

When channel length reaches the micron-range or below, it becomes comparable to other
device parameters such as the depth of drain and source junctions, and the width of their depletion
regions [16]. Such a device is called a short-channel transistor, in contrast to the long-channel
devices. For a long-channel device, it is assumed that all current flows on the surface of the sili-
con and the electrical fields are oriented along that plane [17]. However, these assumptions no
longer hold for short-channel devices. We consider several of the short-channel effects here when

deriving our delay model for short-channel CMOS circuits.
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3.2.1 Velocity Saturation and Mobility Degradation

The electrical characteristics of short-channel devices deviate considerably from those of
long-channel devices. The most important reasons for this difference are the velocity saturation
and the mobility degradation [17]. In long-channel devices, the velocity of the carriers is propor-
tional to the electrical field, v = u‘,f}E , where the effective carrier mobility Koy is assumed to
be a constant. For short-channel devices, Koy is no longer a constant but instead a function of the
transverse field £ [17].When the electrical field along the channel reaches a critical value E_,
the velocity of the carriers tends to saturate. Fig.3.1 and Fig.3.2 show effect of electrical field on

electron velocity and mobility.

- - - long-channel
—— short-channel

consiant velocity

v,{cm/sec)

E, E(V/um)

Fig. 3.1: Velocity saturation for short-channel device.

0 100 E(V.um)
Fig. 3.2: Mobility degradation.
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Taking into account velocity saturation and mobility degradation, we have [17]

ot = TFO V=7

where p, is the low field bulk mobility, 8 is a mobility degradation factor.

3.2.2 Derivation of Vg

In long-channel MOSFET devices, saturation voltage is approximated by

Vdsal = ,/g: - VTh

However, in short-channel MOS device, (3.2) no longer works. It is given in [19] as,
;!

dsat (1-x) (Vgs - VTh)

where

£ EZ:

1+ r—r-
gs 'Th
zve.tal
E, = =
ey

E_is the critical field at which the carriers are velocity saturated, and v

esat

ity. L, is electrical channel length and is given by [19],

Le = Leﬂ'- Xq

@a.1)

3.2)

(3.3)

34)

@3.5)

is the saturation veloc-

(3.6)

where L . is the effective channel length, and ¥, is the drain depletion width into the channel in

saturation region. y, is a function of ¥, 4s — Vsq, and may be calculated as,
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1, AWy =Vya) YE,
Xg= zln T 3.7)

c

Ed A(Vds— Vdsal) 2
e [

[

where

A is a semi-empirical constant.

Fig.3.3 shows the saturation voltage versus V' s Vy, - We can see that for a fixed channel
length, saturation voltage is almost a linear function of V' s — V' » Which indicate that x may be
approximated by a constant. Since 0 <x <1, we can also see from (3.3) that saturation voltage
in short-channel is smaller than that in long-channel under the same Vgs -V, , which indicates a
wider saturation region in short-channel DC characteristics. As the channel length is reduced, the
value of the saturation voltage deviates from the first order theory. It can be seen that the shorter

the channel is, the more V' dsat deviates from its low field value.

45 r v
al Longchannes””
35} J L=3.0u -
20u
3r 1.2u 1
10u
% 25} 08u A
8 06u
> 2+ -
15¢
1
05}
% 1 2 3 a 5

vgs-Vth (Volts)

Fig. 3.3: Saturation voltage vs. V-V for NMOS device in CMOSISS process.
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3.2.3 Threshold Variation

The threshold voltage for a long-channel device is only a function of the manufacturing tech-
nology and the applied body bias Vs [16]. As the device dimensions are reduced, however, the thresh-
old potential becomes a function of L, ¥, and V 4s [18]. It can be seen from Fig.3.4, that the threshold
voltage is a function of effective channel length. Measured under V& = 5.0v, for channel length of 3
micron to 0.6 micron the difference between maximum and minimum threshold voltage is about
0.06v, i.e. AV, <0.1. To simplify the model calculation, we will not take into consideration the
threshold variation effect in our short-channel delay model. We only take into consideration the

body effect discussed earlier in CHAPTER 2.

0.e — ’ -
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Fig. 3.4: The threshold voltage as a function of L, measured at Vg =5v

3.2.4 Applicability to Short-Channel Regime
How to decide whether a MOS device belongs to short-channel or long-channel regime?
There is no restriction imposed on the device channel length L. However, from (3.3), we can see

thatas x« 1, V,

sas 1S Close to the saturation voltage in a long-channel device. Thus, we consider
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a device long-channel device when it satisfies the following equation [18],
Vgs - VTh

_E:Z— 1
= «

which leads to
Vgs - VTh

KzTT_
c~eff

The regime for the so called “long-channel” length can now be quantified by setting
Voo =Vr)
gs Th

c“eff
Vesar = lOsm/s, and Vgs- Vi = 1, Le_[f should be greater than 2.65 um .

<0.1. For example, for long-channel NMOS devices where Hegr™ 530cm’/V - s,

3.3 Large-Signal Model for Short-Channel MOS devices
Taking into consideration the short-channel effects discussed above, we use a large signal
model for MOS devices presented in [19]:

uej](‘o"wejf I ( rd L3 l (4 r 4
Lfff Vs \Lg‘q'"'-’i;ds)’ds Jor V, <}

dsai
Ip = I+ 38
b EL, (3.8)
Kvesalcox We_ﬂ' ( } "gs - VT},) jor V ds 2V dsat

where C__ is the gate capacitance per unit area, Wegrand Lggare the effective channel width and
length respectively and all the other parameters are the same as in previous sections.

In order to extract the semi-empirical parameters such as v, a1 8nd 4, we perform model fit-
ting to SPICE for the 0.6 um channel-length device using CMOSISS processing technology.
Fig.3.5 and Fig.3.6 show the fitting curves of the large signal model to SPICE.
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Vds (Volts)

Fig. 3.5: Transistor DC model fitting to SPICE for NMOS device with L = 0.6um.

id{A)

vds (V)

Fig. 3.6: Transistor DC model fitting to SPICE for PMOS device with L =0.6um.

A good agreement is seen between the DC model and SPICE simulation results when
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Veear = lOsm/ s for both NMOS and PMOS devices and 4 = 0.35 x 108. Channel modulation

factors A, = 0.02 and A , = 0.1are used for NMOS and PMOS devices respectively.

3.4 Model Description

As presented in SECTION 2.3, in order to estimate the delay of a complex CMOS gate, the
pull-down and pull-up are collapsed to series~connected MOSFET structures shown in Fig.3.7.
Assume that the output in Fig.3.7 is switched from high to low by a trigger input and all the other
input are kept high. We also assume that the trigger is a step input. The effect of a ramp input will
be discussed later. Before the switching of the trigger transistor, all the node capacitances above
the trigger are charged to Vpp—Vr and all the node capacitances below the trigger are dis-
charged to ground. When the trigger transistor is switched on, N starts in the saturation mode, all

transistors from N2 to Ny, are in the linear region.

VD
Voo Py
trigger—q[_ P,

3
V=L Py output
1
vV -{

Ny i
7T
n
Vb —C N,
GND

Fig. 3.7: Series-connected pull-down and pull-up networks.
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Fig. 3.8: Volitage responses at the node 1 and 2 in pull-down network in Fig.3.7.

Fig.3.8 shows two critical waveforms at nodes 1 and 2 in the pull-down network in Fig.3.7. It
can be seen that when the trigger input switches from low to high, there is a quick initial charge
distribution. ¥, () quickly reaches to a plateau value and stays there until V, (1) getsout of its
saturation. It then follows ¥, (?) to ground. The time that V,(1) stays in its plateau value
depends on the capacitance at the output node. Symmetric analysis also applies to the pull-up net-
work. The voltage response of nodes 1 and 3 in Fig.3.7 in the pull-up network is illustrated in

Fig.3.9.
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Fig. 3.9: Voitage at node 1 and 3 for the pull-up network in Fig.3.7.

As shown in Fig.3.8 and Fig.3.9, it is clear that we can model the charging or discharging
waveform at node 1 by a piece-wise linear function of time with up to three segments after V; (1)
or V, (1) reaches its plateau value. Fig.3.10 shows the three segments that model the output volt-
age of node 1.

Segment I represents the period where all the internal nodes N, to N, have been charged or
discharged to their plateau value. It takes into account the time when the internal nodes settle
down at their plateau value while A, is still in saturation region. Segment II is the period when
N, gets out its saturation region and V) (1) is greater than zero. All the transistors operate in lin-
ear region in this segment. In segment 3, V. ; (1) is discharged to ground with all the other internal
nodes.
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Fig. 3.10: A piecewise model for output.

Using the three segments analyzed above, we can divide the propagation delay into three
components: £, - the time for V', to reach its plateau value, 7, - the time between 7_ and the time
when the output gets out of its saturation, and 1, -the period between the time when the output
gets out of its saturation and the time it drops t0 0.517,, D

From the above analysis, it is clear that we can replace the transistors from node N, to N, by
an equivalent transistor Nm > due to the fact that they all operate in linear region. The pull-down
network can thus be collapsed into two series-connected transistors. Using the same principle,
pull-up can be collapsed into two series-connected PMOS transistors as well as shown in

Fig.3.11.
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Fig 3.11: Simplified and equivalent circuit.

3.5 Circuit Analysis for Step Input

In this section, an analytical delay model is proposed for a series-connected MOSFET struc-
ture in short-channel region. Similar approach has been used in (11] to estimate the delay in dom-
ino-logic circuits for long-channel devices.

As can be seen from Fig.3.10, there is a plateau region of V, (1) in segment I where the top-
most transistor is in saturation while the rest are in linear region. The transistors from N; to N,
can thus be approximated by an equivalent transistor Nequ as shown in Fig.3.11 with its equiva-
lent channel length #-/ times of N3. The node capacitance Cequ is the lumped diffusion capaci-
tance for transistors N7 to N, When lumping the node capacitance, the equivalent circuit must

have the same charge as the original circuit, i.e.
n
EC:V: 0) = Cequ V2 (0)
2

Thus, the initial voltage at node 2 can be set at,
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TCHi(0)

V,(0) = 2 3.9)

equ

To simplify the analysis, we only consider the case that output goes from high to low. The
low to high case will be symmetrical. Assume that the inputs are step inputs. The ramp input
effect will be discussed later.

As explained earlier, N is in saturation when the transistors in Fig.3.11 are switched on. The
time N stays in saturation depends on the discharging speed of the output node capacitance.
Depending on the value of output capacitance, there may exist two scenarios:

Case | - Nj s still in saturation when the internal nodes (node 2 to n, Fig.3.7) reach their pla-
teau value.

Case 2 - Nj gets out of the saturation region before the internal nodes reach their plateau

value.

3.5.1 Case 1 Study - N1 stays in saturation until all internal nodes reach their plateau value

Fig.3.10 shows a typical voltage response for this case, where N stays in saturation when the
intemnal nodes reach their plateau value. It generally applies to circuits with large load capaci-
tances compared to the interal node capacitances. The output voltage waveform can be modeled
in three segments.

Segment I: N is in its saturation region when the internal nodes settle to their plateau volt-
age. The duration of the segment is 1,

Segment II: All transistors are in their linear region and V. 1 (#) is greater than zero.

Segment III: V, () becomes zero.

We will analyze the three segments in detail to show how the delay model is derived.
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3.5.1.1 Segment I: Calculation of Plateau Value V.

255 A0 fg

Consider the simplified circuit in Fig.3.11. Segment I starts at the time when the intemnal node
2 reaches its plateau value and ends when N is out of saturation region. We will calculate the pla-
teau value V,__, and the starting point of segment I - 1,

As discussed in SECTION 3.3, x may be approximated by a constant for devices with fixed
channel length. u ., E_for N, , may also be considered close to constants when Ves = Vop
for a step input. Hence, we may simplify (3.8) into (3.10),

1 ( A ) i ,
KZ—r; Lgs-pTh—fids I/ds for I(d.a.'SVdsat

I = 1+ X, (3.10)
K, (Vg, -V Jor V2V

dsat

where

.o "lej_'lc ox We_[f
K 2 -
f

3.1h

Kl =xv.. C W 3.12)

esatox  eff

Ky=EL, (3.13)

- Plateau value V,
When node voltage V, (1) is at its plateau value, no current flows in or out of Cq, we can
write
Ip=1Ip

Replacing 7, and 7, by their expression in (3.10), we have the following equation,
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K, V(D)
Kl (Ve- V2 ) = W( Vc_T) V2 ) (3.14)
1+ 73,_

Solving (3.14) for Ve, we obtain,

2 2 r 2
Vagy = (K V,+ K\ K3+ KKV, 2 (KIV:+2K0K,V, - 2K KKV V4 KK G1s)
1

* 2K KKV, + KGKo Ve - 2K, KRGV, ) 62K, + KoK )

- I5- the time when V1) reaches its plateau value

When Ny is in its saturation and Neguis in linear region, we have the following equations

dv

Conar = Lo~ (3.16)
dv, . 1 ( 1
Cequ?’— =K, (V,-V,) 'KZ_I'; Vc—iV., V, 317N
1 +K;
Modifying (3.17), we have
o KV = (K, 47y
al,+bV,+c  ~ (V=) ( 3= Vaga)
where
1
a= zKle-Kl

¢ = KKV,
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_ _ —bt b -4ac

2ss1* " 2552 T 2a

Since }X17) cannot reach ¥ g within a finite time, we choose the 0.95 Vass level to calculate 7.

Integrating (3.18) with 7 from 0 to 1 V, (1) from V,(0) to 0.95V,_, we obtain
C 0.95V, V.
equ . 2
[, = =y v K,+V,.)ln 258 2ssl (3.19)
y 0(1'2“1—7’2“27 [( 3 2“1) 2 = Voo
- (K3 + [,'2::2) In 0.95¢ 2ss ;2::2
VZ (0) - VZ::2 ,

- Calculation of ¥ ()
Fy (1,) is the voltage of node 1 when node 2 settles to its plateau voltage. In order to deter-

mine ¥, (1,) , we examine the following equations,

av, . 1 (, 1,),
Cequ?I- = Idl— L= Kl(’/e-P:.’) -Kz_V; Lc-il‘, "2 (3.20)
l+r3-
dv,
C'?T = —Idl = -Kl(Ve- VZ) 3.20H
Dividing (3.21) by (3.20), we get,
C1 dVl —K,(Ve-Vz)

= (3.22)

Cons: K, (V.-V. KX (V lV_)V

1 (7, - z)-m —5Vy Vs

Solving the equation (3.22), we obtain,
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095V, - lel +B.In 0.95V, = Voo (3.23)

2 L4 ¥y
V2 (0) - V2ssl I I’Z (0) - PZ::Z l
-0.95 st: + Vz (O)] + VDD

V@) = A[BI In

where

equ

A —C-—la
VeK3 - (K3— Ve+ VZ::I) V‘.’ssl
1T V.. —7.

2ss] 2382

-X,C

B. = V¢K3 - (K.’o - Ve + V2Js‘.’) V23s2

- 2552 V‘.’ssl

- Slope of V(1)
Since the intemnal nodes settle to their plateau value in segment [, V' x1) remains almost con-

stant and transistor N j acts actually as a current source. The voltage at node | discharges at a con-

av,
stant rate of -71;— . ¥, (1) atsegment I can thus be modeled by a linear function of time. The

slope of V| (1) in segment I may be calculated as

Kl (Ve - VZ:s)

dv, (1)
m, = = ——Zvl_ 3.29)

dt

3.5.1.2 Segment II: Ny is out of saturation and V. 1 (1) is greater than zero

In segment II, Ny is out of its saturation region and all the transistors operate in linear region
discharging towards ground. We will calculate the saturation voltage of V, (1), and the discharg-
ing rate of V, (1).

= V, -valueof V', (r) when Nj gets out of saturation

As discussed in SECTION 3.2.2, the saturation voltage for Ny is,
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Vdsat = (1-x) (Vgs— VTh)
We denote Vas the voltage of ¥V, (7) that separates segment I and II. When Nj is getting out

of its saturation region, we have,
It leads to
Wetake V, =V,  ,and obtain

We may model V', (#) in this segment as a liner function of time with slope m,, as,

v, Ky o1 T
my, = '7—], l = C; ﬂ’; (Pc-LZSJ—f;ds)Lds (3.27)
1+
L9

K)and K 3can be obtained from (3.11) and (3.13) respectively by setting Vgg= VoD- Vas At

the beginning of segment I, the voltage across the drain-source of each transistor can be approxi-
4

mated by ¥V, = '-’%’-}, where n is the number of transistors in the series-connected pull-down

network, The voltage across N) may be approximated by sV, -V

238

We thus take Vg in
(3.27) as,

1 Vs
V, = 5( —=—t+V,- Vm) (3.28)

3.5.1.3 Expression of V, () and Propagation Delay

As shown in Fig.3.10, V. 1 (1) can be modeled by three piece-wise linear segments beyond the
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time point fg

Vi) —mqt Jor . <t<t +t (Segment I)
Vi) = Fo—myt Sor Lt st<t +1 (Segment II) (3.29)
0 Jor 1.+t +1,<t (Segment 1)

where V't is the output node voltage at time #5, ¥ the saturation voltage of the output, and
m, m, are the slopes of /"xt) in segment I and segment II respectively.

With the output waveform of V) (1) known, we can calculate the propagation delay of a
CMOS gate. Propagation delay is denoted as the time difference between input transition and the
50% output level. In our step input case, it is the time when output reaches ;V pp and can be cal-
culated as

V.-V, (@) 0SSV, .-}V
s~ DD~ Vs
lagy = It m, +

(3.30)
my

3.5.1.4 Validity of Case 1 Model

In order to use the analytical model of case 1, all intemnal nodes should settle to a constant

voltage while N is still in the saturation region. This condition is satisfied when

Vi) 2V, (331

where Vsis the saturation voltage of //(#) as shown in SECTION 3.5.1.2, and V /(g is the voltage

of output node evaluated at the time when the internal nodes reach their plateau value.

3.5.2 Case 2 Study: N out of saturation before the internal nodes settle to their plateau
value

With reference to Fig.3.11, in case 2, the top transistor N leaves the saturation region before

the internal nodes could reach their plateau value. This case applies to circuits with relatively
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small load capacitances compared to the internal node capacitances. Fig.3.12 shows a typical case
2 circuit, where segment [ has been reduced to zero. The top transistor N leaves the saturation
region when V(1) drops below its saturation voltage, and all the transistors are in the linear
region. Hence the output response in case 2 may be modeled by only two segments: segment II -
when all the transistors are in linear region and V(1) is greater than zero, and segment III - the

output node of N is discharged to zero.

v —T v
| Segmem Il | Segment 111

Fig. 3.12: Output voltage of case 2.

- Segment II: #;; - starting point of Segment IT
In case 2, segment II starts at 75/ - time when N | gets out of its saturation mode, and node 2 in

Fig.3.11 has not yet reached its plateau value. V1) is given by (3.23) att =1,

VZ (‘sl) - VZs:l
2 ~ Y 2ss1

V2 (lsl) - VZ::Z‘

2 T Vass2

V()= 4 [Bl In +B,In (3.32)

-V,(1,) +V2(0):' +Vpp=V,
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However, (3.32) can not lead to a closed-form solution for I5). From the earier discussion in

SECTION 3.5.1, we may determine £;; from (3.19) as

1, = Cequ (K, +V,. )ln
st a (VZSSI - V2ssp 302

V2 (’sl) - V2s.12]
VZ (0) - V2

V2 (lsl) - V2nl| (3.33)
7O,

ss1 I

- (K3+Vy ) In

552

Observing that ¥, (1) 2V, for £ s, as shown in Fig.3.8, and knowing that Ig7in case 2 is

smaller than /sin case 1, we may obtain V¥ as

VZ (’sl) = Vlss + Vslep 3.34)
where Vmp = Tz‘—S" . Substitute (3.34) in (3.32) and check if the condition
i@, 2V, (3.35)

is satisfied. If not, take V', = V,(1,)) , and repeat (3.34) until (3.35) is satisfied. £;; can be

obtained from (3.33). The maximum number of iterations is 10.

3.5.3 Summary of Delay Analysis Procedure for Step Input

From the above discussion, we can see that the delay analysis for step input may be classified
into two cases: case 1 - Ny in saturation while the other internal nodes settle to their plateau value,
and case 2 - N out of saturation before the internal nodes settle to their plateau value. The delay

analysis procedures for case 1 and case 2 are summarized in Fig.3.13.
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Calculate V'x0)
Y
Calculate Vg
]
Calculate
Y
Calculate V yty
No (Case 2)
VXlg) =) s+ V. Sep
|
Calculate V 1y
‘ Yes
Calculate m; Calculate 1g
i l
Calculate mjy
y
Calculate 127, ta

Fig. 3.13: Flow-chart of the analytical delay model for step input.

3.6 Delay Analysis for Ramp Input

The slope of an input waveform may account for up to 30 percent of the gate delay [1]. When
the input rises or falls rapidly, the delay of the charge or discharge path is determined by the rate
at which the transistors in the path can charge or discharge the capacitors in the tree [15). When
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the input changes slowly, it will contribute to the output delay. Four output waveforms correspond

to input signals with different rise time from 10 to 40ns are shown in F ig.3.14.

f 2 | 8
e (o) c18*

Fig. 3.14: Output wave-forms with different input signal rise time.

As illustrated in [11], the input slope effect may be accounted by Fig.3.15. When the input
voltage is a ramp signal with rise time 1,, the device is completely shut off until the input voltage
rise to the threshold voltage V75, The device will draw full-scale current Iywhen the input rises to
VoD In between, the current may be modeled by a function of time as shown in Fig.3.15. Fora
circuit with step inputs, the total charge Q; discharged to ground in the time period !4 can be
expressed as O, = Ifx 1, . For the same circuit with ramp inputs, the same amount of charge O,
still needs to be discharged to ground, however, with a longer time period ¢, . Assume that the

amount of charge Q,is discharged during the input rise time.

Qr = ArIf(tr - ’th) (3.36)

v
where 1, = pt, and A is an empirical factor to determine the amount of charge discharged
th VI; " r

43



to ground for the period of !p For example, as shown in Fig3.15 (d), the area under the three
curves represents the amount of charge discharged to ground during Ip Curve | shows a linear
relationship between current and time, where A, = 0.5.4,> 0.5and 4,< 0.5 are for the non-lin-
ear curve 2 and 3 respectively.

As show in Fig.3.15 (d), we have
Q=1L xty;=0Q,+1(1;-1,) (3.37)

Substituting (3.36) in (3.37), we have

VTh

17 =1+ (1-4,)1 +A,p51, (3.38)

Fig. 3.15: Input Signals and their corresponding current waveforms.

3.7 Delay Analysis for Inverter

We have performed the circuit analysis for a CMOS gate with series-connected MOSFETs



structure in previous sections. Using the short-channel DC model in (3.8), delay formula for a
CMOS inverter can be derived. We analyze the case when output goes from high to low. The case
of low to high is symmetrical.

An approximation of input waveform is used in analyzing a CMOS inverter delay in [10] to

simplify the calculation. We will use similar approximation method in our analysis.

Vohage v

Fig, 3.16: Approximating input waveform.

The input waveform approximation method is shown in Fig.3.16, where the ramp input
waveform Vj, is approximated by V' which stays at zero voitage until the ramp input goes
across the logic threshold Fj,[10]. V. ' rises up at that point and coincides with the ramp input
waveform V', thereafter. The logic threshold corresponds to the state where ¥, = %V DD -

For the very fast input, the ramp input becomes a step function and V. also becomes the step
function and current through PMOS can be completely ignored. For the extremely slow input, the
output changes abruptly and comes down to ;VD p When the input goes across the logic threshold

voltage. The inverter with the approximated input waveform shows the same delay as that of the
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original input. We analyze the situations for fast input and slow input separately.

3.7.1 Fast Input Case

For the fast input case, the current through PMOS transistor is negligible. We may thus

approximate a CMOS inverter by a NMOS transistor as shown in Fig.3.17.

; ‘D Output Output
nput 57;—_—16, —= " _lﬁc

Fig. 3.17: Equivalent circuit when output goes from high to low.

:Region I; Region [I ;chion )i
v [
|
Vi
~ Vit — -
>
3 05V — - ' !
s , I I
3 Vo - | P!
> / | l
/ | -
/ I : l
0 !
! [ P
l l Lo
L 4 4 l
0 lim T 4t 10SVID

Fig. 3.18: Imput/output waveform of fast input.

A very fast input case is shown in Fig.3.18, where the NMOS has not gone out of saturation



when the input reaches ¥y We may therefore divide the input/output waveform into three oper-
ating regions.

As shown in Fig.3.18, region I represents the period of time from #;,, to the time when the
input reaches V'y) 1y, is the time when input reaches the logic threshold. The NMOS transistor
operates in its saturation region during this period. After the input reaches its final value, the
NMOS stays in saturation until the output drops below its saturation voltage. Region II represents
the period between T and 14,y - the time before the output reaches its saturation voltage. Region
I is the time period afer the output reaches the saturation voltage of the NMOS transistor, We

will analysis the three operating regions of a CMOS inverter in the following sections.

3.7.1.1 Region I: Time before input reaches Vop

In region I, the NMOS transistor is in saturation region and the input is a linear function of

time. Neglecting the current through PMOS transistor, with reference to Fig.3.17, we have

dv
Caqr = -K (V- V) (3.39)

where C is the load capacitance and X 1 = KV Co W, oy Vgsis a function of time. From (3.4),

we can see that x and K; are also functions of time. The differential equation can be solved with

the initial condition of V' = V), att = .. We thus have

V= VDD - ET_bS[b (vin - Vinv) (- a+ ;b (vin + Vinv- ZVT)) (3.40)
DD
+aPIn atbv, - Vr]
a+b] inv "~ I T
where
Ly
l'lotax” eff
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zvesatLe_[/B * “o
v C W

esat " ox’ eff

b=

vinand Vppare the input voltages at time ¢ and 7, respectively. Tis the input rise time.

3.7.1.2 Region II: Time before output reaches V
Input waveform reaches Vpyin this region, thus Ves= VD x and K may therefore be con-
sidered as constants. Solving the differential equation (3.39), we get the output voltage in region

o

Kl
V= "C(VDD' Vp (1-17) +V, (3.41)

where T is the input rise time, V;is the output voltage in region I when Ves=VpD At the end of
region II, output drops to V& - saturation voitage of the NMOS transistor when Ves= VD Sub-

stituting V& into (3.41), we have

Pdral—;l

lisat = % +T (3.42)

-~ Vpp=Vp)

3.7.1.3 Region III: Time after output drops to Vi

In region III, the NMOS transistor of the inverter is operating in the linear region. The differ-

ential equation at the output node is,

a@v K 1
Cq = -ﬁzy( Ves—Vr- EV) V (3.43)
1+
K

Solving (3.43) with the initial condition V = Vg at 1 = 14,4, we have 1 = f(V) as shownin

(3.44).
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T K, Ky+2v, [ v-2v,
t=f(}) = Usar ¥ [ Wll‘l —w—ln dsa' — ] (3.44)

dsa

Delay /7may therefore be obtained as

(3.45)

f(V QVDD) 2

3.7.2 Slow Input Case

Region II

Voltage (v)

Fig. 3.19: Input/output waveform for siow input case.

. . 1 . .
When the input is very slow, the output reaches 5VDD before input arrives at V') Fig.3.19
. | . .
shows a very slow input case, where the output crosses QVDD in region I. In this case, (3.39) is

valid. Since the output near logic threshold changes abruptly with a small change in input, we

approximate Vj, as a constant around ¥, to simplify the analysis. If
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gs = Vinv (3.46)
we have
1| [VppCs 2 T
1, = 3( T+ Vi =Vp) "+ V5 -3 (347)
where
_ V DD
i o
K = xv, C W

esat> ox’ eff

1
- EL

c e

r—

inv

ta
"

Le = Lejf- Xa
X, is the same as in (3.7).

3.7.3 Case Validity

As shown in SECTION 3.7.1 and SECTION 3.7.2, for a fast input case, the input reaches its
final value before the NMOS transistor gets out of its saturation region; while for a slow input
case, the output crosses ;.V pp before the input reaches its final value. Thus, for an input to be
considered fast input, the output voltage in region I for Vie = Vpp has to satisfy the following

condition,

1
V‘l =V02§VDD (3.48)
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3.7.4 Logic Threshold ¥y,
When PMOS and NMOS transistor both are in saturation region, we have

I n = -/ dp (3.49)

If we denote logic threshold as Vam and rewrite (3.49), we have

K, V..- V)= =K, (Vpp-Viny +Vr,) (3.50)

my

where K jpand K [pare functions of ¥, They are given as follows,

C W

Kl,, = esaln ox" effn 350
1+ eneffn
inv" I'Tn
_ Vesa p Cox We_[[p
S cpeffp

L4 + DA
VDD I'inv LTP

2v
= GSG("[1+6 (’,,

cn uo" "lV

Tn) ]

zve.mlp .
Ep = = [1+8,(Von =¥, + ¥7,)]

Solving (3.50), we find that Vj,,is a root of a cubic equation shown as follows,
aV’ + b1? +ceV+d =0 (3.53)

where
a=8, +ABP

b=C,-B,QV,+V;)- A[C+B(V+2F ) ]
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V\V.B,~2C,+2BVy | +V, A(B Vp, + 2C,+2B,V,)
2
= (Cn -BnVTn ) V: -4 V?’n (Cp + Bp Vc)

n"n"n*

B,=1+ELS, B =1+ELS®

v¢Sdl" W’l
A<=y GC=EL, C,=EL

3.7.5 Summary of Delay Calculation for Inverter

The delay calculation procedures for an inverter can be summarized as follows.

Calculate Logic Threshold
Vi

y

Calculate Vi, = 1
in Region |

No (slow input)

Vit D> 0.5V D

Yes (Fast Input)

Calculate gy, Vo Calculate g
in Region II in Region [
No
Vaa0.5VDp
Yes
Calculate ¢4 Calculate 14
in Region [I1 in Region I]

Fig. 3.20: Delay calculation procedures for an inverter.
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3.8 Matching Between Ramp Response and Response of Input waveform

In CMOS data paths, the input waveform of a gate at position # is not a ramp input but the
output response of the preceding gate n-/. Hence, to use the above delay analytical models for
calculating gate delays in signal paths, a ramp waveform with effective rise time (or fall time) is
required. The response of the effective ramp waveform has to match the response of the real input
waveform.

As presented in [1], the output rise (fall) time can be approximated by its derivative at the
half-Vpppoint. Fig.3.21 shows the SPICE output voltage V,of an inverter in a chain of identical
inverters for typical loading conditions. ¥, can be characterized as a quasi-linear ramp with expo-
nential tails. When }}, is taken as an input, the details of the waveform below - T (above V>

V7)can be disregarded since the relevant transistor in the driven gate will be off during that region.

est . -
- -7 o
I Voof stage n+ 1\ ]
L F {od l\ 1
g : T
i' sl quasi Linea .
3 '

18

A i i
? 78 [ ] 0.6 [ ] (¥ 1 (1] 08 14 s 12
Time (o) = 18°°

Fig. 3.21: Output voltage of an inverter driven by an identical inverter in & chain of inverters.

Hence, the effective signal rise time may be calculated by using the slope of Fpat mid-level

voltage,
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dVo)-l

’ejf = VDD(T (3.54)

, 1
Vo=3Vpp

(3.54) can be generalized to the arbitrary logic gates. As shown in SECTION 3.6, for input
signals with different slope, the output waveform is preserved and the waveform displacement is
linearly proportional to its input signal slope. Fig.3.22 shows two output waveforms of the same
circuit. 'y is the output response of a step input and V> is the output of a ramp input. They have
approximately the same derivatives at %VDD. Knowing the derivative at ;V pp level and the
delay of the step input response, the fall time of "y may be calculated as

Ya1 = VDD(‘;:E) X

Vo= 3Vpp

-

with an offset,

(3.55)

1., (de)'l
laﬂ'se! = IO.SI'DD-iLDD dr
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g

Output Voltage (Volt)

Fig. 3.22: Effective ramp waveforms for output signals with different inputs.

3.9 Conclusion

In this chapter, we have discussed the short-channel effect, presented the analytical delay
models for short-channel MOSFETs for both inverter and non-inverter stages. Ramp input effect
are compensated base on the step input response for non-inverter stage. The matching between the
response of the effective ramp waveform and that of the real input waveform is also discussed. In

the next chapter, we will discuss delay analysis for long-channel MOSFET circuits.
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CHAPTER 4 Delay Analysis for Long-Channel MOSFETs

4.1 Introduction

In this chapter we present the analytical delay model for long-channel MOSFETs using simi-
lar approaches as shown in CHAPTER 3. For long-channel MOSFETs, we simplify the analysis
by neglecting the short-channel effects. A piece-wise linear model for the output waveform is
derived for step input. The effect of ramp input is considered in a similar way as shown in CHAP-

TER 3.

4.2 Circuit Analysis for a Step Input

The analysis of series-connected long-channel devices is similar to the approach used for
short-channel devices. The case studies discussed in SECTION 3.5 apply to long-channel devices.

In this section, we analyze the step input response for long-channel devices using the modeling

strategy presented in SECTION 3.5.

GND

(@) ’ ®)
Fig. 4.1: Simplified and equivalent circuit for delay estimation in long-channel devices.
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4.2.1 Case 1 Study - N stays in saturation until all internal nodes reach their plateau value

The same modeling strategy used for short-channel analysis applies to the long-channel
devices. The circuit of Fig.4.1 (a) is simplified to Fig.4.1 (b). We analyze the equivalent circuit in
Fig.4.1(b) in the three segments defined in SECTION 3.5.

4.2.1.1 Segment I: Calculation of Plateau Value V.

233 ﬂnd ‘s

- Plateau Value V,
When N, reaches itsdglateau value, the current discharging its node capacitance is approxi-
mately equal to zero, i.e., 7;'3 = 0. The currents /,, and /,, in Fig.4.1 are given by,

By . 2
Ia = T(VDD'Vrnsm"z(’)) @.D
—) . L n?
Ip= Bequ[(L’DD—“Tn) V() -5F, () ] @2

r

Since /,; =/, , by equalizing (4.2) and (4.1) we get the plateau value ¥, _ at node 2. Vo is

givenin [11],

Q-Jﬂz—n(n-*' 1)

Vz_“ = S 4.3)

B
where Q = nV,+(VDD—VT_,, n = B:luand Ve = Voo~ Vinsar-

- 1;: time when V, (1) reaches /',

When V, (1) reaches its plateau value with Nj in saturation region, we have the following

equation from Fig.4.1,

B dv, (1) | )
T Vo020 ~Viod® = G B (Voo FR) 10 53 0] w0
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The solution of (4.4) is given by [11] as,

B-Ar
_ az-ale X
V() = ———p—r (4.5)

l1-e

where

>
nV +V (nV +V)2 nV"~

_ e c e ¢ e | _ . ,

Ay = =1 i\/[ B! -n+l] =Wzl

["c = l’DD— 4 Tnsat

nV +V
_ ¢ ¢
Vo = =71
5
nk’ +¥F\2 nb°
r e 4 e
;f'«/l:( n+1 ) -n+l]
_ [ V,(0) -agJ _ Bogun+1)¥,
B = ln\V_z(O) ~a,)’ A= — ”

n is denoted the same as in (4.3). We can calculate 1. now by resolving ¢ from (4.5). Since

as a level to calculate 7,

2ss dss

J 4.6)

V, (#) cannot reach ¥,__ within a finite time, we choose the 0.95V"

~
!

Cequ/(B —In 0.95 st’ - a._,
equ 0.93 !:2“ -a,

- Calculation of V. 1 (1)

V), (1,) is the output node voltage of N7 at ¢ . Referring to Fig.4.1, we have the following

equations,

dv, (1) _ _ B, 5
CIT =-l, = —T[Ve-V2(l)] 4.7
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av,u) _B 1y (v 12 )
CequT - ld]-ldz - ?[Ve-Vz(l)] -Beqv lz(’) Vc-flz(’) 4.8)
We cannot derive a closed-form equation for V) (1) using (4.7). However, we can express

¥, (1) as a function of V, (1) with (4.7)/(4.8),i.e.,
Vi) = f(V, (1)) 49

Thus, we have Vi) =f (V,,,) by setting 7 = t.. The derivation of V,(@1,) is given in
Appendix 1.

- my. The discharging rate of }"y7) in segment [

Since node 2 settles to its plateau value Vs in segment I, Vx7) is almost a constant in this
segment. N acts as a current source. The voltage at node 1 discharges at a constant rate. The cur-

rent for transistor N in segment 1 is

I 1y
Iy =5V, -Va" = ~C\—g— (4.10)

The slope of ¥ (1) in segment I can be calculated as,

m. = 'dl"l (l), = Bl (Ve- V2ss)- @ih
! di IC, '

4.2.1.2 Segment II: All the transistors operate in linear region and V', (?) is greater than
zero

At the end of segment I, when ¥, (1) drops to one threshold below Ynp Nj is about to get
out of its saturation region and enter segment IL. The voltage of V, (1) forNj to get out of satura-

tion is,

Ve=Vpp=Vrm 4.12)
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Vi is the threshold voltage of Nj.
All the transistors operate in linear region in segment II and discharge towards ground. The

current through N1 can be expressed as

v dv, (1)
I, =B, (Vc—V2(t))Vds—T = -CIT (4.13)

As discussed in SECTION 3.5.1.3 for short-channel devices, V° 1 (1) may be modeled in this

segment as a linear function of time with slope m, as,

dv, (1)

B 1.2
my, = 'Tl - C;[(VC—VM)P ds-sz‘] @14)

Vs may be derived in the same way as shown in SECTION 3.5.1.3

4.2.1.3 Expression for I, (r) and Propagation Delay

Summarizing the above analysis, beyond the time point t,, ¥V, (1) can be modeled by three

piece-wise linear segments [11] as shown in Fig.3.10,

Vi) -mgu Jor 1t st<t +1, (Segment )
A Vo—myt Jor t.+1,sts1.+1 (Segment II) (4.15)
0 Jor 1>t +1 +1, (Segment II])

For our step input case, the high to low propagation delay may be calculated as,

lagr = U ™, o

(4.16)

The low to high propagation delay can be derived by analyzing the pull-up network with the
same method.



4.2.1.4 Validity of Case 1 Model

For the analytical model of case 1 to be valid, all internal nodes should settle to a constant

voltage while Ny s still in the saturation region. This condition is satisfied when
V(@) 2V, @17

where Fis the saturation voltage of ') and is given as

V,= V-V

s Tnsat

(4.18)

Vusar 18 the threshold of Ny in saturation regjon.

4.2.2 Case 2 Study: Ny out of saturation before the internal nodes settle to their plateau
value

As mentioned in SECTION 3.5, the time N | Stays in saturation depends on the discharging
speed of the load capacitance. When the output node capacitance is relatively small compared to
the intemnal node capacitance, N, may be out of saturation before N, qu Can settle at its plateau
value. Hence the output response in case 2 can be modeled by only two segments: segment II -
when all the transistors operate in linear region and ¥ (y) is greater than zero, and segment III -

when V1) is discharged to ground.

4.2.2.1 Segment II: rg; - starting point of segment II
Segment 2 starts at £5; - time when N is getting out of the saturation region. Thus, Vi@ at

Isyis,
Vl () = S( VZ () )= VDD - VTn:al (4.19)

However, (4.19) cannot lead to a closed-form solution of t57. Knowing that r¢; is smaller than

I5in case 1, we may determine /g by,
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=1 -1 (4.20)

sl s step

4

s

where tmp = R The condition

V() 2V, -V,

Tnsat

4.z2h

is checked for t5;. If it is not satisfied, take /g as 7 and repeat the above procedures until (4.21) is

satisfied. The procedure is summarized in Fig.4.2.

Y
Ig = lg- l_w

'

Calculate Vg

Y

Calculate ¥ty

Fig. 4.2: Case 2 flow-chart.

The maximum number of iteration is 10 and we can achieve a good accuracy since V1) is a

smooth function of /.

4.2.2.2 Summary of Delay Analysis for Step Input Response

Given a collapsed equivalent long-channel circuit as shown in Fig.4.1, delay analysis for step
input response can be done using the procedures described in the previous sections. The propaga-

tion delay can be calculated following the same flow-chart as shown in Fig.3.13 with a small vari-
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ation in case 2.

4.3 Delay Analysis for Ramp Input

The modeling strategy for a ramp input is similar to that in SECTION 3.5. The delay with
ramp input effect is determined by the step input response, the slope of the ramp input and the

empirical parameter Ay, as shown in (3.38).

4.4 Conclusion

In this chapter, we have discussed the analytical delay model for long-channel circuits. A
piece-wise linear model is derived for step input. The effect of ramp input is considered in a simi-
lar way as in short-channel circuits. In the next two chapters, we will verify the analytical delay
models both for short-channel and long-channel circuits by comparing the simulation resuits

between our model and the SPICE simulator.
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CHAPTER 5 Comparison of Delay Analytical Model with SPICE for Short-
Channel MOSFETs

5.1 Introduction

In order to verify the accuracy of our delay model, we simulate circuits with various com-
plexity. Simulation results are compared between the model and SPICE Level 3 simulator.

The delay of a CMOS circuit depends on circuit parameters such as the load capacitance, the
transistor switched, transistor size, node capacitance and input rise time. The switching speed of a
CMOS gate is limited by the time taken to charge and discharge the load capacitance. The posi-
tion of the trigger transistor, on the other hand, affects the initial charge stored in the circuit. By
varying these parameters, we can quantify the difference between our model and SPICE, thus
prove the validity of the model.

In SECTION 5.2, output waveform comparisons between SPICE and the model on NAND
gates are presented. Delay comparisons are performed for NAND gates under different circuit
parameters. In SECTION $.3, the performance of NOR gates is analyzed to verify the model on
pull-up networks. Compensation factor for small load capacitance and adjustment factor for slope
input effect are given and summarized in SECTION 5.2 and SECTION 5.3 respectively. The ana-
lytical delay model for inverters is verified in SECTION 5.4. Comparisons are performed under a
wide range of input rise (fall) time and load capacitance. Time-domain output waveforms are also
presented for different input rise (fall) time. In SECTION 5.5, we compare the outputs of a 1-bit
full adder circuit under different input conditions. A 4-bit carry look-ahead adder is analyzed in
SECTION $.6. Performance comparisons between the model and SPICE are done under different
circuit parameters. In SECTION 5.7, the output waveform of a parity generator is compared with
that of SPICE. The results from the model show a good agreement with SPICE simulation for the

circuits described. An overall deviation is less than 10 percent as compared with SPICE.
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5.2 NAND Gates

As illustrated in SECTION 2.3, a complex gate may be collapsed into a series-connected
pull-down and pull-up MOSFET structure. To reduce the effort of calculation, the series-con-
nected network is further collapsed into a 4-transistor circuit as shown in Fig.3.11 according to the
operating characteristics of the transistors. A CMOS NAND gate is a typical gate with a series-
connected pull-down MOSFET network, which makes it a perfect case in proving the validity of
our collapsing scheme. In this section, we compare our model with SPICE on NAND gates. We
choose the channel length of the transistors L = 0.6pum. CMOSISS Level 3 process parameters

are used both in the model and in SPICE simulation.

5.2.1 S-Input NAND Gate

A 5-input NAND gate is shown in Fig.5.1 We perform simulations under different load
capacitance, trigger position and input slope. Simulation results from the model are compared

with those from SPICE.

Inpm_}1| Elnnpgaﬁl Inplx;é;uqﬁ Input -3[:

Cload L
&

Input 1 —
Input 2 —{
Input 3 —
Input 4 -

Input 5 —

Fig. 5.1: S-input NAND gate.
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S.2.1.1 Output Waveform for Step Input

As presented in CHAPTER 3, the output waveform of a step input may be modeled by a
piece-wise linear function of time. We compare the output waveforms of the 5-input NAND gate
from our model with SPICE simulation results. Input 4 is taken as the trigger input with input rise
time /ps to model the step input. Load capacitance is varying at Cload = SOfF, 100fF; 200fF, 500fF

and /pF. The comparison is shown in Fig.5.2.

"

- V1 frorr; Modsl
V1 from HSPICE

Cload =50fF, 100f~,
200fF, 500fF, 1pF

Voltage (volts)
N

“ .y
.
LY
..
.........

.
teu .
[EXNS

Fig. $.2: Comparison of output wave-forms between SPICE and analytical model for different load
Capacitance.

Fig.5.2 shows a very close approximation of our model to SPICE simulation in a very large
range of load capacitance. This will enable a close ramp input approximation for the next circuit

stage in a large CMOS circuit.

5.2.1.2 Effect of Load Capacitance

The effect of the load capacitance on the delay of the circuit is shown by varying load capac-

itance at /0fF, 30fF, SOfF, 100fF and 200fF. Transistor 4 is switched with an input rise time 1ps.

66



All the other inputs are kept high. The model and SPICE simulation results are shown in Fig.5.3.
It can be seen that the delay increases linearly with the load capacitance. The deviation between

model and SPICE is within 8 percent.

x 10"

4351 —HSPICE
4t ¢ Modsl

Delay (s)

0 50 100 150 200
Load Capacitors (fF)

Fig 5.3: Delay vs. load capacitance for S-input NAND gate.

S.2.1.3 Trigger Effect

The delay of the circuit depends on the position of its trigger input which determines the ini-
tial charge stored in the intemal nodes before switching. Assume that input / is the trigger input in
the S-input NAND and all the other inputs are kept high. If all the transistors are of the same size,

the initial charge stored in the circuit before switching is
Q,' = C,'(i'l) (VDD— 1') a1

Ciis the node capacitance.
The delay of the step input response of the 5-input NAND gate with different trigger inputs

and load capacitance is plotted in Fig.5.4. It can be seen that the circuit with trigger input closer to
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the output node is faster, which coincides with (5.1). Fig.5.4 shows a good agreement between

SPICE and our model.

x 10"

__HSPICE
o Model

Tnggerinput 12345

0 50 100 150 200
Load Capacitors {fF)

Fig. 5.4: Delay vs. load capacitance for different trigger inputs.

S.2.1.4 Ramp Input Effect

Fig.5.5 shows the input rise time effect on the delay of the 5-input NAND gate with rise time
up to /ns. Circuit delay with input rise time ranging from 2ns to 20ns is shown in Fig5.6. To
avoid graphical clutter, ¢ = ¢ Lt ;5 is plotted instead of ¢, . The size of the transistors is W=
4.8 um and L =0.6um. Load capacitance is 30fF, 50fF and 100fF respectively and trigger input is

input 4. Maximum deviation from SPICE simulation is 10 percent.
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Fig. 5.5: Effect of ramp input for rise time up to Ins.
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Fig. 5.6: Effect of ramp input for rise time up to 20ns.
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§.2.2 8-Input NAND Gate

As observed in [10], the delay ratio of a series-connected MOSFET structure over a single
MOS transistor is much smaller in short-channel than in long-channel region. This result encour-
ages more extensive use of NAND/NOR/complex gates, cascade voltage switch logic and hot-
carrier resistant logic in the submicron circuit design [10]. If the maximum number of series-con-
nected MOSFETs was considered to be five in 2um designs, the number may be increased to
seven or even eight for submicron circuit design. In this section, delay estimation is performed for
an 8-input NAND gate. Simulation results are compared with SPICE. A good agreement is seen

between the model and SPICE.

§.2.2.1 Output Waveform for Step Input

We compare the step input response of an 8-input NAND gate between the model and SPICE.
The output waveforms are shown in Fig.5.7. Load capacitance varies at 20fF, 50fF, /00fF. 500/F
and /pF. Transistor width is 4.8 um . Delay deviation between the model and SPICE is within 10

percent.

S R —SPiCE

. __Model
;.. Cload =20 50 100 200 500fF and 1pF

W
L

Output Voliage (V)
>~ b

-—
v

05F L
NN TN T
00 1 2 3 4 5

Time (ns) x 10

Fig. 5.7: Step input response of an 8-input NAND gate.
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§.2.2.2 Effect of Load Capacitance

Fig.5.8 shows the delay of the step input response of an 8-input NAND gate under different
load capacitance and transistor width. The load capacitance varies from 20fF; 50fF, 100fF, 200fF,
S00fF to IpF. The transistor width ranges at /.2um, 2.4um, 4.8um, 9.6um and 14.4um. 1t is clear
that the increment of load capacitance results in less delay increment in larger transistors than in
smaller ones. This indicates a larger driving ability in larger gates. A good agreement is seen
between the model and SPICE.

9 :
—_SPICE
8t o Model
7 L.
6 e
st
g
&4t
3
2
1}
% 200 200 800 800 7000

Load Capacitance (f)

Fig. $.8: Delay vs. load capacitance for an 8-input NAND gate with transistor width ranges from 1.2um to
14.4um.

$.2.2.3 Ramp Input Effect

Fig.5.9 shows signal delays obtained with our model and SPICE for input rise time of 0,
500ps, 700ps, Ins, 2ns, and Sns respectively. The transistor width is W = 4.8um and load capaci-
tor varies at 20fF, 50fF, 100FF, 200fF, S00fF and IpF.
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Fig. 5.9: Delay of an 8-input NAND gate (#'= £.8um L=0.6um) for ramp inputs with rise time ¢, =0, 500ps,
700ps, Ins, 2ns and Sns. Load capacitance ranges from 20fF to IpF.
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Fig. 5.10: Output waveforms for an 8-input NAND with input rise time 1y = 100ps, 500ps, 700ps, Ins, 2ns
and 5ns, load capacitance 260fF.
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Fig. 5.11: Output waveforms for an 8-input NAND gate with input rise time at 100ps, 500ps, 700ps, Ins,
2ns, and 5ns, load capacitance IpF.

As illustrated in CHAPTER 3, the derivative of a output waveform at half }'7y)level has to be
modeled accurately since it determines the rise time (fall time) of the next stage in a complex
CMOS circuit. Fig.5.10 and Fig.5.11 show the output waveforms with input rise time at /00ps,
500ps. Ins, 2ns, and 5ns. Load capacitance is 20fF and IpF respectively. It can be seen that the
outputs obtained with the piece-wise linear model fit well with those from SPICE. The maximum

delay difference is within 10 percent.

$.2.3 Slope Input Effect Adjustment Factor and Load Capacitance Compensation Factor
for Series-connected Pull-down MOSFET Network

In order to accurately model the performance of a series-connected pull-down MOSFET net-
work, CMOS NAND gates with different number of inputs are simulated. Slope input effect
adjustment factors are obtained for the pull-down series with different numbers of transistors. A

non-linear delay characteristic has been observed when load capacitance is small compared to the
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node capacitance. In order to compensate this non-linearity, load capacitance compensation fac-
tors are introduced, which are acquired by simulations on NAND gates with different number of

inputs.

§.2.3.1 Slope Input Adjustment Factor

As illustrated in SECTION 3.6, an empirical adjustment factor is needed in calculating the
slope input effect. The factor reflects the amount of the charge discharged to ground during input
rise time. To obtain the factor for series-connected MOSFET pull-down networks, we perform
simulations on NAND gates with number of inputs varying from 2 to0 8. The result is summarized

in Table 1.

TABLE 1. Slope input adjustment parameter for NAND gates

NAND gates
2-input 3-input 4-input S-input 6-input 7-inputs | 8-inputs
Slope Input
Adjustment 0.4 0.4 0.4 0.4 04 0.4 04
Factor (A;)

5.2.3.2 Load Capacitance Compensation Factor
When load capacitance is small compared to the internal node capacitance in a series-con-
nected MOSFET network, the delay of the output is not a linear function of the load capacitance.
We denote the internal node capacitance as C;, and
Ci=CmtC,,

Ca

[

, and C_  are the drain and source capacitance respectively of a NMOS transistor. If we
denote load capacitance compensation factor as A, the output load capacitance may be

adjusted as
A
C,=C, | 1+mL C.)
L log C;l i
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The capacitance compensation factors is summarized in Table 2 for NAND gates with number of

inputs ranging from 2 to 8.

TABLE 2. Compensation factor for load capacitance.

NAND gates
2-input 3-input 4-input S-input 6-nput 7-input 8-input
Compcnsa-
tion factor 2 3 4 5 5 6 7
(Acyp)

5.3 NOR gates

In order to estimate the performance of pull-up network, in this section, we compare our
model to SPICE on NOR gates. Simulations are performed for NOR gates with different number
of inputs. Slope input adjustment factor and load capacitance compensation factor are estimated

for series-connected MOSFET pull-up network with different number of transistors.

§3.1 S-Input NOR gate

Fig.5.12 shows the S-input NOR gate. The transistor channel length is 0.6 microns. The

comparison is done under different load capacitances. trigger positions and input fall time.

Input 1 ~
Input 2 ~
Input3
np -
Input4

Input 5 -
____'LV Com
Input _31 Etnwlﬁf] Inptﬂ]qmput_q dlxnpua_s‘a
v

Fig. 5.12: S.input NOR gate
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53.1.1 Load Capacitance Effect

Fig.5.13 shows the delay of a 5-input NOR gate with W = 4.8um and L = 0.6um. The

load capacitance varies at /fF 50fF 100fF 200fF 500fF IpF: Trigger inputs are 1 and 5 respec-

tively. A good agreement is seen between the model and SPICE.

__HSPICE /
- o MODEL
Sr // b
al / )

Delay (ns)
w

o 300 400 600 500 1000
Load Capacitance (fF)

Fig. 5.13: Delay for S-input NOR gate with different load capacitance.

$.3.1.2 Effect of Trigger Position

The trigger position effect on the S-input NOR gate is given in Fig.5.14 for load capacitance
ranging from 50fF to 200fF. The trigger inputs are input 1, 2, 3. 4, and S respectively. It can be
seen that for a step input, the closer is the trigger input to the output, the faster the output

response.
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Fig. S.14: Effect of trigger position on 5-input NOR.

$.3.1.3 Ramp Input Effect

Fig.5.15 and Fig.5.16 show the delay of the S-input NOR gate for trigger input 1 and 5
respectively with input fall time ranging at 0./ns 0.5ns Ins 2ns Sns 10ns and 20ns. The load

capacitance varies from 50 fF to 200fF.
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Fig. 5.15: Input rise time effect on S-input NOR gate for trigger input 1.
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Fig. 5.16: Input rise time effect on S-input NOR gate for trigger input S.
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5.3.2 Slope Input Adjustment Factor and Load Capacitance Compensation Factor for
Series-connected Pull-up Network

NOR gates with wide range of load capacitance and input fall time are simulated and com-
pared with the model. Slope input adjustment factor and load capacitance compensation factor for
series-connected MOSFET pull-up networks are obtained by simulations on NOR gates with the
number of inputs ranging from 2 to 8. With the acquired slope input adjustment factor and load
capacitance compensation factor, the overall difference of the model from SPICE is within 10 per-
cent for the pull-up networks. The slope input adjustment factor and load capacitance compensa-

tion factor for series-connected MOSFET pull-up networks are listed in Table 3.

TABLE 3. Slope input adjustment factor and load capacitance compensation f{actor for series-

connected pull-up network.
NOR gates
2-input 3-input 4-input 5-input 6-input 7-input 8-input

Slope Input
Adjustment | ¢ 4 0.4 0.4 0.4 0.4 04 0.4

Factor
Load Capac-
itance Com-

pensation
Factor 1.0 1.0 0.5 0.5 0.5 0.5 0.5

5.4 Inverter

As illustrated in SECTION 3.7, we may calculate the delay of an inverter by approximating
the waveforms of ramp inputs. Fast input case and slow input case are classified according to the
value of output voltage when the input reaches its final value. In this section, we simulate CMOS
inverters under different circuit parameters such as transistor size, load capacitance, input rise or
fall time. Simulation results from SPICE are compared with the calculated delay for both high to

low and low to high case.
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S.4.1 Inverter Switching from High to Low

The output waveforms of an inverter driving a same size inverter under different input rise
time are shown in Fig.5.17. The size of the inverters is W = 4.8um and L = 0.6um. The input
rise time is 0./ns, 0.2ns, 0.5ns, Ins, 2ns, Sns and 10ns respectively.

Fig.5.18 shows the high to low delay of the inverter in a wide range of input rise (fall) time
and load capacitance. Input rise time varies at 0, 0.Ins, 0.5ns, 0. 7ns, Ins, 2ns, and Sns. Load
capacitance is taken as 0, 20fF, S0fF; 100fF, 200fF, J00fF and IpF respectively. The delay is calcu-
lated as Yielay = tap* § to avoid graphic clutter, where T is input rise time. A large variation
occurs for step input response of inverters with small capacitance due to the non-linear character-
istic of MOSFET device. However, a good agreement is seen between SPICE and model for input
with non-zero rise time. Difference percentage is within 10 percent for the given range of load
capacitance.

Fig.5.19 shows the delay of an inverter versus input rise time with W = 14.4um and
L = 0.6um. Load capacitance is /00fF. An excellent agreement is shown between SPICE and

the model. The maximum difference is less than 3 percent.
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Fig. 5.17: Output waveforms of an inverter driviag another same size inverter, ¥ = 4,8um.
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Fig. S.18: Delay for inverter switching from bigh to low, W = 4.8um, ldde =t + 172
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Fig. $.19: Delay vs. input rise time for ¥ =14.4um, Ldeley = 1], +172.

S.4.2 Inverter Switching from Low to High.

In the case that an inverter switches from low to high, the pull-up transistor is on. Fig.5.20
shows the output waveforms of an inverter driving another same size inverter for input fall time of
100ps, 200ps, 500ps, Ins, 2ns, Sns and [Ons respectively. The size of the transistors is
W = 48um. The waveforms obtained from the model show a good agreement with those from
SPICE in a wide range of input fall time.

The delay of step input responses of the inverter versus load capacitance is illustrated in
Fig.5.21. For load capacitance larger than 20fF, the deviation is within 6 percent. Fig.5.22 shows
the delay of the inverter versus input fall time for load capacitance of 0, /00fF and 500fF: Input
fall time varies at 0, 0..ns, 0.5ns, 0.7ns, Ins, 2ns, and Sns. The maximum percentage difference
between the model and SPICE is less than 8 percent.

The delays of an inverter with the size of W = /4.4um under different circuit parameters are

shown in Fig.5.23 and Fig.5.24. Fig.5.23 shows the delay versus load capacitance for step input
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waveform. The load capacitance varies in a wide range of 0 to IpF. A good agreement can be seen
between calculated delays and simulation results. With /00fF load capacitance and the input fall
time varying between /00ps and 5ns, we have the curve of delay versus input fall time as shown

in Fig.5.24. The maximum deviation is less than 6 percent.
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Fig. 5.20: Output waveforms for inverter driving another same sized inverter. Inverter switches from low
to high with input fall time 100ps, 200ps, 500ps, Ins, 2ns, Sns, and 10ns respectively.
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SOOfF; tidey = Iy + T/2.

84



“»
g 10

_HAPRCE
s edd [ 2

Weildtum L = Q. 0um

°n u‘m 200 a&c u;a a;a .:u 'n;e ia lé 1ane
Lead Capastanse (iF)

Fig. 5.23: Delay va. load capacitance for step input, W= /4. Jum.

F]
g 10

_ MSPICE

W =l{d duen L =0 Sum

. A L r'y i L ' L
[ ] as ] 1.8 28 9 "= 4 X [ ]
mput Fal Tine ne)

3
b

Fig. 8.24: Delay vs. input fall time for inverter with /00fF load capacitance, W=14,.4um.

85



5.5 Full Adder

In order to verify the developed model on circuits of different topologies and complexity, we
test our model on a full adder circuit shown in Fig.5.25 under two different input conditions. The
node capacitance are estimated from the gate, source and drain capacitances of the transistors.

The circuit is divided into stages and an event-driven simulation is performed.

stage 2

Fig. $.25: A 1-bit full adder circuit.

The size of the transistors are W = 4.8um, L = 0.6um. The circuit is simulated with two sets
of input combinations shown in Table 4. For the input combination in case 1, the adder may be
collapsed into the circuit shown in Fig.5.26. Simulation results in Fig.5.27 and Fig.5.28 show a

close approximation to SPICE.
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TABLE 4. Two sets of input combination for 1-bit full adder.

b Cin carryout sum
0
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Fig. 5.26: Collapsing scheme for 1-bit full adder circuit for case 1.
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$.6 4-bit Carry Look-ahead Adder
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Fig. 5.29: 4-bit carry look-ahead adder.

A 4-bit carry look-ahead circuit is shown in Fig.5.29. Transistor sizes are W = 48um,
L = 0.6um.To simplify simulation, we consider the worst delay case which occurs if all series
transistors are switching simultaneously and if only one of the parallel devices is activated.

Simulation is done under different load capacitance and input rise time. The high to low delay
of the step input response versus different load capacitance is shown in Fig.5.30. Fig.5.31 and
Fig.5.32 show the delay versus input rise or fall time under different load capacitance. To avoid
graphic clutter, the delay time is calculated as Lielay = thL+§ . The maximum difference

between our model and SPICE is within 10 percent.

89



x 10"

-HSPICE
sl 0 Model b

55

&
o
v

N
(3,
Y

0 50 100 150 200
Load Capacitancs (fF)

Fig. 5.30: Delay (high to low) of step input response vs. load capacitance for 4-bit carry look ahead adder.
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Fig. 5.31: Delay (high to low) vs. input rise time for 4-bit carry look ahead adder with different load
capacitance, fgy, gy +7/2.
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Fig, 5.32: Delay (low to high) vs. input fall time for 4-bit carry look ahead adder with different load
capacitance, fgiy. <t gy +7/2.

5.7 Parity Generator

A comparison between our model and SPICE is performed for a parity generator circuit
shown in Fig 5.33. The topology of the circuit is different from previously tested circuits since it
is not complementary CMOS logic. The high to low and low to high output waveforms are shown

in Fig.5.34. Transistor width is 4.8 um. Simulations are done with 50fF load capacitance for input

combinations shown below
Output a b ¢ d
@)
0 0 0 0 0
1 0 1 0 0
0 0 0 0 0

The delay of the circuit obtained from the model is within 10 percent difference from SPICE
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Fig. 5.33: Parity generator circuit
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Fig. 5.34: Output waveforms of parity generator in Fig.5.33.

5.8 Discussion

We have presented comparisons between SPICE and our model for various CMOS circuits of
different topology and complexity under wide range of circuit parameters. Slope input adjustment
factor and load capacitance compensation factor are obtained by simulations on series-connected
MOSFET network. An overall percentage difference between our model and SPICE is within 10

percent. In the next chapter, we will compare our model with SPICE in long-channel devices.
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CHAPTER 6 Comparison of Analytical Delay Model with SPICE for Long-
Channel MOSFETs

6.1 Introduction

In this chapter, we simulate circuits with series-connected MOSFET pull-down and pull-up
networks in long-channe! regime. One of the important procedures in collapsing a complex
CMOS gate into an equivalent circuit is to collapse a seties-connected MOSFET pull-down and
pull-up network into a 4-transistor circuit which is feasible for analysis using the analytical delay
model. A NAND and a NOR gate are good examples to prove the validity of the collapsing
scheme.

As illustrated in SECTION 3.2.4, there is no clear boundary between short-channel and long-

channel devices. We consider devices satisfying the following equation

( Vgs - VTh)

—E-L——SO.I
c“eff

long-channel devices. SPICE level 3 CMOS4s process parameters are used in simulation, and the
channel length is taken as 3 micrometers. The delay of a circuit depends on its load capacitance,
the node capacitance, the trigger transistor, and input waveform. By varying these parameters, we
quantify the difference between our model and SPICE in long-channel region, and thereby prove
its validity. Simulation results obtained from the long-channel analytical delay model are com-
pared with those from SPICE Level 3 and a good agreement is achieved.

6.2 S-Input NAND Gate

In this section we compare our analytical model with SPICE for a S-input nand gate as shown

in Fig.6.1. The transistor channel width is 8 um.
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Fig. 6.1: S-input NAND gate.

6.2.1 Output Waveform for Step Input

The output waveform of a series-connected MOSFET pull-down network with step inputs
can be approximated by a linear piece-wise mode! as illustrated in SECTION 4.2. Fig.6.2 shows
the comparison of time-domain output waveforms of the 5-input NAND gate between the model
and SPICE. The load capacitance is varying at /fF, S0fF, 200fF, 500fF and IpF. Transistor Nyis
triggered by a step input while all the other inputs are kept high. A close approximation of the
model to SPICE can be observed.
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Fig. 6.2: Comparison of output wave-forms between the delay analytical model and SPICE. Load
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Fig. 6.3: Delay of step input response vs. load capacitance for S-input NAND.



6.2.2 Effect of the Load Capacitance

The effect of load capacitance on delay of the S-input NAND gate is shown in Fig.6.3. With
load capacitance varying from /fF, SGfF, 200fF, S00fF, to IpF., the delay increases linearly with the
load capacitance. The comparison of the delay between the model and SPICE is given in Table 5.
The simulation results show a good agreement between the model and SPICE. The maximum

deviation between model and SPICE simulation is less than 6 percent.

TABLE S. Propagation delay of step input response for S-input NAND gate under difference load

capacitance.
Cioad F) SPICE(ns) Model (ns) Difference
Percentage (%)

I 1.99 20 0.5

50 241 242 04

100 2.82 2.85 1.1
200 38l 372 -2.4
500 6.66 6.32 -5.1
1000 11.45 11.05 -35

6.2.3 Ramp Input Effect

As discussed in SECTION 3.6, the slope of input waveform has a profound impact on the
delay of the output. It accounts up to30 percents of the total gate delay [1] and thus it is necessary
to incorporate the input waveform dependences. Taking input 4 as trigger input, and keeping all
the other inputs high, we observe the input slope effect on output delay by varying the input rise
time from 0./ns to /0ns. The load capacitance is /00fF. Comparisons on high to low propagation
delay are given in Table 6. A good agreement is seen between the model and SPICE. The maxi-

mum percentage difference is less than 10 percent.
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TABLE 6. Input Ramp Effect of S-input NAND with load capacitance 100F.

Input Rise Time (ns) | tgg from SPICE3 t@x From Model Percentage of
(ns) (ns) Difference (%)
0.1 3.09 291 5.8
0.2 3.11 2.93 -5.8
03 312 3.13 2.9
0.5 315 315 0
0.7 318 3.26 2.5
08 3.18 292 -8.1
i 294 -8.7
33 3 -9.1
5 35 324 74
10 384 362 -5.7

Fig.6.4 shows the high to low propagation delays of the 5-input NAND with different load
capacitance C,,_, = SOfF, 100fF, and 200/F Input 4 is selected as the trigger input with input

rise time varying from /00ps to Ins. The delay for slow input rise time is plotted in Fig.6.5. To

. . T . . .
avoid graphic clutter we take Vdetay = Lan, * 3 where T is the input rise time.
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Fig. 6.4: Delay vs. input rise time for fast laput with load capacitance SOfF, 100fF and 200fF.
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Fig. 6.5: The input slope effect for slow and very slow input for load capacitance Clogi= 56 fF, 100 fF and
200 fF, tgpioy, = tegy, + 172,

6.2.4 Effect of the Trigger Position

Fig.6.6 shows the delay versus load capacitance for different trigger inputs (trigger input 1 to
5). Assume step input and one trigger input at a time. The other inputs are kept high. As can be
seen from Fig.6.6, the delay of the circuit increases linearly with the load capacitance. There is a
step difference for different transistors switched, since some node capacitance will be charged or
discharged depending on which transistor is switched. The closer is the trigger to the output node,
the faster the circuit for a step input.

Fig.6.7, Fig.6.8 and Fig.6.9 show the delay versus input rise time for different trigger inputs
with load capacitance SOfF, 100fF, and 200fF respectively. The delay is plotted as
lietay = YaL t % . We can observe that as the input rise time increases the step difference of
delay for different trigger inputs decreases and at certain input rise time, the delays are the same.

When the input rise time passes over the equal delay point, the closer is the trigger input to the



output, the larger the delay. The simulation results of our delay model match well with those of

SPICE for input rise time less than /0 ns.
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Fig. 6.6: Effect of trigger position for step input.
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Fig. 6.7: Delay vs. input rise time for different trigger inputs, load capacitance SOfF, ldday =1y + 172.
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Fig. 6.8: Delay vs. input rise time for different trigger inputs, load capacitance 100fF, ldday ™ . + T72.
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Fig. 6.9: Delay va. input rise time for different trigger inputs, load capacitance 200(F, Cddoy ™t + 172
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6.3 S-Input NOR gate

In this section, we examine the pull-up network

shown in Fig.6.10. The channel width is 8 micro

by applying our model to a S-input NOR gate

ns. We compare the simulation results with

SPICE. Delay under different load capacitance, trigger positions and input rise time is examined.

The results show a good agreement between the model and SPICE.

Input 1 -
Input 2 —
Input 3 -
Input4 -

Input 5

P
P2
P3
P4

Ps

T Cld

Inputq E:Inputia

lnput_]' Input 2 Ian'
iR

Fig. 6.10: S-input NOR gate

6.3.1 Effect of Load Capacitance

The effect of load capacitance on delay is shown by varying load capacitance from / SFto

IpF. Transistor P4 is switched by a step input and

all the other inputs are kept low. As shown in

Fig 6.11, the delay of the 5-input NOR gate increases linearly with the load capacitance. The max-

imum percentage difference between the model and SPICE is less than 7 percent.
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Fig. 6.11: Load Capacitance effect on S-input NOR gate for step input, trigger input 4.

6.3.2 Effect of Trigger Position

The effect of trigger position on delay is examined with load capacitance at SOfF, 100fF and
200fF respectively. Assume step input and one trigger input at a time. Other inputs are kept low.
Fig.6.12 shows the delay versus load capacitance for different trigger position. There is step dif-
ference of the delay with different trigger inputs. The closer is the trigger to the output node, the

faster the circuit. The difference of simulation results between SPICE and model is less than 10

percent.
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Fig. 6.12: Delay vs. load capacitance for different trigger input. The input is step input.

6.3.3 Effect of Input Rise Time

The effect of input fall time on delay of the S-input NOR with different trigger inputs is
shown in Fig.6.12, Fig.6.13, Fig.6.14 and Fig.6.15 respectively. Load capacitance for the S-input
NOR gate varies at S0fF. /00fF and 200fF. Input fall time ranges from 0./ns to /0ns. The delay
time is plotted as ¢ detay = tant ; - Note that the faster is the input fall time, the larger the differ-
ence of delay between different trigger inputs. It also can be seen that the closer is the trigger
input to the output the faster the circuit. The maximum difference between SPICE and the model

is less than 15 percent, which occurs when input fall time is about /0ns.
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Fig. 6.13: Delay vs. input fall time for different trigger input, load capacitance SofF.
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Fig. 6.14: Delay vs. input fall time for different trigger input, load capacitance /09fF.
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Fig. 6.15: Delay vs. input fall time for different trigger input, load capacitance 200fF.

6.4 Discussion

In this chapter, we have compared the model and SPICE simulation on long-channel MOS-
FET circuits. A S-input NAND gate and 5-input NOR are taken as examples to examine the valid-
ity of the model on series-connected pull-down and pull-up MOSFET network in long-channel
regime. The overall results are in accord with SPICE. The load capacitance compensation factor
and slope effect adjustment factor are obtained using the same method as shown in short-channel

devices.
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CHAPTER 7 Circuit Analysis and Optimization Program

7.1 Introduction

In CHAPTER 5 and CHAPTER 6, we have proved the validity of the analytical delay model
for combinational CMOS circuits in both short-channel and long-channel regime. CMOS circuits
with various complexity are simulated under different circuit parameters, which show a good
agreement between the model and SPICE. Based on the transistor level analytical delay model, a
circuit analysis and optimization program is developed. The objective of the program is to help
designers choose the optimal circuit topology through worst delay path sizing without going
through extensive circuit simulations.

For a given multiple-output Boolean expression, several CMOS circuit implementations may
be possible. Each implementation represents a different circuit topology and transistor sizing. For
each circuit topology, different sizing may result in different performance. Finding the best circuit
implementation which meets all the design criteria may become a tedious task for designers. Our
program provides a solution to minimizing the effort of designer on finding an optimal circuit
implementation. The program reads in the Boolean expression in BLIF format from SIS: a logic
synthesis and minimization system where multiple-level implementations of a function is
explored. Each Boolean expression is realized in the program as a complementary CMOS circuit.
The program analyzes the performance of each circuit of different topology, sizes the longest
delay path using the area constraints. Several attributes are computed analytically for each imple-
mentation - delay (7), rise and fall time, dynamic power, area A), AT, AT2 and power-delay prod-
uct. These circuit attributes forms a decision matrix which is fed to a Multiple Attribute Decision
Making (MADM) process to find the optimal circuit topology and implementation according to

the design criteria.
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7.2 Circuit Implementation

A given logic function may be implemented by a number of possible CMOS structures. The
chosen structure, along with the technology models, determines the circuit performance - delay,
power consumption, and area, etc. In our program, we implement circuits using complementary
CMOS.

The topology of each circuit can be represented by its Boolean expression. Each factorized
form of the multiple-output Boolean expression represents a different circuit topology. A logic
function may have several factorized Boolean expressions. Two different Boolean expressions for
a full adder are shown in Fig.7.1, where 4, B, C;are the primary inputs, sum and Co are the pri-

mary outputs, and D and F are intermediate variables.

sum = DT, + ABC, sum = CC, +C_F+ABC,
C, = AB+AC +BC, C,=AB+CF
D=A+B+C F=A+B

Expression 1 Expression 2

Fig. 7.1: Boolean expressions for a fuli-adder.

The complementary CMOS implementations for expression 1 and 2 are shown in Fig.7.2 and
Fig.7.4 respectively in the form of sum of products. Each circuit can be divided into modules or
stages with different levels. Fig.7.3 and Fig.7.5 show the stage assignment of the circuits using the
strategy illustrated in SECTION 2.3.
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Fig. 7.2: CMOS representation of expression 1.

node node 6 node | node 2

level |  f—wi level2 L g (0ol o leveld

output: D output: D output: sum output: sum
mverter inverter

node 4

node 3
jewlo [ el ourput:
output: C, inverter

Fig. 7.3: Stage assignment of Fig.7.2.
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Fig. 7.4: CMOS representation of expression 2.
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Fig. 7.5: Stage assignment of Fig.7.4.
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13 Circuit Collapsing

For delay time optimization, worst-case delay has to be considered. Maximum delay occurs
when all series transistors are switching simultaneously and if only one of the parallel devices is
activated [1]. We collapse the circuit according to the worst-case scenario in the circuit analysis
and optimization program.

The longest path in the pull-up and pull-down network is considered for the worst-case delay
performance. In the pull-up network section, only the transistors with the smallest Wpis consid-
ered to be on. Similarly in the pull-down network, only the branch with the lowest Wegnis consid-
ered to be on. All the other transistors in the pull-up and pull-down network are considered to be
off. This approach guarantees the worst path for charging and discharging the load capacitance at
the output node. However, it may also over-estimate the delay since the combination of ON tran-
sistors may not be realistic. Fig.7.6 shows the worst delay path for collapsing in one stage of the

full adder circuit.

Fig. 7.6: Worst delay path for collapsing.
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7.4 Circuit Simulation

Circuit analysis is performed on the stages of a collapsed CMOS circuit using the analytical
delay models illustrated in CHAPTER 3 and CHAPTER 4 for inverter and non-inverter stages in
both short-channel and long-channel. The procedures are described in SECTION 2.3. Several cir-
cuit attributes are computed.

- Area

Although chip size depends qualitatively on the placement of the subcells, total active area is
a common measure for chip area in transistor sizing algorithms [1]. The active area increases lin-
early with the gate widths in the circuit. It has to be adjusted each time an optimization sizing is
performed.

- Delay

The high to low delay /gyand low to high 17 7are calculated as the difference between 50%
Vpplevel of the input and output. Each stage in the circuit has its own delay. The delay figure at
each primary output represents the cumulative delay of the worst path leading to that output. The
worst delay node is selected by comparing the delay at all the primary output nodes.

- Rise time and Fall time

The effective rise time and fall time of a stage is calculated using the slope of the output volt-
age ¥, at half ¥y point as illustrated in SECTION 3.8.

- Dynamic Power Consumption

To estimate the dynamic power dissipation P for a fixed operating frequency f of a CMOS

circuit, all capacitances in the data paths of the circuit are summed up, i. e.
Py=2C, szx:f
where we take f = '—:7 » Irand {are the rise and fall time of the worst delay output node.
r

- AT
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The delay used in calculating the area-delay product is obtained from the average of the two

1
delays at the worst delay node, i.e. 7 = ﬁu—z—d—]ﬂ.

Other circuit attributes computed also include AT? - the area -delay2 product and P7 - the

power-delay product.

1.5 Selection of Longest Delay Path and Traasistor Sizing

The actual delay of a circuit is defined to be the delay of its longest sensitizable path which is
bounded by that of its longest path. Therefore, the performance of a circuit can be optimized if all
its long paths can be shortened not longer than a given value t [24]. To determine the longest
delay path of the network, the worst primary output node is found first and added to the delay
path. All the fan-ins of the worst delay output node are then examined. The fan-in with the worst
delay is chosen as the next node in the worst delay path. This process is repeated recursively until
stage 0 is reached.

Many techniques can be used to improve the performance of a circuit. At the structural level,
the internal constructs of gates and their interconnections in a circuit are modified to improve cir-
cuit performance. At the topological level, performance-driven placement of gates and perfor-
mance-driven routing of wires are aimed at minimizing the delay of the longest paths. At the
physical level, techniques of transistor sizing and buffering are used to improve gate speed while
the topology of the whole circuit is retained [24]. In our program, we assume that the circuits are
first optimized at topological level by a logic synthesis and minimization system - SIS. Transistor
sizing technique is then used to further improve circuit performance by reducing the delay on the
longest delay path.

In our approach, the widths of all the transistors on the worst delay path are sized by a factor

of Wy The circuits are re-collapsed and capacitances for the whole network are readjusted after
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the sizing. Circuit analysis and simulation are performed on the sized network and a new set of
attributes are computed. This process is continued until the area constraint is met. Note that for
different simulation runs, different delay paths have to be optimized. This is due to the fact that
sizing the transistors on one signal path may slow down another, which results from the capacitive

loading effects of the path interactions.

7.6 Multiple Attribute Decision Making (MADM) Process

7.6.1 Decision Matrix

The basis of circuit design is making trade-offs among competing factors or attributes such as
chip area, propagation delay and power consumption. The multiple attribute decision making
problem can be expressed in a decision matrix format. A decision matrix D is # by m matrix con-

taining m alternatives associated with # attributes,

r -
x” xlz seo XI e

le xn e rzj LR N3 xzn

X“ Ia vee X Lln X

-xml sz e Xo L0 X

where x,]-is the ith alternative with respect to the jith attribute. The ith alternative in the decision
matrix is denoted s 4;, and

A, = (x‘.l,xa, v Xy X))

7.6.2 Algorithm
The Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS) is devel-

oped in [25] to choose the optimum alternative using the decision matrix D. The algorithm is
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based on the concept that the chosen alternative should have the shortest distance from the ideal
solution and the farthest from the negative ideal solution.

Since all the circuit attributes may not bs of equal importance, a weight matrix
W= (w,w,y.., w,...w,) isintroduced, where Z w; = 1.If we denote the normalized deci-

. . . =1
sion matrix as R where an element rijis calculated las

a.n

m
3

i=1

the normalized weighted decision matrix may be obtained as

- -

r ] w.r W W, w

Vit Viz e Yy Vi 1”7y Walyg oo Wiy e Wl

) W W W,
Var Vo e Vi Vo, 1721 Walp T2 Wl
S T O a2

Vit Via - Vi e Vi Wil Waliy oo Wi Wor

v v e Vo L. W
L ml “m2 mj mn] -wlrml Wol 2 wjrmj wnrm".

Let the two alternatives 4 and AN be defined as the most preferable alternative (ideal solu-

tion) and the least preferable alternative (negative-ideal) solution respectively,

1 ] 1 !

A= {vl, Voy s V, } 7.3)
NI NI NI NI
A7 = {v,v,,.., v, } 74)

The distance of each altemative from the ideal solution and the negative-ideal solution is

given by [25],
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(7.5)

n
2
5':” = JZ (v'.j-vjNI) (1.6)
J ] .

where vjjis the element in the weighted normalized decision matrix. The closeness of an alterna-

tive to the ideal solution is measured by

Cl = - a7

It is clear that OsC,’.s 1,i=l, 2...m When 4, = A’ C" =1 and Cf =0ifd, =4
The more C; approaches to 1, the closer an altemative 4; is to the ideal solution. A set of alterna-
tives can now be ranked according to the descending order of Cf The alternative with Cf closest
to unity is the alternative closest to the ideal solution and therefore that alternative should be cho-
sen as the optimum between all the other alternatives in the solution space given the attribute

weights.

7.6.3 Solution Space

In our program, the solution space is generated from the circuit attributes from different fac-
torized forms of the Boolean expression and different transistor sizings. The circuit closest to the
ideal-solution is chosen as the best alternative. This alterative may not be the absolute optimum

solution, however, it is the optimum alternative in the solution space.
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7.7 Implementation in C

7.7.1 Data Structure

Each input BLIF file can be translated into a data structure shown in Fig.7.7 [26].

MOS graph
MOS graph

/ Stage
Sta
Stage ¥ g MOS graph
\ \ MOS graph

MO?;& Stage
Stage

MOS graph

Stage

MQOS graph

Stage

Fig. 7.7: Data Structure.

The Circuit Network contains circuit attributes and general data for all the stages in the cir-

cuit network. These include,

¢ BLIF file model name

e primary /O

¢ worst output

e worst path

 number of stages in the network
e total area

¢ dynamic power
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e total number of transistors
e threshold in saturation region
o threshold in linear region

A circuit network can be divided into stages. The data for each sum of products section of the
circuit are grouped into a stage. A stage contains

o list of /O

e list of fan-in and fan-out

¢ type of stage: inverter or sum-of-products

e MOS structure

» stage level and node number

* longest path to ground

e transistor size

e gate, drain, output node and load capacitance

e input waveform and output waveform
¢ worst input node

Each stage has its MOS graph which is a representation of the actual NMOS and PMOS tran-
sistor structures. A MOS transistor may be represented by an edge which contains source node,
destination node, gate variable and the state of the variable in term of inverted or non-inverted

input.

1.7.2 Flow Chart

The flow chart of the program is shown in Fig.7.8 (a). It starts by reading the design parame-
ters and mapping the BLIF file into circuit network. In each sum of product stage, a longest path
from power supply to ground is found and collapsed into a four-transistor network. Circuit simu-

lation is done for each stage and the longest delay path to output is found.
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Fig. 7.8: (a) Flow chart of program. (b) Flow chart of start simulation block.



Sizing the transistor width along the longest delay path, we repeat above procedures to esti-
mate circuit performance until the area criteria is met. A solution space is formed using simulation
data on different circuit topologies represented by different BLIF files. An optimum design is
obtained using TOPSIS. Fig.7.8 shows a detailed flow chart for the Start Simulation block. Gen-
eral circuit parameters for each SOP and inverter stage are first calculated. Step input response is
obtained for each SOP stage. Starting from level 1 stage where all the inputs of the stage are pri-
mary inputs, delay with input ramp effect is calculated. For each successive stage, & worst fan-in
node is found by comparing the delays at the output. This output node may become the fan-in of

the next stage and the procedures go on until the primary output is reached.

7.8 Simulation Results

In this section, some simulation resuits from the program are presented. The simulations are
performed on the two factorized forms of the adder. Circuit 1 refers to the topology in Fig.7.2 and
circuit 2 refers to the topology in Fig.7.4. For each circuit three simulation iterations were per-

formed. Two load capacitances are use: /00fF, and 500fF.

TABLE 7. Simulation result for a full adder with 100fF load capacitance.

Circuit Al!zl ta L tdH et Pg trans AT A;l'z | PT literal
um () (m) (ns) mWw/ | count | um -ns| um - ns (mW/ count
GHa) GHa.as)

la 2938 | 0731 0.377 0.142 9.3 34 162.7 90.2 5.15
b 3974 | 0582 | 0.449 0.095 10.6 34 204.9 105.6 5.5
le 5011 | 0511 0.527 0.078 1.9 34 260.0 134.9 6.2
2a 2765 | 0.685 | 0.604 0.143 10.5 32 178.2 114.8 6.75
2b 406.1 | 0528 0.720 | 0.095 12.8 32 2533 1580 8
2 535.7 | 0.593 0.530 | 0.079 15.1 32 300.6 168.6 85

]|l

Table 7 presents the simulation results for the full adder circuit with topologies shown in

Fig.7.2 and Fig.7.4. The load capacitance at the output node is /00fF. If we take the weight matrix
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as [0.05 0.1 0.1 0.35 0.1 0.05 0.05 0.05 0.1 0.05] associated with each attribute, the order of the
circuit close to the optimum solution is /c, 15, 2c, 2b, /a, 2a. From the result we can see that
under this weight matrix, circuit 1 performs better than circuit 2 although it has more transistor
count. It can also be seen that transistor sizing has important impact on the performance of the cir-
cuits. Although circuit /c and /b outperform circuit 2, their un-sized version has worst perfor-

mance than the sized circuit 2¢c and 25.

TABLE 8. Simulation resuit for a full adder with load capacitance SOO(F.

2

Circuit Areza a4l | tdH tf Pg transc AT AT PyT literal
pm () (m) (ns) mW/ ount Hm -ns | pm -ns|  mwy count

GHz) GHzns)

la 293.8 | 1308 | 0.514 | 0.304 29.3 34 267.6 2438 26.69

1b 3974 | 0.881 | 0.610 | 0.199 306 34 296.4 2210 2282
lc 501.1 | 0.892 | 0.551 0.304 319 34 361.6 261.0 23.02
2a 2765 | 1.262 | 0.950 | 0670 305 32 305.8 3382 337
2b 406.1 | 0.827 | 0897 | 0.199 328 32 350.0 301.7 283
2c 5357 | 0891 | 0769 | 0.353 351 32 4446 369.0 29.1

[= 3 B e 0 B e N B 0 o

The simulation results for the full adder circuit with load capacitance 500fF are shown in
Table 8. With the same weight matrix, the order of the circuit close to the optimum solution is /5,
2b, 2a, Ic, la and 2c, which is different from the circuit with /00fF load capacitance. Depending
on different load capacitance, the topology and sizing of the optimum circuit may vary.

The output files generated by the program on circuit 1 and 2 with /00fF load capacitance are

in Appendix B.

7.9 Conclusion

In this chapter, we can see that our circuit simulation and optimization program lays the
ground for a more complete and accurate simulation/optimization tool at circuit level. The soft-

ware package starts from reading a Boolean description of a circuit. Circuits with different topol-
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ogies can be analyzed and sized. The optimum design may be chosen using the MADM technique

among different circuit topologies and transistor sizings.
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CHAPTER 8 Conclusion

Optimizing a design at circuit level is a tedious task which means time consuming circuit
simulation on designs with different circuit topologies and transistor sizings. Finer structure sizes
in up-to-date technologies allow for integrating more and more functions on a single chip, which
on the other hand, makes design optimization almost impossible without proper design automa-
tion tools.

Accurate modeling of signal path delays is of particular importance in optimizing high-speed
integrated circuits. Although circuit level simulators like SPICE produce accurate and detailed
delay information, analytical delay models are required in general because of the time consuming
computation in SPICE simulations. The reported delay models for submicron regime design have
limitations and they may introduce suboptimality in circuit optimization. In our work, an accurate
analytical delay model is developed to estimate the circuit performance while at the meantime
significantly reduces the simulation time. An event-driven simulation is carried out on complex
CMOS circuits at stage level. The worst delay path are found for each circuit and transistor siz-
ings along the path are performed. Circuit attributes which characterize the performance of the
designs with different implementations are obtained. They make up a decision matrix. The opti-

mum circuit design is found through the MADM process given a decision weight matrix.

8.1 Collapsing Technique

A new collapsing strategy is presented to model the delay of a circuit. A complex CMOS cir-
cuit is divided into stages. Each non-inverter stage is modeled by two pull-down and pull-up tran-
sistors according to their operating characteristics. Maximum information is passed to the
collapsed circuit by preserving the same initial circuit charge, node capacitance and input wave-

form. A collapsing scheme for worst delay scenario is used in our design optimization program to
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reduce simulation time and achieve circuit optimization. The proposed technique is appropriate
for complementary CMOS logic, but also gives good estimation for a general CMOS structure

such as the parity generator circuit shown in SECTION 5.7.

8.2 Analytical Delay Models

Analytical delay models in both short-channel and long-channel are presented. For a non-
inverter stage, a detailed piece-wise linear model for output waveform is derived. Circuit perfor-
mance are estimated based on the model. Different factors that affect the delay of the circuit are
taken into account. The effects of the circuit topology, node capacitances, trigger position are con-
sidered. Input slope and short-channel effects are modeled. The delay modeling based on the
worst case scenario is used in our circuit optimization program. For an inverter stage in submicron
regime, we use an equivalent input waveform to model the ramp input. Both slow input and fast
input are modeled. The delay analysis is simplified and a good accuracy on delay estimation is
achieved.

Our approach compares favorably with SPICE Level 3 on the delay estimation. Detailed
comparisons between our model and SPICE are performed on different circuits. The mode! shows
an overall less than 10 percent deviation from SPICE. The event driven simulation achieves a si g-

nificant speed-up compared to SPICE.

8.3 Circuit Simulation and Optimization Program

A circuit simulation and optimization program is developed based on the analytical delay
models. The program reads in circuit descriptions in Boolean expressions and maps the descrip-
tions into complementary CMOS implementations. Stage assignments are performed so that an
event driven simulation can be carried out. Each non-inverter stage of the circuits is collapsed into

an equivalent four-transistor structure. Circuit analysis and simulation are performed on the col-
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lapsed equivalent circuits. A longest delay path from primary input to output is found. Transistor
sizing is carried out on the longest delay path until the maximum area constraint is reached. For
each sizing cycle, the circuit is re-collapsed and the longest delay path is re-selected. The
attributes of circuits with different topologies and sizings are fed into a MADM program where an
optimum design is acquired for certain design weight matrix. A full adder circuit with two imple-
mentation topologies and different load capacitance is tested through the optimization program.
Optimum designs are selected in no time among 12 design options. The order of the circuit close
to the optimum design is also given. This work lays ground for the development of a complete and

accurate design automation tool at circuit level.

8.4 Conclusion

Combining the proposed collapsing technique with the analytical delay models, a CMOS cir-
cuit simulation and optimization program is developed. The objective of the program is to provide
designer first hand information on selecting circuit topology and transistor sizing without exten-
sive and expensive simulations. The work may be extended to general CMOS circuits with pass

logics in the future work.
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APPENDIX A Derivation of V(ty)

In segment I of case 1, Ny is in saturation and Nequis in linear region. The node equations of

the equivalent circuit in Fig.4.1 can be written as follows,

dVl (1 Bl i 5
C]T =-l, = —T[V,-pz(l)] (EQ. A-1)
dv, (1) _ ( 1.2 )
C“I“T - Idl-Bequ V2 (t) Vc-in (t) (EQ A-Z)

We can not derive a closed-form equation for ¥, (1) using EQ.A-1. However, substituting

Ig7in EQ.A-2, and performing EQ.A-1/EQ.A-2, we have,
dv, A, -1,)°

dv, ) (V2-a)) (V3-a)) (BQ A-3)
where
Con
4 KN CER))
By
n -
Beg
1
_nV¢+Ve+ (nVe+Vc)2 nV: 2
e A e AN T AT
The closed-form solution for ¥, (1) is,
-a)2 ¢ —a. )2
v () =A({V. anJ |20 -y _[Ve azJ A
“T% 0 -a| \4 %) R0 -a, (EQ. A4)
+ V() -V,(0) ] +Vpp
If wetake V, (1) = V,, ,wehave ¥V, (1)) as,
-a.)2 —a. )2 ,
“7% @ -a| \N "% PO -a (EQ. A-5)

Vo= V2 (0) 14V,
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APPENDIX B Simulation Results from The Program

The following is the output results of the program for a full adder circuit with load capaci-
tance 100fF. Circuit 1 refers to the circuit topology shown in Fig.7.2. Circuit 2 refers to the topol-
ogy in Fig.7.4. For each circuit, three width increment iterations are performed. The worst output
node and worst delay path are given in each circuit. Each stage is represented by stage node num-
ber and level number. Its inputs and output are given. Fan-in and fan-out node are listed. The out-
put waveform of each stage is characterized by its rise or fall time, offset, cumulative delay and its
worst fan-in node.

Circuit la

worst output node 4

worst path

(LY

(22)

(5.3)

34
4.5)

node nb=1 level=|

inputs :ab

output : f

fanin (node nb,level):

0,0

fanout (node nb,level):

(2.2)

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=3.083112e-014

rise time=2.000000e-011 offset = 0.000000e+000 (d=2.391239¢-011 from node 0
fall time=0.000000e+000 offset = 0.000000e+000 td=1.283263¢-010 from node O

node nb=2 level=2
inverter

inputs :

output : f

fanin (node nb,ievel):
(LD

fanout (node nb,level):
3.4)

(5.3)
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wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=4.937256¢-014

fall time=9.896685¢-012 offset = 0.000000e+000 td=7.856942¢-011 from node 1
rise time=2.517438¢-010 offset = 2.454373e-012 td=1.817701e-010 from node |

node nb=5 level=3

inputs :fcinab

output : cout

fanin (node nb,level):

2.2)

0,0)

fanout (node nb,level):

3.4

6.4)

wn =4.800000e-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=7.804513e-014

nise ime=4.3238{2e-011 offset = 0.000000c+000 d=1.144685¢-010 from node 2
fall ume=8.705485¢-011 offset = 2.454373¢-012  1d=3.299724¢-010 from node 2

node nb=3 level=4

inputs :fcinacout b

output : sum

fanin (node nb level):

(5.3)

22)

0,0)

fanout (node nb,level):

4,5)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=4.461768¢-014

fall time=1.601643¢-010 offset = 3.438631e-01] td=4.892432¢-010 from node 5
rise time=5.316798¢-010 offset = 6.413254¢-011 1d=4.920720e-010 from node 5

node nb=6  level=4

inverter

mputs :

output : cout

fanin (node nb,level):

(5.3)

fanout (node nb,level):

wn =4.800000¢-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=1.079726¢-013

fall ime=1.601643¢-010 offset =3.438631¢-011 1d=3.096706¢-010 from node $
rise time=5.316798¢-010 offset = 6.413254¢-011 1d=4.474026e-010 from node 5

node nb=4 level=5
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inverter

inputs :

output : sum

fanin (node nb,level):

(3.4)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=1.079726e-013

rise time=6.191546e-010 offset = 1.796659¢-010 1d=6.035729¢-010 from node 3
fall tme=1.527369¢-010 offset =4.157035¢-010 td=6.854402¢-010 from node 3

Circuit 1b

worst output node 4
worst path

(L)

2.2)

(5,3)

(G.4)

4.5)

node nb=1 level=|

inputs :ab

output : f

fanin (node nb level):

0,0

fanout (node nb,level):

2,2)

wn =4.800000¢-006 wp =9.600000e-006

Cin =3.105000e-014 Cout=4.664832¢-014

fise time=2.000000¢-011 offset = 0.000000e+000 1d=3.313507¢-011 from node 0
fall time=0.000000¢+000 offset = 0.000000e+000 td=1.114545¢-010 from node O

node nb=2 level=2

inverter

inputs :

output :

fanin (node nb,level):

(Ln

fanout (node nb,level):

(3.4)

(5.3)

wn =9.600000e-006 wp =4.800000¢-006

Cin =3.105000¢-014 Cout=7.217112¢-014

fall ime=1.497395¢-011 offset = 0.000000e+000 td=1.156313¢-010 from node 1
rise ime=2.126380e-010 offsct = 5.135491¢-012 td=1.542602¢-010 from node 1

node 0b=5 level=3
inputs fcinab
output : cout
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fanin (node nb,level):

22

©,0)

fanout (node nb,level):

G4

(6,4)

wn =4.800000e-006 wp =9.600000¢-006

Cin =3.105000e-014 Cout=1.096795¢-013

rise lime=6.320401¢-011 offset = 0.000000e+000 td=1.580365¢-010 from node 2
fall time=1.028216e-010 offset = 5.135491¢-012 td=2.890564e-010 from node 2

node nb=3 level=4

inputs :f cin a cout b

output : sum

fanin (node nb,level):

(5.3)

2.2)

(X))

fanout (node nb,level):

(4v5)

wn =9.600000e-006 wp =4.800000¢-006

Cin =3.105000e-014 Cout=6.126336e-014

fall ime=2.186177¢-010 offset = 4.872765¢-011 1d=5.930371¢-010 from node 5
rise lime=4.062904¢-010 offset = 8.591123¢-011 td=4.163772¢-010 from node 5

node nb=6 level=4

inverter

inputs :

output : cout

fanin (node nb,level):

(5.3)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000¢-014 Cout=1.079726¢-013

fall ime=2.186177¢-010 offset = 4.872765¢-011 1d=3.676706¢-010 from node 5
rise ime=4.062904¢-010 offset =8.591123¢-011 1d=4.081453¢-010 from node 5

nodenb=4 level=$

inverter

inputs :

output : sum

fanin (node nb,level):

(3.4)

fanout (node nb,level):

wn =4.800000e-006 wp =9.600000e-006

Cin =3.105000¢-014 Cout=I.134398¢-013

nise time=6.325121¢-010 offset =2.767811¢-010 1d=7.198262¢-010 from node 3
fall ime=1.198783¢-010 offset = 3.564381¢-010 td=5.277265¢-010 from node 3
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Circuit Ic

worst output node 4
worst path

(LY

2.2)

(5.3)

GB.4)

4.5)

node nb=1 level=l

inputs :a b

output : f

fanin (node nb,level):

0,0)

fanout (node nb,level):

(2.2)

wn =9.600000¢-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=6.119544e-014

rise lime=2.000000e-011 offset = 0.000000e+000 1d=2.442775¢-011 from node 0
fall ime=0.000000e+000 offset = 0.000000e+000 td=1.308529¢-010 from node O

node nb=2 level=2

inverter

inputs :

output :

fanin (node nb.level):

(LD

fanout (node nb, level):

G.4)

(5.3)

wn =9.600000¢-006 wp =9.600000¢-006

Cin =4.140000e-014 Cout=9.833833e-014

fall ime=1.022481¢-011 offset = 0.000000e+000 td=8.109656¢-01! from node |
rise time=2.573315¢-010 offset = 2.187118¢-012 1d=1.863634¢-010 from node 1

node nb=5 level=3

inputs :fcinab

output : cout

fanin (node nb,level):

2.2)

(0,0)

fanout (node nb Jevel):

G4

6.4)

wn =9.600000e-006 wp =9.600000e-006

Cin =4.140000¢-014 Cout=1.345766¢-013

rise time=4.462554¢-011 offset =0.000000e+000 td=1.079448¢-010 from node 2
fall time=9.000166¢-011 offset = 2.187118¢-012 1d=3.107043¢-010 from node 2
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node nb=3 level=4

inputs :f cin a cout b

output : sum

fanin (node nb,level):

5.3)

2.2)

0,0)

fanout (node nb,level):

“.5)

wn =9.600000e-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=8.801497¢-014

fall ime=1.458141¢-010 offset = 3.50376%-011 td=4.856334¢-010 from node §
risc ime=4.827825¢-010 offset = 6.931307¢-011 1d=4.675109¢-010 from node 5

node nb=6 level=4

inverter

inputs :

output : cout

fanin (node nb,level):

(5,3

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=].079726e-013

fall ime=1.458141¢-010 offset = 3.503769%¢-011 1d=2.996038¢-010 from node $
rise time=4.827825¢-010 offset = 6.931307¢-011 1d=4.292339¢-010 from node 5

node nb=4 level=5

inverter

inputs :

output : sum

fanin (node nb,level):

(3.4)

fanout (node nb,level):

wn =9.600000¢-006 wp =9.600000¢-006

Cin =4.140000¢e-014 Cout=1.155383¢-013

rise time=6.307478¢-010 offset = 1.702595¢-010 1d=5.296544¢-010 from node 3
fall time=1.568220¢-010 offset = 3.890999¢-010 td=5.925116¢-010 from node 3

Circuit 2a

worst output node 4
worst path

(LD

22)

(5!3)

(3.4)

135



4.5

node nb=! level=1

inputs :ab

output : f

fanin (node nb,level):

0,0)

fanout (node nb,level):

2.2

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=3.083112e-014

rise time=2.000000¢-011 offset = 0.000000e+000 td=2.391239¢-011 from node O
fall time=0.000000+000 offset = 0.000000e+000 td=1.283263e-010 from node 0

node nb=2 level=2

inverter

mnputs :

output : f

fanin (node nb,level):

(LN

fanout (node nb,level):

(3.4)

(5,3)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=4.937256¢-014

fall time=9.896685¢-012 offset = 0.000000e+000 1d=7.856942¢-011 from node |
nise time=2.517438¢-010 offset = 2.454373¢-012 1d=1.817701¢-010 from node |

node nb=5 level=3

inputs :fcina b

output : cout

fanin (node nb,level):

2,2)

0,0

fanout (node nb,level):

G.4)

6.4)

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=7.804513¢-014

rise time=4.323812¢-011 offset = 0.000000e+000 td=1.144685¢-010 from node 2
fall ime=8.705485¢-011 offset = 2.454373¢-012 1d=3.299724¢-010 from node 2

nodenb=3 level=4
inputs :f cin a cout b
output : sum

fanin (node nb,level):
.3)

2.2)
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0,0)

fanout (node nb,level):

“,5)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000¢-014 Cout=4.461768e-014

fall time=1.601643e-010 offset = 3.438631¢-011 td=4.892432¢-010 from node 5
rise time=35.316798¢-010 offset =6.413254e-011 td=4.920720e-010 from node 5

node nb=6 level=4

imverter

inputs :

output . cout

fanin (node nb,level):

(5.3)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000¢-014 Cout=5.079726e-013

fall ime=1.601643e-010 offset = 3.438631e-011 1d=8.863277¢-010 from node S
rise time=5.316798¢-010 offset = 6.413254¢-011 1d=5.843329¢-010 from node 5

node nb=4 level=5

inverter

nputs :

output : sum

fanin (node nb,level):

(3.4)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000¢-014 Cout=5.079726e-013

rise lime=6.191546¢-010 offset = 1.796659%¢-010 1d=9.498974¢-010 from node 3
fall time=1.527369%¢-010 offset = 4.157035¢-010 td=1.262097¢-009 from node 3

Circuit 2b

worst output node 4
worst path

(L)

2.2)

5.3)

(34)

4.5)

nodenb=1 level=l

inputs :ab

output : f

fanin (node nb Jevel):

0,0

fanout (node nb,level):

.2

wn =4.800000¢-006 wp =9.600000¢-006
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Cin =3.105000e-014 Cout=4.664832¢-014
rise time=2.000000¢-011 offset = 0.000000e+000 td=3.313507¢-011 from node O
fall ime=0.000000e+000 offset = 0.000000e+000 td=1.114545¢-010 from node 0

node nb=2 level=2

inverter

inputs :

output : {

fanin (node nb,level):

(L1

fanout (node nb,level):

(314)

(5.3)

wn =9.600000e-006 wp =4.800000e-006

Cin =3.105000e-014 Cout=7.217112e-014

fall ime=1.497395¢-011 offset = 0.000000e+000 td=1.156313e-010 from node 1
rise time=2.126380e-010 offset = 5.135491e-012 td=1.542602e-010 from node |

node nb=35 level=3

inputs f'cinab

output : cout

fenin (node nb Jevel):

(2,2)

0,0

fanout (node nb,level):

(3,9)

(6.4)

wn =4.800000e¢-006 wp =9.600000e-006

Cin =3.105000e-014 Cout=1.096795¢-013

rise Lime=6.320401e-011 offset =0.000000e+000 td=1.580365¢-010 from node 2
fall time=1.028216¢-010 offset = 5.135491¢-012 1d=2.890564¢-010 from node 2

node nb=3 level=4

inputs :f cin a cout b

output : sum

fanin (node nb,level):

(5.3)

2.2)

0,0)

fanout (node nb,level):

“4.5)

wn =9.600000e-006 wp =4.800000e-006

Cin =3.105000e-014 Cout=6.126336¢-014

fall time=2.186177e-010 offsct = 4.872765¢-011 1d=5.930371e-010 from node §
nise ime=4.062904¢-010 offset =8.591123e-011 td=4.163772e-010 from node 5
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node nb=6 level=4

inverter

inputs :

output : cout

fanin (node nb,level):

5.3)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=5.079726e-013

fall ime=2.186177¢-010 offset = 4.872765¢-011 td=9.443278e-010 from node 5
rise ime=4.062904¢-010 offset = 8.591123e-011 td=5.427900e-010 from node 5

node nb=4 level=$

inverter

inputs :

output : sum

fanin (node nb,level):

3.4)

fanout (node nb,level):

wn =4.800000e-006 wp =9.600000e-006

Cin =3.105000¢-014 Cout=5.134398¢-013

nise time=6.325121¢-010 offset = 2.767811e-010 1d=8.972442¢-010 from node 3
fall ime=1.198783e-010 offset = 3.564381¢-010 1d=8.265380e-010 from node 3

Circuit 2¢

worst output node 4
waorst path

(Ln

(2.2)

(3.3

(3.4)

(4'5)

node nb=1 level=1

inputs :ab

output : f

fanin (node nb,level):

0,0)

fanout (node nb,level):

22)

wn =9,600000e-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=6.119544¢-014

nise time=2.000000e-011 offset = 0.000000e+000 td=2.442775¢-011 from node 0
fall time=0.000000e+000 offset = 0.000000e+000 td=1.308529¢-010 from node O

node nb=2 level=2
inverter

mputs :

output : f
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fanin (node nb,level):

(LD

fanout (node nb,level):

34

(5'3)

wn =9.600000e-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=9.833833¢-014

fall ime=1.022481e-011 offset = 0.000000e+000 td=8.109656e-011 from node 1
rise time=2.573315e-010 offset = 2.187118¢-012 td=1.863634e-010 from node |

node nb=5 level=3

inputs :fcina b

output : cout

fanin (node nb,level):

22)

0,0)

fanout (node nb,level):

(3.4)

(6,4)

wn =9.600000e-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=1.345766¢-013

rise time=4.462554e-011 offset = 0.000000e+000 td=1.079448¢-010 from node 2
fall ume=9.000166e-011 offsct = 2.187118e-012 td=3.107043¢-010 from node 2

node nb=3 level=4

inputs :f cin acout b

output : sum

fanin (node nb,level):

(5,3)

22)

0,0

fanout (node nb level):

4,5)

wn =9.600000e-006 wp =9.600000¢-006

Cin =4.140000¢-014 Cout=8.801497e-014

fall time=1.458141e-010 offset = 3.503769¢-011 1d=4.856334¢-010 from node S
rise time=4.827825¢-010 offset = 6.931307e-011 td=4.675109¢-010 from node 5

node nb=6 level=4

inverter

inputs :

output : cout

fanin (node nb,level):

(5.3)

fanout (node nb,level):

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000¢-014 Cout=5.079726e-013

fall time=1.458141¢-010 offset = 3.50376%¢-011 1d=8.762610e-010 from node §
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rise time=4.827825¢-010 offset =6.931307¢-011 td=5.648203e-010 from node 5

node nb=4 level=5

mnverter

inputs

output : sum

fanin (node nb level):

G4

fanout (node nb,level):

wn =9.600000e-006 wp =9.600000e-006

Cin =4.140000e-014 Cout=5.155383¢-013

nise time=6.307478¢-010 offset = 1.702595¢-010 1d=7.686040e-010 from node 3
fall time=].568220e-010 offset = 3.890999¢-010 td=8.913231¢-010 from node 3

Circuit 2a

worst output node 4
worst path

(S‘ l )

(3.3)

4.4)

nodenb=1 level=1

inputs ;cina b

output : d

fanin (node nb,level):

0,0)

fanout (node nb,level):

(2,2)

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=3.298968e-014

rise time=2.000000¢-011 offset = 0.000000e+000 td=2423030e-01} from node O
fall time=0.000000e+000 offset = 0.000000e+000 1d=2.242541¢-010 from node 0

node nb=5 level=I1

inputs cinab

output : cout

fanin (node nb,level):

0.0)

fanout (node nb,level):

3.3)

6.2)

wn =4.800000e-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=5.950368e-014

rise time=0.000000c+000 offset = 0.000000e+000 td=6.835455¢-01! from node 0
fall time=0.000000e+000 offset = 0.000000e+000 td=3.780342¢-010 from node 0

node nb=2 level=2
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inverter

inputs :

output : d

fanin (node nb,level):

(L1

fanout (node nb,level):

3.3)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=2.867256e-014

fall time=1.058958¢-011 offset = 0.000000e+000 td=4.924493¢-011 from node 1
rise time=3.871683¢-010 offset = 3.066994e-011 td=2.370839¢-010 from node |

node nb=6 level=2

mverter

nputs :

output ; cout

fanin (node nb,level):

.1)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=1.079726e-013

fall ime=1.259038¢-010 offset = 5.402629¢-012 1d=2.550978¢-010 from node $
rise lime=6.172425¢-010 offset = 6.941291e-011 1d=4.924451e-010 from node §

node nb=3 level=3

inputs :d cin a cout b

output ; sum

fanin (node nb,level):

5.1

2,2)

0,0

fanout (node nb,level):

4.4

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=3.664512¢-014

fall time=1.259038¢-010 offset = 5.402629¢-012 1d=2.609252¢-010 from node §
rise time=6.172425¢-010 offset = 6.941291e-011 td=5.429824e-010 from node 5

node nb=4 level=4

inverter

mputs :

output : sum

fanin (node nb,level):

3.3)

fanout (node nb,level):

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000e-014 Cout=1.079726e-013

rise time=2.862156¢-010 offset = 1.178174¢-010 td=3.768810e-010 from node 3
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fall ime=1.315848¢-010 offset = 4.771900¢-010 td=7.311283e-010 from node 3

Circuit 2b

worst output node 4
worst path

(CA))

3.3)

“4.4)

node nb=1 level=1

iputs cina b

output : d

fanin (node nb,level):

0,0

fenout (node nb,level):

2.2)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=3.298968¢-014

rise ime=2.000000e-011 offset = 0.000000e+000 td=2.423030e-011 from node O
fall time=0.000000e+000 offset = 0.000000e+000 td=2.242541¢-010 from node O

node nb=5 level=|

inputs :cina b

output : cout

fanin (node nb,level):

(0,0)

fanout (node nb,level):

(3.3)

(6,2)

wn =4.800000¢-006 wp =9.600000e-006

Cin =3.105000e-014 Cout=8.078809¢-014

rise ime=0.000000e+000 offset = 0.000000e+000 td=8.890244e-011 from node O
fall ime=0.000000e+000 offset = 0.000000e+000 td=3.255378¢-010 from node O

node nb=2 level=2

inverter

inputs :

output : d

fanin (node nb level):

(9]

fanout (node nb,level):

3.3)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000¢-014 Cout=3.902256¢-014

fall time=1.058958¢-011 offset = 0.000000e+000 1d=6.416593¢-011 from node 1
rise time=3.871683e-010 offset = 3.06699%4e-011 td=2.546676¢-010 from node |
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node nb=6 level=2

inverter

inputs :

output : cout

fanin (node nb,level):

G.1)

fanout (node nb,level):

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=1.079726e-013

fall ume=1.652327e-010 offset = 6.286076e-012 td=2.853559¢-010 from node S
nise time=5.895247¢-010 offset = 3.077546e-011 td=4.410630e-010 from node 5

node nb=3 level=3

inputs :d cin a cout b

output : sum

fanin (node nb,level):

G

2.2)

0,0

fanout (node nb,level):

4.4)

wn =9.600000e-006 wp =4.800000¢-006

Cin =3.105000e-014 Cout=5.119224e-014

fall time=1.652327e-010 offset = 6.286076e-012 1d=3.264846¢-010 from node §
rise time=5.895247¢-010 offset = 3.077546e-011 td=4.740988¢-010 from node 5

node nb=4 level=4

mverter

inputs :

output : sum

fanin (node nb,level):

(3.3)

fanout (node nb,level):

wn =4.800000e-006 wp =9.600000e-006

Cin =3.105000e-014 Cout=1.134398¢-013

rise time=3.724667¢-010 offset = 1.402513¢-010 1d=4.487601e-010 from node 3
fall ime=1.059702¢-010 offset =4.211137¢-010 td=5.823613e-010 from node 3

worst output node 4
worst path

(5.1)

3.3)

“4.4)

node nb=1 level=l
inputs cina b

output : d

fanin (node nb,level):
0,0)
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fanout (node nb,level):

(2.2)

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=3.298968¢-014

nise time=2.000000e-011 offset = 0.000000e+000 td=2.423030e-011 from node O
fall time=0.000000e+000 offset = 0.000000e+000 1d=2.242541¢-010 from node O

node nb=5 level=1

mputs :cinab

output : cout

fanin (node nb,level):

0,0)

fanout (node nb,level):

(3-3 )

(6.2)

wn =4.800000e-006 wp =1.440000¢-005

Cin =4.140000e-014 Cout=1.020725¢-013

rise time=0.000000e+000 offset = 0.000000e+000 1d=1.094503e-010 from node O
fall time=0.000000e+000 offset = 0.000000e+000 1d=2.967251¢-010 from node O

node nb=2 level=2

inverter

inputs :

output : d

fanin (node nb,level):

b

fanout (node nb,level):

33

wn =4.800000e-006 wp =4.800000e-006

Cin =2.070000e-014 Cout=4.937256¢-014

fall ime=1.058958¢-011 offset = 0.000000¢+000 td=7.908694¢-011 from node 1
rise time=3.871683¢e-010 offset = 3.06699%4e-011 td=2.706233¢-010 from node 1

node nb=6 level=2

inverter

mputs :

output : cout

fanin (node nb,level):

(€R))

fanout (node nb,level):

wn =4.800000¢-006 wp =4.800000¢-006

Cin =2.070000¢-014 Cout=1.079726e-013

fall time=2.045616e-010 offset = 7.169524¢-012 td=3.156140¢-010 from node 5
rise time=5.218612¢-010 offset = 3.579448¢-011 1d=4.144163e-010 from node 5

node nb=3 level=3
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inputs :d cin a cout b

output : sum

fanin (node nb,level):

5.1

2,2)

0,0

fanout (node nb,level):

4.4)

wn =1.440000e-005 wp =4.800000¢-006

Cin =4.140000e-014 Cout=6.573936e-014

fall time=2.045616e-010 offset = 7.169524e-012 1d=3.916248¢-010 from node S
rise time=5.218612e-010 offset = 3.579448e¢-011 1d=4.306875e-010 from node 5

node nb=4 level=4

inverter

inputs :

output : sum

fanin (node nb,level):

(3.3)

fanout (node nb,level):

wn =4.800000e-006 wp =1.440000¢-005

Cin =4.140000e-014 Cout=1.189070e-013

rise time=4.587179-010 offset = 1.622659%¢-010 1d=5.265506e-010 from node 3
fall time=9.695836e-011 offset = 3.822083e-010 td=5.109568¢-010 from node 3
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