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ABSTRACT

Integrated Forward and Reverse Logistics Network Design

Sally S. Kassem, Ph.D.
Concordia University, 2011

Many manufacturers are moving towards green manufacturing. One of the actions 

for environment friendly manufacturing is collection of end-of-life products (EOL). EOL 

products are transported to the proper facilities for reprocessing or proper disposal. 

Movement of collected products is performed through reverse logistics networks. Reverse 

logistics networks may be designed independent of forward logistics networks, or as 

integrated networks, known as integrated forward and reverse logistics (IFRL) networks. 

Recent research shows that IFRL networks are more efficient than independent networks. 

In this work, we study a number of IFRL networks. We present a comprehensive 

mathematical model to represent an assignment and location-routing IFRL network. 

Afterwards, this model is decomposed into a number of sub-models that represent different 

IFRL networks. For each network we develop a solution methodology to solve practical 

size problems.

Two sub-models based on the comprehensive model are presented to design two IFRL 

location-routing networks. The first network considers decision on the location to establish 

a disassembly plant. The second network considers decisions on the location to establish a 

manufacturing facility. For both networks, routing decisions are assigning customers to 

vehicles, and establishing vehicles’ routes.  We develop two heuristic methods to solve the 
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models. The heuristics are able to reach optimal or near optimal solutions in reasonable 

computational times.

The vehicle routing problem with simultaneous pickup and delivery and time windows 

(VRPSPD-TW) is studied in this work. We use a sub-model of the comprehensive model to 

represent the problem. Classic heuristics and intelligent optimization or metaheuristics are 

widely used to solve similar problems. Therefore, we develop a heuristic method to solve 

the VRPSPD-TW. Results of the heuristic serve as initial solutions for a simulated 

annealing (SA) approach. For most tested problems, the SA approach is able to improve the 

heuristic solutions, and reach optimal solutions. Computational times are reasonable for the 

heuristic and SA.

We also study the multi-depot vehicle routing problem with simultaneous pickup and 

delivery and time windows (MDVRPSPS-TW). A sub-model of the comprehensive model 

represents the problem. The network considers assignment of customers and vehicles to 

depots, assignment of customers to vehicles and routing of vehicles within customers’ time 

windows. We develop a 2-phase heuristic and a SA approach to solve the problem. 

Heuristic solutions serve as initial solutions for the SA approach. SA is able to reach 

optimum or near optimum solutions. Computational times are reasonable for the heuristic 

and SA.
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CHAPTER 1

INTRODUCTION

1.1  Introduction

In recent years, environmentally friendly manufacturing has gained much attention 

amongst researchers and practitioners. Manufacturers are required to take a number of 

actions towards green manufacturing. One of these actions is product recovery. The term 

product recovery refers to all the required procedures in the reuse of the product after 

being used by the consumer. Examples of product recovery activities include collection 

of used products, inspection and reuse of the collected products and/or product parts, 

proper disposal of unusable parts, and redistribution of the remanufactured products. 

Product recovery has resulted in many manufacturers changing their traditional roles as 

suppliers of manufactured products to consumers. Many of them have played another 

important role in taking back from customers their products at their end of life (EOL).

The EOL products may be refurbished, remanufactured, recycled or trashed depending on 

many conditions such as their quality, materials, values, etc. This new dimension of 

manufacturing activities caused manufacturers to re-design their logistics systems in a 

two way manner. They typically include both forward logistics and reverse logistics

networks, either independent or integrated. To ensure an efficient product distribution 

and recovery system, considerable research is required for the design of integrated 

forward and reverse logistics (IFRL) networks.
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1.2  Drivers for Product Recovery

The importance of the typical forward logistics activities is widely recognized. On the 

other hand, product recovery activities, including reverse logistics networks, have been 

comparatively recent. Therefore, we would like to shed some light on the drivers for 

product recovery.

Product recovery is motivated by the following three main drivers:

1- Legislation: As the consumption of the natural resources and the disposal of solid 

waste are increasing, many governments impose legislations on manufacturers to 

collect their products for recovery. Examples of these legislations are available in 

Ginter and Starling (1978) and Fleischmann et. al. (1997).

2- Economic Issues: Many manufacturers recognize the economical advantages of 

product recovery. Gungor and Gupta (1999) mention that automobile recycling in 

the USA, and precious material recovery from electronic products, are examples 

of the industries that benefit economically from product recovery.

3- Customer Expectation: According to the work of Vandermerwe and Oliff (1990), 

firms strongly acknowledge the importance of establishing a green image to 

attract and keep customers. Product recovery and proper waste disposal have been 

among the major issues that reflect a green image of the manufacturer.

1.3 Issues to Consider for Product Recovery

Due to the recognized importance of product recovery, a large number of manufacturers 

are willing to consider product recovery issues within their manufacturing plans. 

Fleischmann et. al. (1997) and Gungor and Gupta (1999) address the common issues that 

manufacturers need to consider for product recovery. These issues are:
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1- Reverse distribution planning: Reverse distribution planning is mainly concerned 

with the movement of used products at their EOL. Movement of EOL products 

involves collection of used products from customers, returning them to the 

manufacturer, and then moving the product from the manufacturer to either 

redistribution or disposal. Reverse distribution planning is best represented by 

reverse logistics networks or IFRL networks.

2- Disassembly: After the EOL products have been collected from customers and 

transferred to the manufacturer, these products become candidates for either reuse 

and/or proper disposal. The collected products are disassembled, and undergo 

proper examination and cleaning. Disassembled parts may be reused or used as 

spare parts. Parts that are not reusable are properly disposed of. Disassembly has 

been the subject of a lot of research recently, for example, the work of Gupta and 

Taleb (1994) and the work of Jovane et. al. (1993) address many details of the 

issue.

3- Production planning: According to Fleischmann et. al. (1997) production 

planning of returned products could be classified into the following categories:

a. Direct reuse: where the returned product can be reused directly ‘as is’ after

necessary cleaning and/or minor repair. 

b. Material recycling: which involves several steps for material recovery. 

Examples of this category are transportation packages, pallets, boxes or 

bottles. 
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c. Refurbishing, remanufacturing, and/or cannibalization: where extensive 

required testing, disassembly, and repair are required to bring the returned 

product to ‘as new’ condition.

4- Inventory Control: One of the challenges that face manufacturers when 

considering product recovery is inventory control. The complexity of inventory 

control within the product recovery environment arises from the uncertainties 

involved. The manufacturer encounters uncertainties in the quantity, quality, and 

timing of incoming products and parts. The work of DeCroix and Zipkin (2005) 

and Kiesmuk and Van Der Laan (2001) are examples of research on inventory 

management within the product recovery environment.

From our review of the published work on product recovery, we noticed that reverse 

distribution planning is the least researched issue among the four issues of product 

recovery. We also noticed that the importance of reverse distribution planning has been 

recognized recently. In addition, many researchers emphasized on the advantages of 

IFRL networks, and the body of research related to designing the IFRL networks is 

growing.

1.4 Integrated Forward and Reverse Logistics Networks

1.4.1 Definitions

Most manufacturing companies need to construct and operate a forward supply chain in 

providing new products to customers. When these companies consider reverse 

distribution planning, they may also need to construct and operate a reverse supply chain 

to collect, reprocess, and redistribute EOL products. Reverse supply chains represent 
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reverse distribution planning. Published research work refers to reverse supply chains 

either by “reverse logistics networks” or “product recovery networks”. Reverse logistics 

networks may be designed as separate networks, or may be integrated with a forward 

logistics network, known as integrated forward and reverse logistics networks (IFRL 

networks). Akcali et. al. (2009) define product recovery networks when designed

independently as “networks consist of the reverse channel only, i.e., the reverse activities 

and reverse flows. The set of reverse activities includes collection, inspection, sorting, 

disassembly, reprocessing/recycling, and disposal operations, and the set of reverse 

flows pertains to the flows among these reverse activities” (Akcali et. al. (2009), p. 232). 

IFRL networks, also known as closed loop supply chain networks, are defined by Akcali

et. al. (2009) as networks that “include the forward channel, i.e., forward activities and 

forward flows, along with the reverse channel. The set of forward activities includes 

manufacturing and distribution operations, and the set of flows includes the forward 

flows among the forward activities as well as the flows among the forward and reverse 

activities” (Akcali et. al. (2009), p. 232). The advantages of IFRL networks over separate 

forward and reverse logistics networks have been recognized by many researchers. This 

resulted in a growing body of research for the design of IFRL networks. In this research 

we consider the design of IFRL networks. 

1.4.2 Difference between Forward and Reverse Logistics Networks

Reverse logistics networks differ from forward logistics networks in many 

characteristics. According to Fleishmann (2001) the major differences between forward 

and reverse logistics networks are:

1- In forward logistics networks supply is typically an endogenous variable, while in 
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reverse logistics networks supply is exogenous.

2- Forward logistics networks usually do not include inspection point(s) as that of 

the reverse logistics networks, therefore reverse logistics networks are usually 

more complex than forward networks.

3- The interaction between the collection and distribution/redistribution of used 

products is another characteristic of reverse networks.

4- The number of sources of used products tends to be much larger in reverse 

logistics networks than those for forward networks (see Figure 1.1).

5- Demand uncertainty is a characteristic to reverse logistics networks.

Figure 1.1 shows the difference between the structures of forward and reverse logistics 

networks.

Figure 1.1: (a) Forward Logistics Networks, (b) Reverse Logistics Networks
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1.4.3 Design of IFRL networks

Most of the work that has been done to design IFRL networks uses mixed integer linear 

programming models (MILP) or mixed integer non-linear programming models. In either 

case, most IFRL networks are designed to solve plant location problems or vehicle 

routing problems.

As mentioned in Section 1.2, product recovery involves new issues to consider, for 

example, disassembly and inventory control. These new issues require many 

manufacturers to consider building new facilities to accommodate the new manufacturing 

requirements. The same applies to the IFRL networks. Hence, plant location problems for 

reverse logistics are widely researched, and consequently for the integrated networks. On 

the other hand, the first step in reverse distribution planning is collection of EOL 

products. Collection is the opposite of distribution. In distribution, manufactured products 

start from a single source, that is, the manufacturing facility or warehouse. These 

products are then brought to multiple destinations, which are the end users. The 

distribution process is done through forward logistics networks. The collection process 

starts at multiple sources, namely, the end users, and end at a single source, which is the 

remanufacturing facility. The collection process is carried out through reverse logistics 

networks (see Fleischmann et. al. (1997)). Collection of EOL products has gained a lot of 

attention recently. Collection, and combined collection and distribution, are represented 

within reverse logistics networks using extensions of the vehicle routing problem models. 

Many researchers recognize the various uncertainties within reverse logistics. Examples 

of these uncertainties include the quantity and quality of collected EOL products. On the

other hand, many researchers nowadays believe that such uncertainties are due to the
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issue being recently recognized. For example Fleischmann (2001) recognizes that the

issue of uncertainty within reverse logistics is expected to be resolved after the

manufacturers start implementing it. He expects that forecasting the systems parameters

will be easy after sometime of application based on historical data. This is expected to

help reverse logistics planners to solve easier deterministic problems rather than

stochastic ones. Since many researchers consider deterministic problems for the forward 

logistics networks, it is possible to consider deterministic integrated forward and reverse 

logistics problems.

1.5 Research Objectives

Based on our review on design of IFRL networks, we noticed that the body of research 

considering plant location models is extensive. More recently, research on the combined 

distribution and collection issues has been growing. Combined distribution and collection 

of EOL products has been researched by extending the typical vehicle routing problem 

(VRP) model. Such extensions include VRP with mixed loads, and the vehicle routing 

problem with simultaneous pickup and delivery (VRPSPD). It has been noticed that 

solving the combined distribution and collection problem through VRPSPD models is 

very efficient. One of the very important and realistic extensions to the typical VRP is the 

vehicle routing problem with time windows (VRPTW). Research that combines VRPSPD 

and VRPTW has been very limited and recent. 

Combining location and routing problems in the design of logistics networks has been 

recognized for its importance. Nevertheless, combined location and routing has not been 

considered yet within the reverse logistics context, neither within the IFRL context.
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The Multi-depot vehicle routing problem (MDVRP) with time windows is another 

important class of problems within logistics systems. This class of problems has gained 

little attention within the IFRL framework. 

The VRP and its extensions, the combined location-routing problems, and the MDVRP 

and its extensions have been well established to be NP-hard. Therefore, solving real size 

problems requires heuristic algorithms to reach efficient solutions during reasonable 

computational times. 

The objectives of this research are to design IFRL networks that consider location and 

routing issues, and the MDVRP. In addition, routing issues are considered with the 

realistic extension of time windows constraints. In order to solve real life problems, 

heuristics and metaheuristics are developed.

Therefore, the objectives of this research may be summarized as follows:

1- Design IFRL networks that combine plant location and vehicle routing problems.

2- Design IFRL networks that consider solving the combined problem of VRPSPD 

and VRPTW.

3- Consider the MDVRP in addition to the extension of time windows constraints

within the IFRL frame.

4- Develop efficient solution techniques to solve real size problems represented by 

the above mentioned networks.

1.6 Research Approach

To achieve the research objectives mentioned above, the research approach consists of 

the following steps:
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1- Explore the different approaches to design IFRL networks through reviewing 

published work about the issue.

2- Develop a generic mathematical programming model to represent:

a. Combined location routing issues within IFRL context.

b. Combined VRPSPD and VRPTW.

c. MDVRP with time windows within IFRL context.

3- Generate test instances to solve the mathematical models mentioned in step 2.

4- Test the generated instances using a commercial optimization solver, when 

possible.

5- Develop a solution technique to solve the mathematical models in step 2.

6- Develop a computer code of the solution technique.

7- Validate the efficiency of the developed solution technique.

8- Draw conclusions and suggest directions for future work.

1.7 Research Contribution and Publications/Submitted Papers

In this thesis we develop a comprehensive mathematical model that represents a 

combined location-routing IFRL network. The model also represents the multi-depot 

vehicle routing problem within the IFRL context. In addition, the time windows variant 

of the vehicle routing problem is considered within the model. To practically represent 

and solve IFRL network problems, sub-models of the comprehensive model are used 

throughout the thesis.

We introduce for the first time IFRL networks that combine plant location and vehicle 

routing problems. We propose two mathematical models to represent two location-

routing IFRL networks. For each network we develop a heuristic method to solve 
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practical size problems that have various real life applications. The developed heuristics 

are tested on a number of instances and are able to reach optimum and near optimum 

solutions in reasonable times. The two IFRL networks and the associated heuristics are 

compiled in the following two publications:  

1. Kassem S. S. and Chen M., “Reverse Logistics Network Design”, 2008, 

Proceedings of the 9th Cairo University International Conference on Mechanical 

Design and Production (MDP-9), Cairo, Egypt, January 8-10 2008.

2. Kassem S. S. and Chen M., “Reverse Logistics Network Design with Location 

and Vehicle Routing”, to be submitted to the International Journal of Industrial 

and Systems Engineering.

We consider the vehicle routing problem with simultaneous pickup and delivery and time 

windows. Literature on the problem is very recent and limited. We present the problem 

with a set of assumptions and constraints that differ from those available in the literature. 

We propose a mathematical model to represent the problem and a heuristic method to

solve it. The heuristic method reaches optimum or near optimum solutions within 

reasonable computational times. The mathematical model and the developed heuristic 

results are summarized in the following publication:

3. Kassem S. S. and Chen M., “Heuristics for Solving Reverse Logistics Vehicle 

Routing Problems with Time Windows”, under review at the International Journal 

of Industrial and Systems Engineering.

We use simulated annealing, for the first time, to solve the vehicle routing problem with 

simultaneous pickup and delivery and time windows. The simulated annealing procedure 

uses the results of the developed heuristic mentioned above as initial solutions. Results of 
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the simulated annealing are similar to, or close to optimum and computational times are 

reasonable. Simulated annealing results are compiled in the following publication:

4. Kassem S. S. and Chen M., “Reverse Logistics Vehicle Routing Problems with 

Time Windows”, under review at the International Journal of Advanced 

Manufacturing Technology.

We present for the first time the multi-depot vehicle routing problem with simultaneous 

pickup and delivery and time windows. A mathematical model is developed to represent 

the problem. We develop a 2-phase heuristic method and a simulated annealing approach 

to solve the problem. The proposed solution method is able to reach optimum or near 

optimum solutions in reasonable computation times. The presented problem and the 

mathematical model, together with the solution method and results are compiled in the 

following publication:  

5. Kassem S. S. and Chen M., “Multi-Depot Vehicle Routing Problem with 

simultaneous pickup and Delivery and Time Windows”, to be submitted to the 1st

International Conference on Logistics, Informatics, and Service Science, LISS 

2011, Beijing Jiaotong University, China, June 8-11, 2011 .

1.8 Thesis Outline

The remainder of this thesis is organized as follows: Chapter 2 provides a review of the 

literature related to combined location routing problems, integrated forward and reverse 

logistics networks, and variants of multi-depot vehicle routing problems. In Chapter 3,

we provide a comprehensive mathematical model that represents location, routing, and 

assignment issues within the integrated forward and reverse logistics frame. The 

mathematical model presented in Chapter 3 is used thereafter within the thesis to design 
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different IFRL networks. Chapter 4 provides mathematical models and solution 

methodologies for two combined location routing problems. In Chapter 5, the vehicle 

routing problem with simultaneous pickup and delivery and time windows is studied. A 

mathematical model of the problem is presented. The problem is solved using a classical 

heuristic method and a simulated annealing approach. In Chapter 6, we present a multi-

depot vehicle routing problem with simultaneous pickup and delivery and time windows. 

The problem is represented by a mathematical model. A 2-pahse heuristic method and a 

simulated annealing approach are used to solve the problem. Summary, Conclusion, and 

future research are given in Chapter 7.
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CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

Research on integrated forward and reverse logistics networks (IFRL) has grown 

recently. There are many published articles that solve location problems within reverse 

logistics networks. On the other hand, research on solving the vehicle routing problem 

and its extensions for IFRL is rather limited. This chapter presents a review on the 

research related to plant location and vehicle routing problems within the context of 

IFRL. Recent and early publications that provide mathematical models and efficient 

solution methodologies are considered. These publications provide a general guideline 

for designing the IFRL networks considered in our work. We also present research on 

combined location routing problems and variants of multi-depot vehicle routing 

problems, since they are studied in this research.

2.2 Combined Location Routing Problems

The combined location routing problem (LRP) is not a well defined problem, as 

mentioned in Nagi and Salhi (2007). Therefore, we start by giving a brief explanation of 

the problem. The combined location routing problem can be defined as follows: Given a 

set of potential facility locations, and a set of customer locations where each customer 

has a determined amount of demand, it is required to make decisions on: the location(s) 
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to open one or more facilities, the number of vehicles needed at each facility and the 

route of each vehicle to customer locations such that the demand of all customers is 

satisfied. The objective function of the problem is usually minimizing a combination of 

location costs and routing costs. The combined location routing problem dates back to the 

early 60’s. The work of Von Boventer (1961) is one of the first articles to acknowledge 

the relationship between location and transportation problems. In the work of Maranzana 

(1964), it has been recognized that “the location of factories, warehouses and supply 

points in general to serve customers distributed over a network of cities, is often 

influenced by transport costs.”, (Maranzana (1964), p.261). The work of Salhi and Rand 

(1989) shows that ignoring tours when locating facilities in a location-allocation problem,

may lead to increased distribution cost. In addition, Simultaneous location and routing 

decisions have been addressed as one of the important issues in logistics system modeling 

and analysis, as pointed out in Min et. al. (1998). 

Location decisions are strategic, while routing decisions are tactical. To investigate the 

validation of combining the strategic location problem with the tactical routing problem, 

Salhi and Nagi (1999b) studies this issue. . In their work, it is found that the location-

routing methods they propose are not affected by small changes in customer demands. 

Their work also shows that the approaches considering the combined location-routing 

models can produce better solutions than the approaches considering them separately. 

Based on these findings, a considerable amount of research has been conducted on the 

combined location routing problem, despite the difference in planning horizon. 

The LRP defined earlier is solved under different sets of constraints and assumptions. For 

example, the work of Srivastava (1993) solves LRP with location cost of opening a 
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facility, and routing costs of vehicles’ routes to serve customers. The problem considers 

vehicles’ capacity constraints. Three heuristics are proposed to solve the problem. The 

three heuristics are proved efficient and their performance is comparable with each other. 

The same problem is solved in the work of Tuzun and Burke (1999) using a two-phase 

Tabu search algorithm. The authors test the Tabu search solution approach on a number 

of problems. They compare their results with the results of the solution heuristics 

developed in Srivastava (1993). The tabu search algorithm is shown to obtain 

significantly better results. The same problem is considered in Barreto et. al. (2007), with 

the added constraints of depots’ capacity. The authors present clustering techniques to 

solve the problem.

The components of the cost minimization objective function vary among different 

problems. In the work of Chien (1993) LRP is presented, where location facilities are 

uncapacitated, and vehicles are capacitated. The incurred costs are fixed costs associated 

with opening a facility, and a per unit throughput for each open facility. The routing costs 

are a per vehicle dispatched cost, and per unit distance travel costs. The author solves the 

problem using a number of heuristics, and recommends three of them for their efficiency. 

A slightly different cost function is given in Melechovshy et. al. (2005). A non linear cost 

component per open depot is introduced. This non linear cost increases with the depot 

demand. The problem has capacity constraints for the depots and the vehicles. A tabu 

search algorithm is developed to solve the problem.  The work of Lin et. al. (2002) solves 

the location routing loading problem for a bill delivery services company in Hong Kong. 

The problem solved in this work requires decisions on the locations to open new facilities 

among candidate locations, the number of vehicles to employ and the vehicles’ routes. 
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Loading times are considered, and the maximum working hours must not be exceeded. 

The problem is solved using a metaheuristic approach based on threshold accepting and 

simulated annealing. Nagi and Salhi (2007) provide an extensive survey on recent 

research conducted in this area. Their work points out the NP-hard nature of the LRPs. 

Therefore, to solve practical size problems that have real life applications, heuristics 

techniques are developed.

Based on the literature review that we have performed, it is noticed that the LRP has been 

solved for the forward logistics network only. It is also shown that the problem has many 

practical applications, and has been the subject of a considerable amount of research.  To 

the best of our knowledge, solving LRPs within reverse logistics or IFRL has not been 

studied previously.

2.3 Integrated Forward and Reverse Logistics Networks

Throughout this thesis we study different variants of location and routing issues for the 

IFRL networks. In addition, we also consider MDVRP with time windows within IFRL

frame. Therefore, in the following subsections we will focus on the work done in location 

and vehicle routing within the IFRL context. We also consider the time windows 

extension of the problem.

2.3.1 Plant Location

Plant location models were among the first models developed to deign IFRL networks 

and reverse logistics networks. Most of the mathematical formulations developed to 

express the location problem were mixed integer programming formulations. For 

example, Marin and Pelegrin (1998) proposed a mixed integer linear programming 



18

(MILP) location model for returned products. The authors considered deterministic 

demands to decide optimal forward and backward flows simultaneously. The model was 

solved by a heuristic algorithm and also by exact solution methods. Krikke et. al. (1999) 

presented an un-capacitated plant location model for multi-echelon reverse logistic 

network design for durable products. The model was solved using LINDO. Jayaraman et. 

al. (1999) also developed a 0-1 MILP model for closed loop logistics network. The model 

solution provided optimal decisions for remanufacturing/distribution facility locations, 

production, material and product transportation, and inventory level for remanufactured 

products. The model was solved by an exact method. Spengler et. al. (1997) developed a 

model for multi-level warehouse locations. The model used a piecewise linear cost 

function and decided the locations of recycling facilities with two practical applications. 

They solved the problem by GAMS/OSL software. Fleischmann (2001) introduced a 

MILP recovery network design model. It was a generic model and simultaneously 

decides the forward and backward flows in the network. It was based on the classical 

multilevel warehouse location problem and might have closed loop or open loop flows.

This generic model was extended in Salema et. al. (2006). The modified model 

considered additional issues such as capacity limits, multiproduct management, and 

demand/returns uncertainties. Another capacitated location problem was presented by Lu 

and Bostel (2007). The authors developed a 0-1 MILP model. Among a number of 

potential locations, the model considered decisions on the locations to establish

production facility(ies), remanufacturing center(s), and intermediate center(s). The 

amount of material flow within the network participants is treated as a decision variable 

of the model. The authors developed an algorithm that is based on Lagrangian relaxation 
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to solve the problem. Demirel and Gökçen (2008) studied the problem of IFRL network 

through location and remanufacturing decisions. They represent the problem through a 0-

1 mixed integer programming model. The model provides values of production quantities 

of manufactured and remanufactured products. In addition the model solves the location 

problem of disassembly, collection, and distribution centers. Material flow within 

network members is also considered among the decision variables. The proposed model 

is solved to optimality using commercial software. Easwaran and Uster (2010) solved the 

capacitated multi-product plant location problem for IFRL networks using exact solution 

approaches based on Bender’s cuts. To the best of our knowledge, using metaheuristic 

approaches to solve different plant location problems for IFRL is recent. Wang and Hsu 

(2010) used genetic algorithms that are based on spanning tree methods to solve the 

capacitated location problem. Pishvaee et. al. (2010) developed an algorithm that is based 

on a combination of local search and genetic algorithms to solve a capacitated multi-stage 

IFRL location problem. Ding (2010) provided a location model that considers locating 

new facilities and expanding existing ones. The author developed a differential evolution 

algorithm to solve the problem.

2.3.2 Vehicle Routing

The vehicle routing problem (VRP) considering collection issues is a variant of IFRL 

networks. Collecting products from customers may be done in different ways. For 

example, pickups can be performed after all deliveries have been performed, which is 

known as the vehicle routing problem with backhauls (VRPB). The other version is VRP 

with mixed loads (VRPM), where, pickups and deliveries are allowed in any sequence, 

under the condition that customers are divided into pure delivery customers and pure 
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pickup customers. The vehicle routing problem with simultaneous pickup and delivery 

(VRPSPD) is another approach for vehicle routing and reverse logistics. In VRPSPD

vehicles perform both delivery and pickup from each customer simultaneously at each 

stop. VRPM may be considered as a special case of the VRPSPD where customers have 

either demand or pickup equals zero. Nagy and Salhi (2005) provide more details on 

different VRPs with collection strategies. 

In many practical applications, vehicle routing problems are solved requiring that the 

vehicles must visit each customer within a specified time interval, the “time window”. 

Such problems are called vehicle routing problem with time windows (VRPTW). The 

vehicles start at the depot and visit the customers within their associated time windows. A 

vehicle arriving earlier than the required time can wait until the beginning of the time 

window but may not be allowed to arrive after the end of the time window. This problem 

is referred to as hard time windows problems. In some problems arriving outside the time 

window interval is allowed. In that case a penalty cost is added to the total routing cost. 

This case is called soft time windows.

We present some of the work that has been done on VRPSPD and VRPTW.

Literature on VRPSPD

VRPSPD has recently been recognized for its importance, especially in reverse logistics 

applications. Some applications for VRPSPD are in soft drink industries where delivery 

of full bottles and collection of empty ones are typical. It also found application in printer 

manufacturing where full ink toners and cartridges are delivered and empty ones are 

collected. Another typical application is in photocopier manufacturing industry where 

manufacturers are required to take back or properly dispose of EOL products. The early 
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work introducing VRPSPD can be found in Min (1989). The work in Min (1989) was

concerned with a library situation where delivery and pickup of books were required. The 

reported problem consisted of 22 customers and a heuristic approach was developed to 

solve the problem. Salhi and Nagi (1999a) considered a similar problem and developed 

an insertion-based heuristic to solve the problem for different cases with single and 

multiple depots. Dethloff (2001) proposed a mathematical model to formulate the 

VRPSPD and a heuristic algorithm (RESCAP-RS) to solve the problem. Dethloff (2002) 

compared the RESCAP-RS algorithm with other algorithms originally developed to solve 

VRPB or VRPM. The comparison showed that RESCAP-RS can produce superior 

results. Gajpal and Abad (2010) solved the same problem using savings algorithms. The 

savings algorithms yielded high quality solutions. Alshamrani et. al. (2004) developed a 

mathematical model for VRPSPD requiring certain amount of material to be picked up at 

each stop. The model assumes penalty costs for materials which cannot be picked up due 

to vehicle capacity limit. Alshamrani et. al. (2007) extended this model to include

decision variables for both forward and backward flows. The problems discussed in 

Alshamrani et. al. (2004) and Alshamrani et. al. (2007) considered a single vehicle and 

probabilistic data. Subramanian et. al. (2010a) presented a parallel algorithm to solve the 

VRPSPD. The algorithm used the technology of multiple core possessors to solve large 

size problems. The parallel algorithm is embedded with a multi-start heuristic .Several 

researchers used meta-heuristics to solve VRPSPD. For example, Crispim and Brandao 

(2005), Montane and Galvao (2006) and Wassan et. al. (2008) used Tabu search to solve 

the problem. Zachariadis et. al. (2010) used a tabu search technique that is embedded 

within an adaptive memory framework. Zachariadis and Kiranoudis (2011) were able to 
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find new better solutions for some of the large size benchmark problems. The authors 

used a combination of tabu search and a local search approach, where the proposed local 

search approach can efficiently examine rich neighbor solutions. Chen and Wu (2006) 

proposed a heuristic method based on record-to-record travel, Tabu lists, and route 

improvement procedures. Cao and Lai (2007) used an improved differential evolution 

algorithm. In addition, the ant system and ant colony methods were used by Haijun et. al.

(2007), and Chen et. al. (2007), respectively, to solve VRPSPD problems. Catay (2010) 

used an ant colony optimization technique, incorporating a saving approach to solve the 

problem. 

Research on lower bounds and exact algorithms for the VRPSPD is very limited. 

Dell’Amico et. al. (2006) presented for the first time exact algorithms to solve the 

VRPSPD. They introduced new ideas to improve dynamic programming algorithms used 

to solve the pricing problem. The authors examined dynamic programming and state 

space relaxation. The authors concluded that the branch and price algorithm is more 

suitable for small to medium sized VRPSPD. Optimal solutions were found for problems 

with up to 40 customers. Subramanian et. al. (2010b) presented MILP formulations for 

the VRPSPD with directed and undirected two-commodity flow. The authors tested their 

formulations and another formulation from the literature using branch and cut algorithms. 

The undirected formulation obtained better results.

Literature on VRPTW

Comparing to literature on VRPSPD, literature on VRPTW is abundant, due to its early 

and well recognized importance. Extensive literature reviews on VRPTW problems and 

solution methodologies can be found in Bräysy and Gendreau (2005a) and Kallehauge 
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(2008). Since VRPTW is NP-hard in nature, methods based on various meta-heuristics 

have been widely used in solving the problem. Bräysy and Gendreau (2005b) provided a 

literature review on using meta-heuristics for solving VRPTW problems before 2005. 

More recent development includes, for example, Lin et. al. (2006) and de Oliveira et. al.

(2007) where simulated annealing was used. Ming-Yao et. al. (2008) used tabu search, 

Wenfeng et. al. (2008) used genetic algorithms, and Jiang et. al. (2009) used a hybrid 

particle swarm and evolution algorithm for solving this type of problems. 

Literature on Vehicle Routing Problem with Simultaneous Pickup and Delivery and 

Time Windows (VRPSPD-TW)

The VRPSPD-TW is a combination of the standard versions of VRPSPD and VRPTW. 

The problem considers simultaneous pickup and delivery at each customer such that a 

customer is visited only once within the specified time window and without violating the 

vehicle capacity constraints. One of the earlier works discussing this type of problem can 

be found in Angelelli and Mansini (2002). They presented two mathematical models to 

formulate the problem. The first one is a generalized mixed integer programming model 

and the second one is a set covering formulation. The authors solved several testing 

problems with up to 20 customers using column generation based on the set covering 

formulation. Cao and Lai (2007) discussed VRPSPD-TW problems and formulated a 

mathematical programming model of the problem. They developed a genetic algorithm 

method to solve the problem. Yun and Guorui (2008) presented VRPSDP-TW with soft 

time windows, heterogeneous fleet of vehicles, and drivers’ costs. The authors solve the 

problem by combining a heuristic algorithm and genetic algorithms. Chun-Hua et. al.

(2009) further investigated the VRPSPD-TW. They considered the VRPSPD-TW with 
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penalty values for tardiness. In the more recent work of Mingyong and Erbao (2010) the 

VRPSPD-TW was solved by genetic algorithms considering maximum route length 

constraints and hard time windows. 

2.4 Variants of the Multi-depot Vehicle Routing Problem

The multi-depot vehicle routing problem considers a number of established depots in 

different locations. A set of customers at different locations require demand from the 

depots. It is required to assign each customer to a depot, and simultaneously route 

vehicles from each depot to serve the corresponding customers. There are different 

variants of the MDVRPs in the literature. For example, Salhi and Nagi (1999a) presented 

the MDVRP with simultaneous pickup and delivery and MDVRP with mixed loads. To 

solve the problem, the authors proposed a number of insertion based heuristics that 

incorporate border line customers’ criterion. Nagi and Salhi (2005) developed another set 

of heuristics to solve the same problems. The new heuristics outperformed the heuristics 

proposed in Salhi and Nagi (1999a). Chunyu et. al. (2009) present the MDVRP with 

backhauls. Their work studies the homogeneous and heterogeneous fleet of vehicles. The 

presented problems were solved using genetic algorithms. Wang et. al. (2009) studied a 

similar problem and developed a hybrid genetic algorithms and tabu search procedure to 

solve the problem. Irnich (2000) studied a special type of MDVRP with pickup and 

delivery. In the presented problem, it was assumed that all deliveries or pickups were 

performed at one central location, and that each vehicle can serve only one or very few 

customers. Therefore, vehicle routing was not the main decision in this problem; instead, 

assignment of requests for pickup or delivery was the main decision variable. 
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Heterogeneous vehicles’ fleet was considered. The authors developed an algorithm to 

solve the problem.

The MDVRP with time windows have been studied by many researchers. Cordeau et. al.

(2001) introduced the problems of MDVRP with time windows and the periodic VRP 

with time windows. The authors proposed a tabu search heuristics to solve the problems. 

To check the quality of the proposed heuristic the authors developed a number of 

instances for the two problems. Polacek et. al. (2001) considered the MDVRP with time 

windows. They used a variable neighborhood search combined with tabu search to solve 

the problem. Chiu et. al. (2006) proposed a heuristic approach and a tabu search 

metaheuristic to solve the same problem. They considered minimizing waiting times by 

adding them to the objective function. Dondo and Cerda (2007) studied the MDVRP with 

time windows and heterogeneous fleet of vehicles. They developed a novel three phase 

heuristic/algorithmic method to solve the problem. The proposed approach aimed at 

integrating a clustering heuristic into an optimization framework. Hadjar and Soumis

(2009) proposed a branch and price algorithm to solve the MDVRP with time windows. 

They incorporated a procedure to speed up the classical branch and cut algorithm. Dondo 

and Cerda (2009) introduced the MDVRP with soft time windows. Customer nodes were 

either delivery or pickup. The problem was solved using a local search improvement 

algorithm that explored a large neighborhood of the current solution. The paper also 

presented a decomposition scheme to reduce the problem size. Zhen and Zhang (2009) 

solved the same problem using ant colony and local search improvement algorithms.
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CHAPTER 3

MATHEMATICAL MODEL

3.1 Introduction

Design of integrated forward and reverse logistics (IFRL) networks requires considering 

a number of factors and conditions. These factors and conditions may not be similar to 

those of the typical forward logistics networks. Therefore, to design IFRL networks 

efficiently, we need to consider new models that address the relevant factors and 

conditions. Mathematical programming has been widely used to design different types of 

logistics networks, such as forward logistics networks, reverse logistics networks, and 

more recently, IFRL networks. As noticed from the literature review in Chapter 2, most 

of the mathematical programming models that represent IFRL networks are mixed 

integer linear programming (MILP) models. In this chapter we present a MILP model to 

represent an IFRL network. The proposed model represents location, routing, and 

assignment issues within the integrated forward and reverse frame. It is based on 

minimizing a combination of location and routing costs, under capacity and flow 

constraints, within a time restricted environment. Decision variables that represent 

various routing and location decisions are introduced, in addition to some auxiliary 

variables. The proposed mathematical model may represent different problem types by 

selecting the appropriate objective function terms, decision variables, and sets of 

constraints. Hence, relevant elements of the MILP model presented in this chapter are 

used throughout the thesis to represent different IFRL networks’ problems. 
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3.2 Problem Definition and Mathematical Model

In this section we present the problem definition, as well as, details of the generic 

mathematical model.

3.2.1 Problem Definition

The problem presented in this chapter describes an IFRL network. The network is to 

design a combined location, routing, and assignment problem. The presented problem is 

solved under hard time windows constraints. 

The combined location, routing, and assignment problem considers a number of 

candidate locations to establish a manufacturing facility and a disassembly plant. Each 

candidate location has an associated fixed cost for establishing the corresponding unit. A 

manufacturing facility is responsible for producing products to meet customers’ demands. 

It has limited production capacity. The capacity of the manufacturing facility may not be 

exceeded. A disassembly plant is responsible for examining the collected end-of-life

(EOL) products, and separating reusable parts and/or products from scrap. In the 

presented problem, a disassembly plant is assumed to be uncapacitated. A number of 

customers at determined locations are present. Each customer has a predefined amount of 

delivery and pickup products. Moreover, customers have time windows within which the 

service must be completed. Each customer is assigned to exactly one manufacturing 

facility and one vehicle. Vehicles serve customers by delivery of the customers’ 

demands, and simultaneously, pickup of EOL products. Delivery and pickup for a 

customer must be performed completely at one stop using exactly one vehicle, i.e. no 

splitting of delivery or pickup is allowed. This restriction is recognized by many 

researchers, since customers usually prefer to be visited only once for their convenience. 
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The sequence of visiting customers is the routing decision considered in this problem. If a 

vehicle arrives earlier than the beginning of a customer’s time window, the vehicle waits 

until the beginning of the time window to start the service, resulting in wait time. 

Arriving after the time window is not allowed. Vehicles’ capacities may not be exceeded 

at any stop. A vehicle is assigned to exactly one manufacturing facility. Vehicles start 

their trips from the assigned manufacturing facility. After serving all assigned customers, 

vehicles visit a disassembly plant. At the disassembly plant, vehicles deliver the EOL 

products collected from customers. At the same time vehicles collect from the 

disassembly plant reusable parts and/or products in addition to scrap. Afterwards, 

vehicles visit a waste disposal site, where they dispose of scrap. Finally, each vehicle 

ends the trip at the manufacturing facility where it has started the trip. Vehicles deliver 

reusable parts and/or products to its assigned manufacturing facility. The IFRL network 

defined here is modeled mathematically considering the following assumptions:

 A homogeneous fleet of vehicles is available at each manufacturing facility.

 Unlimited number of vehicles at each manufacturing facility.

 Uncapacitated disassembly plants.

 Deterministic data.

 Manufacturing facilities are not linked.

 Manufacturing facilities, disassembly plants, and the waste disposal sites have no 

time window constraints.

 Single commodity for delivery and pickup.
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 The amount of scrap materials and the total quantities of the reusable parts and/or 

products from the disassembly plant are smaller than the total available vehicle 

capacity.

These assumptions are to define the problem. However, many of them may be relaxed

without much difficulty. For example adding time windows to manufacturing facilities, 

and/or disassembly units would require mild modifications to the time windows 

constraints ranges.

3.2.2 Mathematical Model

Before presenting the mathematical model, we present the notations and symbols that 

will be used throughout the model.

Parameters:

DN : Number of (candidate) manufacturing facility locations;

CN : Number of customers;

N : Total number of nodes;

K : Number of vehicles to employ;

CV : Vehicle capacity;

jDc : Capacity of Manufacturing facility at node DNj ,...2,1 ;

ijC : Transportation cost between node i and node j with 0iiC and 

NNNNNNNNji DCDCDD ,1,...,1,,...,1,,...2,1,  , where, nodes 

CDD NNN  ,...,1 representing all the customers nodes, 



30

nodes 1,...,1  NNN DC are candidate locations for the disassembly 

site, and node N representing the disposal site;

ijT : Travel time between node i and node j , Nji ,...2,1,  and 0iiT ;

jE : Earliest allowed start time of service for the customer at node j ,

CDD NNNj  ,...1 ;

jL : Latest allowed start time of service for the customer at node j ,

CDD NNNj  ,...1 ;

jSr : Service time for the customer at node j , CDD NNNj  ,...1 ;

jD : Amount of new products to deliver to the customer at node j , 

CDD NNNj  ,...,1 ;

jP : Amount of EOL products to collect from the customer at node j , 

CDD NNNj  ,...,1 ;

md : The number of manufacturing facilities to open;

dp : The number of disassembly plants to open;

dF : Fixed cost of setting up a manufacturing facility at location d , 

DNd ,...,1 ;

eF : Fixed cost of setting up a disassembly plant at location e , 

1,...,1  NNNe DC ;

M : A positive large number
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Decision Variables:

o
vl : Load of vehicle v when it leaves the manufacturing facility, Kv ,...,1

jl : Load of a vehicle after it serves the customer at node j , 

CDD NNNj  ,...,1 ;

jld : Load at manufacturing facility in location j , DNj ,...,1 ;

j : Auxiliary variable to prohibit subtours, CDD NNNj  ,...,1 ;

jst : Service starting time for the customer at node j , CDD NNNj  ,...1 ;






otherwise,   ,0
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Objective Function and Constraints:

The objective function of the model is to minimize the total cost encountered. The total 

cost consists of:

a. Total vehicle traveling cost 

b. Cost of opening a manufacturing facility

c. Cost of opening a disassembly plant

Mathematical representation of the objective function is:
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K

v
ijvjjij xMPDll ijNNNji DCD  ,,...,1,     (3.11)

kvVl C
o
v ,...,1,    (3.12)

Cj Vl  , DCD NNNj  ,...,1   (3.13)
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ijvx , Kv ,...,1   (3.14)

ddjv yx  ,  KvNNNjNd DCDD ,...,1,,...,1,,...,1    (3.15)
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eiev yx  , KvNNNeNNNi DCDCD ,...,1,1,...,1,,...,1    (3.18)
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
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x , Kv ,...,1   (3.20)

eeNv yx  , KvNNNe DC ,...,1,1,...,1    (3.21)

1Nivx , KvNi D ,...,1,,...,1    (3.22)
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


K

v
ijvcij xN , jiNNNji DCD  ,,...,1,   (3.24)

jijviiji stxMSrTst  )1(

KvNNjNNi DCDC ,...,1,,...,1,,...,1    (3.25)

jj stE  , 1,...,1  DCD NNNj   (3.26)

jj stL  , 1,...,1  DCD NNNj   (3.27)

  DCDj NNNj  ,...1,0   (3.28)

}1,0{ijvx , KvNji C ,...,1,,...,1,    (3.29)

}1,0{dy , DNd ,...,1   (3.30)

}1,0{ey , 1,...,1  NNe C   (3.31)

}1,0{vjz , DNjkv ,...,1,,...,1    (3.32)

}1,0{iju ,  DCD NNNi  ,...,1 , DNj ,...,1   (3.33)
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In the above mentioned model, Constraint set (3.2) ensures that each customer is served 

exactly once. Constraint set (3.3) defines the flow conservation constraints. Constraints 

(3.4) are the vehicle to manufacturing facility assignment, where each vehicle is assigned 

to exactly one manufacturing facility. Constraint sets (3.5) and (3.6), together assign each 

customer to exactly one manufacturing facility. Constraint sets (3.7) and (3.8) ensure that 

a manufacturing facility capacity limit is not exceeded, with constraint set (3.7) 

calculating the load at each manufacturing facility, and constraint set (3.8) limiting the 

maximum load to the manufacturing facility capacity limit. Constraint sets (3.9), (3.10)

and (3.11) calculate the vehicles’ loads. Constrains (3.9) calculate the vehicles’ loads at 

their assigned manufacturing facilities, while constraint set (3.10) calculates vehicles’ 

capacities for the customers directly after the manufacturing facilities. Constraint set 

(3.11) calculates vehicles capacities en route. We notice that constraint sets (3.9) – (3.11) 

calculate the vehicles’ capacities at the manufacturing facilities and customers, and not 

for the disassembly plant. This is due to the assumption mentioned previously that the 

amount of scrap materials and the total quantities of the reusable parts and/or products 

from the disassembly plant are smaller than the total available vehicle capacity. 

Constraint sets (3.12) and (3.13) ensure that the vehicles’ capacities are not exceeded at

any time. Constraint sets (3.14) – (3.23) define the sequence of vehicles’ trips, and the 

associated logical conditions. Specifically, constraints (3.14) ensure that a vehicle must 

start the trip from a manufacturing facility, and constraints (3.15) guarantees this facility 

is established at the corresponding location.  Constraint (3.16) limits the number of 

manufacturing facilities to open. Constraints (3.17) ensure that after serving all its 

assigned customers, a vehicle visits a disassembly plant, and constraints (3.18) guarantees 
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that a disassembly plant is established at the corresponding location. Constraint (3.19) 

limits the number of disassembly plants to open. Constraint set (3.20) allows vehicles to 

visit the waste disposal location after visiting the disassembly plant, and constraint set

(3.21) guarantees that vehicles visit the waste disposal site from an established 

disassembly plant. Constraint set (3.22) is for vehicles to end their trips at the 

manufacturing facility after visiting the waste disposal site. Constraint set (3.23) is for 

vehicles to start and end their trip at the same manufacturing facility. Constraints (3.24) 

are to eliminate any subtours. Time window constraints are defined by constraint sets 

(3.25) – (3.27). Constraint set (3.25) calculates the start of service at customers. 

Constraint set (3.26) guarantee that serving customers must begin on or after the 

beginning of the time window. Constraint set (3.27) guarantee that service must begin no 

later than the end of the time window. We notice that the time window constraint sets 

(3.25)-(3.27) are defined only for customers. This is resulting from the assumption that 

manufacturing facilities, disassembly plants, and the waste disposal site have no time 

window constraints. Constraint set (3.28) is non negativity constraint. Finally constraint 

sets (3.29)-(3.33) are binary conditions for some of the decision variables. Figure 3.1 

illustrates briefly the network structure represented by the mathematical model.

Location routing problems (LRP) available in the literature consider only the forward 

logistics network (Min el.al. (1998) is an example). IFRL networks consider either 

location problems, for example as in Ding (2010), or routing problems, for example as in 

Catay (2010). The model presented in this chapter considers adding a pickup quantity at 

each customer in addition to establishing disassembly plant units for a LRP. Therefore, 

this model introduces for the first time the LRP for an IFRL network. Also the model 
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presents a vehicle routing problem with simultaneous pickup and delivery and time 

windows with different assumptions than those available in the literature, see Mingyong 

and Erbao (2010) for a comparison. In in Dondo and Cerda (2009) the multi-depot 

vehicle routing problem has been studied with soft time windows and customers were 

allowed either pickup or delivery. In this model we present for the first time the multi-

depot vehicle routing problem with hard time windows and simultaneous pickup and 

delivery at customers’ nodes.

The presented comprehensive mathematical model is used to represent different versions 

of IFRL networks in the following chapters. 

Figure 3.1: IFRL Network Structure Represented by the Proposed Model
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CHAPTER 4

COMBINED LOCATION ROUTING

4.1 Introduction

In this chapter, integrated forward and reverse logistics (IFRL) network design problems 

are discussed with site location and routing issues. Two mixed integer programming 

models are developed for optimal network design. The models presented in this chapter 

are sub-models of the mathematical model presented in Chapter 3. The first model 

provides decisions for disassembly plant locations as well as vehicle routing.  The second 

model provides decisions for manufacturing facility locations as well as vehicle routing.  

The two models consider new product delivery to customers, in addition to end-of-life 

(EOL) product collection. Since the developed models involve location and vehicle 

routing decisions, solving the models is of NP-hard nature. In order to solve problems

represented by these models efficiently, heuristic solution methods are developed and 

tested in this research. Numerical examples are provided to illustrate the developed 

models and solution methodologies.

4.2 Disassembly Plant Location-Routing Problem

In this section, we present a combined location routing problem (LRP) for IFRL network 

design. Details of the problem and the MILP model representing it are given in the 

following sub-sections.
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4.2.1 Problem Definition

In the considered IFRL network design problem, one specific location will be selected 

among several candidate locations to open a disassembly plant. Each location has an 

associated set-up (fixed) cost. The collected EOL products will be delivered to the 

disassembly plant for disassembly, inspection, repair, and/or disposal. The candidate 

locations are associated with a network connected to customer sites. Vehicles will start 

from a given manufacturing facility and are routed through the network for delivery and 

pickup from customers at the nodes of the network. Each link in the network connecting 

two customers is associated with a travel cost. A vehicle will return to the manufacturing 

facility after it visits the customers, the disassembly plant and the disposal site. Figure 4.1 

shows the network structure and the IFRL process. As shown in Figure 4.1, vehicles start 

their trips from the manufacturing facility. Each vehicle is loaded with new products to 

be delivered to the customer sites. The load of each vehicle is to satisfy the demands of 

customers assigned to that vehicle. The vehicles travel to the assigned customers to 

deliver new products and to collect EOL products from the assigned customers. Vehicles, 

after serving their assigned customers, travel to the disassembly plant to deliver the

collected EOL products. In addition, they will load the refurbished products or 

components completed at the disassembly plant. The vehicles will also load the scrap 

parts and materials from the disassembly plant and transport them to the waste disposal 

site where the waste is being disposed of. The vehicles will end their trips back at the 

manufacturing facility with refurbished components and parts from the disassembly 

plant. The cost components considered in formulating the model are fixed cost for setting 

up the disassembly plant and transportation costs for transporting new and EOL products 
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to and from customers, EOL products to the disassembly plant, scrap to the waste 

disposal location, and refurbished components back to the manufacturing facility. In

developing the mathematical programming model, we assume that the demand from the 

customers in terms of new product delivery and EOL product collections are based on 

aggregate data, and hence deterministic. Vehicles traveling to customer sites perform 

both delivery and pickup simultaneously. We also assume that the amount of scrap 

materials and the total quantities of the refurbished products from the disassembly plant 

are smaller than the total available vehicle capacity. The manufacturing facility and the 

disassembly plant have unlimited capacity. In developing the model, we consider 

homogeneous vehicle fleet and single commodity.
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4.2.2 Mathematical Model

The mathematical model representing the problem defined in Section 4.2.1 is a sub-

model of the general model developed in Chapter 3. We use the same notations given in 

Chapter 3. We select the parameters, decision variables, objective function terms and 

constraints that represent the problem in this section.

Parameters:

The following parameters are considered for the mathematical model that represents the 

Disassembly Location-Routing Problem:

DN , CN , N , K , CV , ijC , jD , jP , dp , eF , M .

In this mathematical model we consider the following:

1DN

ijC : Transportation cost between node i and node j with 0iiC and 

NNNNji CC ,1,...,1,,...2,1,  , where node 1 representing the site of the 

manufacturing facility, node N representing the disposal site and 

1,...,1  NNC are candidate locations for the disassembly site;

1dp ;

All the other parameters are defined similar to Chapter 3.

Decision Variables:

The following decision variables are considered for the mathematical model that 

represents the disassembly plant location routing Problem:
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o
vl , jl , j , ijvx , ey .

These decision variables are defined similar to Chapter 3.

Objective Function and Constraints:

The objective function of the model is to minimize the total cost. The total cost consists 

of:

a. Total vehicle traveling cost 

b. Cost of establishing the disassembly plant

Mathematical representation of the objective function is by considering the terms (3.1a) 

and (3.1c) of the mathematical model presented in Chapter 3.

The above objective function will be minimized under the following constraints from the 

mathematical model in Chapter 3:

(3.2), (3.3), (3.9)-(3.14), (3.17)-(3.22), (3.24), (3.28), (3.29) and (3.31).

4.2.3 Solution Methodology

As pointed out in Chapter 2, LRPs are NP-hard in nature. Therefore, to solve practical 

size problems of the IFRL problem presented, we use a heuristic approach. Sequential 

route construction algorithms are among the early and widely used heuristics to solve 

vehicle routing problems and their variants. In this part of research we use a solution 

methodology that is based on a sequential route construction method and an upper bound 

technique. The proposed solution method is based on the insertion procedure introduced 

in Dethloff (2001) for solving vehicle routing problems with forward and reverse flow. 

This insertion procedure was modified for solving the LRP discussed in this Section. The 

modification considers an upper bound approach that increases the efficiency of the 
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procedure for the LRP. In developing the solution procedure, we assume that the vehicles 

have enough capacity to make delivery and pickup for at least one customer so the 

considered problem always has feasible solutions. We also assume that the number of 

vehicles is not limited. The detailed steps of the heuristic method are presented below.

Detailed Steps of the Proposed Heuristic Method

In the following steps we name the manufacturing facility location node 0.

Step 1. Sort the disassembly plant sites by their fixed costs eF . Without loss of 

generality, assume that 121   NNN FFF
cc

 . Let 1 cNe and the initial 

upper bound UB .

Step 2. Let the set SC contain all customer sites.

Step 3. Let 1k , and let the set URC contain all customer sites. Select a customer site 

SCSk  and let }{ kSSCSC  .

Step 4. Create an initial route R , }0,,,0{ NeR  connecting the manufacturing facility 

(Node 0), the disassembly plant e , the waste disposal site N , and back to the 

manufacturing facility, in that sequence. Insert customer site kS between Node 0 

and plant e to establish a tentative route. Let URC = }{ kSURC  and kSS *
1 . The 

tentative route is: }0,,,,0{ *
1 NeSRnew  . Let }0,,,,0{)( *

1 NeSRkPR new  . 

Let 2Z , the number of positions in route R for possible insertion of other 

customer sites. Calculate the corresponding travel cost  



k kPRst

stT CSCC
)(

)( , the 
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total travel and disassembly fixed cost )(eC , where )()( SCCFeC Te  . If 

UBeC )( , go to Step 7; otherwise, continue.

Step 5.

Step 5.1. If URC , go to Step 6; otherwise, continue. 

Step 5.2. For Zp ,...,1 and all URCSS ii , , check if a feasible route can be 

established by inserting iS at position p in route 

}0,,,,...,,,0{ *
1

*
2

*
1 NeSSSR Z , where position 1 is between 0 and *

1S , position 

2 is between *
1S and *

2S , …, position Z is between *
1ZS and site e . If an 

insertion is feasible, let 1),( pSI i ; otherwise, let 0),( pSI i .

Step 5.3. If 0),( pSI i , for all Zp ,...,1 and all URCSS ii , , 

then:

the current }0,,,,...,,,0{ *
1

*
2

*
1 NeSSSR Z is a complete route established   

for a vehicle to travel in the network;

let }0,,,,...,,,0{)( *
1

*
2

*
1 NeSSSRkPR Z  , 1 kk ;

select a customer site URCSk  and go to Step 4.

otherwise, continue.

Step 5.4. For all URCSS ii , and Zp ,...,1 with corresponding 1),( pSI i , 

calculate ),( pSRCRS i following the procedure given in Dethloff (2001). Let 

)],([minarg),(
,

** pSRCRSpS i
PS

i
i

 . Insert *
iS in }0,,,,...,,,0{ *

1
*
2

*
1 NeSSSR Z at 

position *p . The updated tentative route is: 

}0,,,,...,,...,.,,0{ *
1

**
2

*
1 NeSSSSR Zinew  . If necessary, renumber the selected 
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customers in the tentative route after the new insertion. 

Calculate )()( SCCFeC Te  . If UBeC )( , go to Step 7; otherwise, let 

}{ iSURCURC  , newRR  , 1 ZZ , go to Step 5.1. 

Step 6. Output all established routes ,...2,1),( kkPR and calculate the corresponding 

travel cost  



k kPRst

stT CSCC
)(

)( .

Step 7. If SC , go to Step 3; otherwise, let ))(min(* SCCC TT  , and *)( Te CFeC  . If 

UBeC )( , then let )(eCUB  ; otherwise, continue.

Step 8. Let 1 ee . If Ne  , go to Step 9; otherwise, go to Step 2.

Step 9. Select the site e , 1,...,1)),(min(*  NNeeCe c with its corresponding 

routes ,...2,1),( kkPR as the solution of the problem. The procedure is complete.

In the above procedure, we break any tie arbitrarily. In Steps 4 and 5.4, the current upper 

bound is used to eliminate unnecessary routing operations. In other words, for specific 

kS and e , if the best insertion causes the total fixed and travel costs to exceed the current 

upper bound, then subsequent insertions associated with these kS and e are terminated.

This approach should help to eliminate significant amount of calculations in creating 

vehicle routes which often needs extensive calculation. In Step 5.2, the following 

calculation is performed to check the feasibility of an insertion. For any node q in the 

network, let )(qIMP is the immediate predecessor and )(qIMS is the immediate 

successor of node q . Calculate:


s

sC DVRD )0(     (4.1)

 qC lVqIMPRDqRD  )),((min)(     (4.2)
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
s

sC PVPRIRP ))0((     (4.3)

 qC lVqIMSRPqRP  )),((min)(     (4.4)

Where: qqqq
s

s PDllDl   10 ,

An insertion of customer q in a certain route is feasible if ))(( qIMPRDDq  and 

))(( qIMSRPPq  . It should be noted that the values of RD and RP in (4.1), (4.2), (4.3) 

and (4.4) are calculated only for customers and the manufacturing facility, not for the 

disassembly plant site or waste disposal site. The insertion feasibility check process is the 

same as given in Dethloff (2001). In Step 5.4 of the algorithm, the RCRS values are 

calculated based on the following procedure, also given in Dethloff (2001). Using the 

values obtained in (4.1), (4.2), (4.3), and (4.4), calculate:

















 

qq

qSUICDqSUICDqRDRDT ))((/))(()(     (4.5)

















 

qq

qCPqCPqRPRPT )(/)()(        (4.6)

)/1(/)/1(/ C
s

sC
s

s VRPTPPUVRDTDDUTC 
















      (4.7)

)()2(),( 00minmax kki CCCCTCTDpSRCRS       (4.8)

Where ijkjik CCCTD  and customer k is inserted between nodes i and j . kjik CC ,

and ijC are distances of the links connecting nodes ),( ki , ),( jk and ),( ji , respectively.

In calculating RDT in (4.5) and RPT in (4.6), )(qSUI denote the set of immediate 

successors of node q . )(qCD denotes the travel distance along the route from the 

manufacturing facility to site q . )(qCP denotes the distance along the route from site q
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to the disassembly plant. A detailed step by step illustration of the solution procedure is 

given in Section 4.2.4. In (4.8),  and  are parameters in the range of ]1,0[ . In the 

process of incorporating Dethloff (2001) heuristic algorithm, we investigated the impact 

of these two parameters on the quality of the solutions and the results are summarized in 

Section 4.3.3.

4.2.4 Illustrative Example of the Proposed Solution Method

Figure 4.2 shows the network with 2 candidate disassembly plant locations at node 6 and 

node 7. Waste disposal site is at node 8. In the network, customer demands and set-up 

costs are shown next to the nodes. Customers’ pickup quantities are all 20 units, except

for customer 4, which is 50 units. Travel costs are also shown along the links. All data 

values of the example are randomly generated.

It is required to choose one location to open a disassembly plant. Starting from the 

manufacturing facility (node 0 in Figure 4.2); vehicles will deliver the required demand 

to customers, visit a disassembly plant and the waste disposal site, and return to the 

manufacturing facility, with the quantities picked up from customers and the disassembly 

plant. Each vehicle has a capacity of 80 units. Applying the steps of the solution 

methodology:

9N , 5CN .

1. 67 FF  , then, rename 6F to become 7F , and 7F to become 6F accordingly, 76 FF  . 

6e , as shown in Figure 4.3. UB .

2.  5,4,3,2,1SC .

3. 1k . }5,4,3,2,1{URC . 11 S , and }5,4,3,2{SC .
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4. }0,8,6,0{R . }5,4,3,2{URC and 11
*
1  SS . }0,8,6,1,0{)1(  newRPR . 2z . 

14)( SCCT . UBeC  341420)( , then continue

Figure 4.2: Routing Network for 2 Candidate Disassembly Plant Locations

Figure 4.3: Renaming Candidate Disassembly Plant Locations (Step 1)
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5. 

5.1. URC , then continue.

5.2. 2,1p .  5,4,3,2URC . Check the feasibility of inserting customer site 2 )( 1S

after the depot )1( p to establish }0,8,6,1,2,0{R and after customer 1 to establish 

}0,8,6,2,1,0{R , i.e. check weather 1,0)1,( 1 orSI  , and 1,0)2,( 1 orSI  . For 

}0,8,6,1,0{)1( PR : 

calculate 701080)0( RD , 60)2080,70min()1( RD , )0(2 RDD  , )1(2 RDD 

. 602080)1( RP , 60)1080,60min()0( RP . )0(2 RPP  , )1(2 RPP  . Thus 

it is feasible to insert customer 2 before or after customer 1, i.e. 1)1,2( I , 

and 1)2,2( I . Similarly, for all 5,4,3iS , 1)2,()1,(  ii SISI .

5.3. Since at least one value of 1),( pSI i , then continue.

5.4. Calculate ),( pSRCRS i for all ),( pSi , since all 1),( pSI i . As an example, 

consider )2,( 1SRCRS corresponding to the current tentative route }0,8,6,2,1,0{R . 

Following the calculation procedure:

)](

)(/[)]()2()()1()0([

261201

120101261201120101

ccc

ccccccRDccRDcRDRDT




9.3011/)]421(30)21(30140[  .

)](

)(/[)]()0()()1()2([

102162

216262102162216262

ccc

ccccccRPccRPcRPRPT




3.3217/)]124(30)24(30440[ 

42.2]80/3.321[]40/90[]80/9.301[]40/70[ TC .

Using the parameter values of 1 , and 0 , we have:

0)(1))(2()(0)2,2( 2002minmax162612  ccccTCcccRCRS .
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Similarly, all the RCRS values are calculated and summarized in the Table 4.1.

Table 4.1: Different Values of RCRS
),( pSRCRS i 2iS 3iS 4iS 5iS

1p 0 0 0 -2

2p 0 -2 -4 -6

Since 6)2,5( RCRS is the smallest among all the values of ),( pSRCRS i , insert 5iS

in position 1p and the new route is }0,8,6,5,1,0{newR . 

Since UBC  342014)6( , then continue. Update }4,3,2{URC , }0,8,6,5,1,0{R

and 3Z . Go to Step 5.1. Repeat the process until all 0),( pSI i . The first route 

is }0,8,6,5,3,1,0{)1(  RPR . Step 5.3: Update 2k and select, }4,2{22  URCS

and go to Step 4. Repeat the process to generate a new route }0,8,6,4,2,0{newR . 

Update UBC  523220)6( . Since URC , go to Step 6.

6. }0,8,6,5,3,1,0{)1( PR , }0,8,6,4,2,0{)2( PR . 32)4( TC .

7. SC , go to step 3. At step 3: 1k .  5,4,3,2,1URC . 21 S , and  5,4,3SC . 

Continue as mentioned above until step 6. At step 6: 32)3( TC , similarly 

32)2( TC 32)1( TC 32)0( TC . When SC , 32* C , and 

523220)6( C . UBC )6( , then 52)6(  CUB .

8. Ne  7 . Go to Step 2 and follow the same procedure. At Step 5.4, route 

}0,8,7,1,0{)1( PR is generated with travel cost 33)4( TC and total cost 

UBC  633330)7( . Similarly, all )(SCCT will yield UBeC )( and the 

upper bound remains unchanged. When SC , go to Step 9.
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9. 6* e , with corresponding routes }0,8,6,5,1,2,0{)1( PR , }0,8,6,4,3,0{)2( PR and 

total cost of 523220)6( C is the solution of the problem.

4.2.5 Example Problems and Numerical Results

Since there are no available benchmark problems for the problem presented in Section 

4.2.2, the above heuristic is tested on a set of randomly generated instances. Two sets of 

instances are used, a set of small size problems and a set of larger size problems.  For the 

small size problems, each problem has 3 candidate locations for disassembly plant and 6 

customer sites. The larger size problems have 4 candidate locations for disassembly plant 

and 50 customer sites. The smaller problems were also solved by exact methods to 

determine the effectiveness of the heuristic method. Details of these testing problems and 

calculation results are presented below.

Problem Features

The structure and data of the test problems are generated randomly. The coordinates 

forming the networks are uniformly distributed in [0,100]. Distances between pairs of 

nodes are calculated using Euclidean distance. Customer demands are between 0 and 100 

and amounts for pickup are between 0 and 120, both uniformly distributed. For the small 

size problems, the fixed cost to establish disassembly plants is uniformly distributed 

between 20,000 and 30,000, and vehicle capacities are set to the total customer demand. 

More than 1 vehicle may be needed since the pickup quantity for each customer is not a 

fraction of the demand, i.e., it is possible that some of the pickup amounts can be larger 

than the demand.  For the larger problems, the fixed cost to establish disassembly plants 

is uniformly distributed between 150,000 and 300,000, and vehicle capacities are set to 
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half the total demand of all customers. Location decisions are long term strategic 

decisions; while routing decisions are short term and tactical ones. To incorporate both 

decisions in one model, scaling is required to bring the two decisions to a common 

planning horizon. In solving these test problems, the scaling is based on the forecasted 

demand and pickup quantities over a period of 10 years. To simplify cost calculations, the 

traveling cost is assumed to be 1 money unit per unit distance, and vehicles make the 

required tours on weekly basis, i.e. the distance matrix expresses the travel distance per 

week.

Computational Results and Analysis

The heuristic algorithm was coded in Matlab, without utilizing the MATLAB parallel 

computing facility. Runs were performed on a Pentium Q9300 PC, with 2.5 GHZ 

processor and 8 GB RAM. To test the effectiveness of the heuristic method developed in 

this work, we compared the heuristic solutions with the optimal solutions of some of the 

test problems. To obtain optimal solutions we used LINGO software (LINDO Systems, 

2002) on the same PC computer. It took several seconds to solve the small size problems 

using the heuristic algorithm and using the LINGO solver. It took 231 seconds in average 

to solve the larger problems using the heuristic method. The size of the integer 

programming model of the larger problems exceeds the capacity of our LINDO solver.

For the small problems, the computational results from the heuristic method were 

compared with optimal solutions generated by LINGO. The values of  and  were 

incremented by 0.1 each in the reduced ranges of 5.00   and 13.0   as 

discussed in Section 4.3.3. When deviations between heuristic and optimal solutions 

exist, the values of  and  were further tested over the whole range of [0, 1] to 
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examine if other better solutions may be found. It was found that expanding the range of 

 and  to [0,1] did not yield any better solutions than the ones obtained in the 

recommended range in Section 4.3.3. The best results for the 10 small test problems are 

shown in Table 4.2. Optimal solutions recorded in Table 4.2 are based on iteration on the 

number of vehicles. We obtained optimum solutions for the fleet size provided by the 

heuristic method, 1 and 2 vehicles less, and 1 and 2 vehicles more than that fleet size.

Table 4.2: Comparison between Optimal and Heuristic Solutions
Problem Minimum Cost Cost by Heuristic 

Method
Difference Number of Vehicles 

Required
1 155084 155084 0 1
2 273674 276274 1% 2
3 211462 218742 3.4% 2
4 164242 164242 0 1
5 168296 168296 0 1
6 235571 243371 3.3% 2
7 138908 138908 0 1
8 226347 226347 0 1
9 303552 314472 3.6% 2

10 209259 209259 0 2

As shown in Table 4.2, solutions obtained using the heuristic method for 6 out of the 10 

problems are similar to optimal solutions. On the other hand, the maximum and average 

deviations from optimal for the remaining 4 instances are 3.6%, and 2.8%, respectively. It 

is noted that the number of vehicles required using the heuristic approach and the exact 

method are the same.

For the larger size problems with 50 customer sites and 4 candidate disassembly plant 

sites, all the solutions were obtained with both  and  set to 0.5. The number of

required vehicles for the larger size problems was 3 vehicles. Computational times for 

solving these larger problems are shown in Table 4.3. 
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Table 4.3: Computing Results for Larger Size Problems
Problem Computational Time (sec.)

1 268
2 251
3 204
4 227
5 207

4.3 Manufacturing Facility Location-Routing Problem

In this section, we present another combined location routing problem for IFRL network 

design. Details of the problem and the MILP model representing it are given in the 

following sub-sections.

4.3.1 Problem Definition

In the combined location routing problem presented here, location decisions concern 

choosing a location to establish a manufacturing facility. A number of potential 

manufacturing facility locations are available, out of which one location will be chosen to 

establish the manufacturing facility. Each location has an associated fixed cost. The 

manufacturing facility is to serve a number of customers, at predefined locations.

Customers have a predefined amount of products to be delivered from the manufacturing 

facility. In addition, customers have a predefined amount of EOL products to be 

collected. The collected EOL products are returned back to the manufacturing facility, 

where they are further processed and separated into reusable parts and/or products, or 

scrap. Hence, the manufacturing facility serves for manufacturing new products to satisfy 

customers’ demands, and simultaneously serve as a collection center for collected EOL 

products. A set of homogeneous vehicles at the established manufacturing facility are

available to serve customers. The number of required vehicles is determined according to 
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the demand, pickup, and vehicle capacity. Routing decisions concern assigning customers 

to vehicles and providing the sequence of customers’ visits by vehicles. A customer is 

served exactly once, using exactly one vehicle. Reverse logistics are represented in the 

form of EOL commodities pickup from customers. The selection criterion for choosing 

the manufacturing facility location and the routing decisions are based on cost 

minimization. The total cost consists of the fixed cost of establishing a manufacturing 

facility and the vehicles’ traveling cost.

Vehicles start their trips from the manufacturing facility. After serving all assigned 

customers, vehicles end the trip at the manufacturing facility. Figure 4.4 represents the 

network structure defined and modeled in this section.

Candidate Manufacturing Facility Locations

Customers

Vehicles Start the Trip at the 
Manufacturing Facility

V
eh

ic
le

s 
E

nd
 th

e 
T

ri
p 

at
 th

e 
M

an
uf

ac
tu

ri
ng

 F
ac

il
it

y

Figure 4.4: Network Structure of the Manufacturing Facility LRP
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In the presented problem we assume uncapacitated manufacturing facility, a 

homogeneous fleet of vehicles, unlimited number of vehicles and a single commodity 

model. The output of the proposed model is the location to establish the manufacturing 

facility, the vehicles’ routes, and the number of vehicles required.

4.3.2 Mathematical Model

The mathematical model representing the problem defined in Section 4.3.1 is a sub model 

of the general model developed in Chapter 3. We use the same notations given in Chapter 

3. We select the parameters, decision variables, objective function terms and constraints 

that represent the problem in this section.

Parameters:

The following parameters are considered for the mathematical model that represents the 

Manufacturing Facility Location-Routing Problem:

DN , CN , N , K , CV , jDc , ijC , jD , jP , md , dF , M .

In this mathematical model we consider the following:

jDc ;

ijC : Transportation cost between node i and node j with 0iiC and 

NNNji DD ,...,1,,...2,1,  , where, nodes NND ,...,1 representing all 

the customers nodes, and node CD NNN  ;

1md ;

All the other parameters are defined similar to Chapter 3.
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Decision Variables:

The following decision variables are considered for the mathematical model that 

represents the Manufacturing Facility Location-Routing Problem:

o
vl , jl , j , ijvx , dy .

These decision variables are defined similar to Chapter 3.

Objective Function and Constraints:

The objective function of the model is to minimize the total cost consisting of:

d. Total vehicle traveling cost 

e. Cost of establishing the manufacturing facility

Mathematical representation of the objective function is by considering the terms (3.1a) 

and (3.1b) of the mathematical model presented in Chapter 3.

The above objective function will be minimized under the following constraints from the 

mathematical model in Chapter 3:

(3.2), (3.3), (3.9)-(3.16), (3.24), (3.28)-(3.30).

4.3.3 Solution Methodology

As mentioned previously, the presented problem is NP-hard. Therefore, we propose a 

heuristic approach to solve practical size problems. The proposed approach is based on 

sequential route building and upper bound methods. The concept of the solution method 

is similar to that given in Section 4.2.3, with modifications to solve the manufacturing 

facility location routing problem. The solution methodology is briefly explained next.
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Step 1. Sort the manufacturing facilities’ sites by their fixed costs dF . Without loss of 

generality, assume that 
DNFFF  21 . Let 1d and the initial upper bound 

UB .

Step 2. Let the set SC contain all customer sites.

Step 3. Let 1k , and let the set URC contain all customer sites. Select a customer site 

SCSk  and let }{ kSSCSC  .

Step 4. Create an initial route R , },,{ dSdR k connecting the manufacturing facility d

to customer site kS and back to the manufacturing facility d . Let 

URC = }{ kSURC  and kSS *
1 . The tentative route is: },,{ *

1 dSdRnew  . Let 

},,{)( *
1 dSdRkPR new  . Let 2Z , the number of positions in route R for 

possible insertion of other customer sites. Calculate the corresponding travel cost 

 



k kPRst

stT CSCC
)(

)( , the total travel and manufacturing facility fixed cost )(dC , 

where )()( SCCFdC Td  . If UBdC )( , go to Step 7; otherwise, continue.

Step 5.

Step 5.1. If URC , go to Step 6; otherwise, continue. 

Step 5.2. For Zp ,...,1 and all URCSS ii , , check if a feasible route can be 

established by inserting iS at position p in route },,...,,,{ *
1

*
2

*
1 dSSSdR Z , 

where position 1 is between d and *
1S , position 2 is between *

1S and *
2S , …, 

position Z is between *
1ZS and site d . If an insertion is feasible, let 

1),( pSI i ; otherwise, let 0),( pSI i .
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Step 5.3. If 0),( pSI i , for all Zp ,...,1 and all URCSS ii , , 

then:

the current },,...,,,{ *
1

*
2

*
1 dSSSdR Z is a complete route established for a 

vehicle to travel in the network;

let },,...,,,{)( *
1

*
2

*
1 dSSSdRkPR Z , 1 kk ;

select a customer site URCSk  and go to Step 4.

otherwise, continue.

Step 5.4. For all URCSS ii , and Zp ,...,1 with corresponding 1),( pSI i , 

calculate ),( pSRCRS i following the procedure given in Dethloff (2001). Let 

)],([minarg),(
,

** pSRCRSpS i
PS

i
i

 . Insert *
iS in },,...,,,{ *

1
*
2

*
1 dSSSdR Z at 

position *p . The updated tentative route is: },,...,,...,.,,{ *
1

**
2

*
1 dSSSSdR Zinew  .

If necessary, renumber the selected customers in the tentative route after the 

new insertion. Calculate )()( SCCFdC Td  . If UBdC )( , go to Step 7; 

otherwise, let }{ iSURCURC  , newRR  , 1 ZZ , go to Step 5.1. 

Step 6. Output all established routes ,...2,1),( kkPR and calculate the corresponding 

travel cost  



k kPRst

stT CSCC
)(

)( .

Step 7. If SC , go to Step 3; otherwise, let ))(min(* SCCC TT  , and *)( Td CFdC  .

If UBdC )( , then let )(dCUB  ; otherwise, continue.

Step 8. Let 1 dd . If 1 DNd , go to Step 9; otherwise, go to Step 2.
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Step 9. Select the site d , DNddCd ,...,1)),(min(*  with its corresponding routes 

,...2,1),( kkPR as the solution of the problem. The procedure is complete.

The procedure for feasibility check and the steps to calculate the RCRS values are 

similar to the procedure in Section 4.2.3. In calculating RDT in (4.5), )(qCD denotes the 

travel distance along the route from the manufacturing facility to site q . In calculating

RPT in (4.6), )(qCP denote the travel distance along the route from the manufacturing 

facility to site q . The solution methodology is illustrated using the following example:

Figure 4.5 shows two routing networks, one for each of 2 candidate manufacturing 

facility sites (manufacturing facility nodes are represented as node 0 and node 1). On the 

networks, manufacturing facilities’ set-up costs are shown next to each manufacturing 

facility node, while customers’ demands are shown next to each customer node. 

Customers’ pickup quantities are fixed at 20 units per customer, except for customer 5, 

whose pickup quantity is 50 units. It is required to choose one location to establish a 

manufacturing facility. Starting from that manufacturing, vehicle(s) will deliver the 

required demand to all customers, and return back to the manufacturing facility, with the 

customers’ pickup quantities. Each vehicle has a capacity of 130 units. 

According to the steps explained above we start by considering site 0 (least set-up cost). 

Arbitrarily choose customer 2 as the first seed customer. Build route (0-2-0). The 

remaining unrouted customers 3 to 6 are considered for expanding the route. The 

insertion criterion presented in Section 4.3.3 is evaluated for customers 3 to 6 if inserted

after the manufacturing facility, and after customer 2. Customer 3 after the manufacturing 

facility has the minimum RCRS ; hence the route is expanded to be (0-3-2-0).
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Figure 4.5: Routing Network for 2 Candidate Manufacturing Facility Locations

Customers 4 to 6 are considered for the evaluation criteria in the following positions: 

directly after the manufacturing facility, directly after customer 3, and directly after 

customer 2. At this stage, customer 4 directly after the manufacturing facility is chosen to 

expand the route, which becomes now (0-4-3-2-0). The same procedure is repeated for 

customers 5 and 6. Customer 5 cannot be added to this route due to the vehicle capacity 

constraint, and hence a new route is built for customer 5. The minimum RCRS value is 

obtained when customer 6 is inserted directly after the manufacturing facility. The 

resulting 2 routes are: (0-6-4-3-2-0) and (0-5-0), with total cost of 34. The upper bound is 

now set at 34. The above steps are repeated with customers 3 to 6 each serving as a first 

seed customer. When customer 3 is chosen as the first seed customer, the total cost is 32, 

and the upper bound is lowered to 32. The corresponding routes are (0-2-6-4-3-0), and (0-

5-0). The next step is to consider establishing a manufacturing facility at site 1. 
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Arbitrarily choose customer 3 as the first seed customer. Build route (1-3-1) with total 

cost of 39. Since this cost exceeds the upper bound, the insertion process terminates.

Consider customer 2 as the first seed customer. Build route (1-2-1), with total cost of 31. 

It is noticed that expanding the existing the route (1-2-1) will always result in a cost that 

exceeds the upper bound. Any other customer serving as seed customer will result in a 

total cost that is higher than the upper bound. Therefore, based on the proposed solution 

methodology, site 0 with routes (0-2-6-4-3-0) and (0-5-0), results in the minimum total 

cost and the solution to the problem.

Impact of  and  on Routing Solutions

As pointed out in Dethloff (2001) there are no general guidelines of using different and 

 values in the heuristic algorithm for the VRPSPD. In this research, we used several 

different instance scenarios and incremental  and values to examine the effect of 

these two parameters on the quality of vehicle routing solutions. We considered 3 

scenarios: 1) customer sites are scattered randomly; 2) customer sites are clustered; and 

3) customer sites form a combination of scattered and clustered. We used 4 different 

instance sets for each scenario. Detailed information on these instance sets are given in 

Table 4.4 and Table 4.5. In total, 90 test instances were examined and 80 of the best 

results were obtained with 5.00   and 11.0   . In the heuristic algorithm, larger 

 tends to let those customers with more delivery and less pickup amounts to be inserted 

earlier against the shortest distances. One would expect that smaller  values will lead to 

better results if the customer sites are more clustered. This was clearly reflected in our 

test runs as all the best results of the tested problems of the second scenario had 
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5.00   . The results also confirm that the parameter  is effective as all the best 

results of the tested problems correspond to 1.0 . Based on the observations on the 90 

instances tested in this work, we suggest that the reduced ranges of 5.00   and 

13.0   be used in the heuristic routing algorithm. In particular, smaller  should be 

considered if the customer sites are more clustered.

Features of the different instances used to examine the values of  and  are given in 

Tables 4.4 and 4.5. For all the instances: The pickup quantity iP of customer i is 

calculated using: ii DrP  ]5.0[ , where r is a random number in the range [0,1], and 

iD is the demand of customer i .  and  are incremented by 0.1.

Table 4.4: Ranges of Randomly Generated Data
Scenario 1

Set 1 x - y coordinates in [0-100], iD in [20-60]

Set 2 and 3 5 instances derived from problem R101 in Solomon (1987) where each 
successive 20 customers forming an instance. Other 5 instances: x - y
coordinates in [0-100], iD in [0-50]

Set 4 x - y coordinates in [0-100], iD in [20-50]

Scenario 2
Set 1 x - y coordinates of the depot and 5 customers in [0-30]

x - y coordinates of other 5 customers in [40-70], iD in [20-60]

Sets 2 and 3 Derived from problems C101, C102 in Solomon (1987) where each 
successive 20 customers forming an instance.

Set 4 x - y coordinates of the depot and 15 customers in [0-60] 
x - y coordinates of other 20 customers in [60-100], iD in [20-60]

Scenario 3
Set 1 x - y coordinates of the depot and 5 customers in [10, 30] 

x - y coordinates other 5 customers in [0, 70], iD in [20-60]

Sets 2 and 3 10 different combinations of the data of Set 2 problems of the first and 
the second scenarios 

Set 4 x - y coordinates of the depot and 15 customers in [0,40]
x - y coordinates of other 20 customers in [0-100], iD in [20, 60]
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Table 4.5: Common Instance Features for the 3 Considered Scenarios
Set 1 Set 2 Set 3 Set 4

Number of Instances 5 10 10 5
Number of Customers 10 20 20 35
Min. Number of Vehicles Required 3 3 5 7

4.3.4 Test Problems

Since there are no available benchmark problems for the problem presented by the model 

in Section 4.3.2, the heuristic is tested on a set of instances based on real data, in addition 

to another set of randomly generated instances. The set of instances based on real life 

data consists of five small sized instances, and one medium sized instance, details of 

which are as follows:

The traveling time (in minutes) between each pair of nodes, and the customers’ demands 

are taken as in Lin et. al. (2002). The routing cost is considered 60 money units per hour. 

The fixed set-up costs of establishing a manufacturing facility is randomly generated 

between 250,000 and 300,000 money units. We consider non equal set-up costs of 

different manufacturing facility locations, contrary to the equal set-up costs of 

manufacturing facility locations in Lin et. al. (2002). This is because in real life problems 

there is a trade off between location and routing decisions where manufacturing facility 

set-up costs vary. We also choose to consider only manufacturing facilities set-up costs 

and routing costs, and ignore the other variable costs for the sake of simplification, since 

the aim is to examine the efficiency of the heuristic approach. To bring strategic location 

decisions and tactical routing decisions to the same planning horizon, we consider the 

available demand over a period of 10 years, and calculate the routing costs over that 

period. To be more consistent with real life expectations, 2 of the small sized problems 
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are considered with a doubled demand, as to examine the situation when future demand 

increases. The pickup quantity of each customer is randomly generated as a fraction of 

the customer’s demand. Utilized vehicles’ capacities are set at 6000 units each for the 

real demand and 9000 units each when demand is doubled.

Randomly generated instances are larger in size than the above mentioned instances, they 

are considered medium to large sized, where 34, 40, 46, and 50 customers are considered, 

and 3 manufacturing facility potential sites for the first 2 instances, and 4 manufacturing 

facility potential sites for the last 2 instances. The four instances are generated such that:

The coordinates of manufacturing facility potential locations and customers are uniformly 

distributed in the interval [0, 100]. Distances between every pair of nodes are measured 

using the Euclidean metric. It is assumed that every unit distance requires 1 min of 

traveling time, thus the generated distance matrix corresponds to a traveling time matrix 

in minutes (similar to the data for the six real life data instances). The fixed set-up costs 

of establishing a manufacturing facility is randomly generated between 200,000 and 

350,000 money units. Customers’ demands are uniformly distributed between 400 and 

3000 units per customer. The pickup quantity for each customer is a random fraction of 

the customer’s demand. The minimum number of vehicles required to serve customers is 

pre-determined, based on which, vehicles’ capacities are calculated as the total demand 

divided by the pre-set minimum number of vehicles. For the set of randomly generated 

instances, the minimum number of vehicles required is set to 4. All other parameters and 

conditions are similar to those of the set of real life data instances, mentioned above. For 

the small size problems, the values of  and  were incremented by 0.1 each in the 
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reduced ranges of 5.00   and 13.0   as discussed in Section 4.3.3. For the 

larger size problems the values of  and  were set at 0.5.

4.3.5 Results and Analysis

The heuristic algorithm was coded in Matlab, without utilizing the MATLAB parallel 

computing facility. Runs were performed on a Pentium Q9300 PC, with 2.5 GHZ 

processor and 8 GB RAM. Run times for the 5 small and moderate test problems were in 

the order of a few seconds. For the medium/large instances the run times ranged between 

72 seconds (34 customers and 3 depots) to 350 seconds (50 customers, 4 depots). To 

estimate the quality of the proposed heuristic, the 5 small test instances are solved using 

LINGO software (LINDO Systems, 2002). Optimal solutions are obtained and are 

compared with solutions obtained from the proposed heuristic. Details of the comparison 

are shown in Table 4.6.

Table 4.6: Comparison between Optimal and Heuristic Solutions

Problem

Solution
Relative     
Error (%)

CPU Time (Sec.)

Optimum Heuristic Optimum Heuristic

nodes 5-14 594090 650290 9.5 5 5
nodes 12-23 659090 716810 8.8 2403 10
nodes 22-31 578490 612463 5.9 93 12
nodes 5-14 

double demand
621130 660000 6.3 132 6

nodes 12-23
double demand

671050 741076 10.4 6911 11

As shown in Table 4.6 the deviation from the optimal solution when using the proposed 

heuristic ranges between 5.9 % and 10.4%. The trade off between obtaining an optimal 
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solution and a maximum of 10.4 % inferior solution is obvious in the time required to 

solve the problem. It is noticed that increasing the number of customers from 10 to 12 

increases the solution time significantly to obtain an optimum solution, which is expected 

for NP-hard problems. It is not possible to solve the medium and medium/large problems 

using LINGO. Table 4.7 shows the time elapsed when solving different problem sizes 

using the proposed heuristic, in addition to the total cost encountered, and the number of 

vehicles utilized.

Table 4.7: Results for Larger Problems
Problem Total Cost 

Over 10 yrs
Number of 

Utilized Vehicles
Solution Time

(Seconds)
nodes 5-31* 1265236 7 < 15

34 customers, 3 depots 779456 5 72
40 customers, 3 depots 798523 5 80
46 customers, 4 depots 887956 5 270
50 customers, 4 depots 787960 5 350

* Obtained from the real life problem available in Lin et. al. (2002)   
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CHAPTER 5

VEHICLE ROUTING PROBLEM WITH SIMULTANEOUS

PICKUP AND DELIVERY AND TIME WINDOWS

5.1 Introduction

One of the challenging problems in integrated forward and reverse logistics (IFRL) is the 

vehicle routing problem with simultaneous pickup and delivery and time windows 

(VRPSPD-TW). The importance of this type of problems lies in its wide applications. For 

example, one vehicle routing problem with simultaneous pickup and delivery (VRPSPD)

application is in the soft drink industries where delivery of full bottles and collection of 

empty ones may be performed by the same vehicle. In printing material supply, a vehicle 

may deliver full ink tonners or cartridges and collect empty ones. Another typical 

application is in electronics manufacturing where manufacturers may be required to take 

back and properly dispose of end-of-life (EOL) products. In many practical applications, 

solving vehicle routing problems (VRPs) requires visiting customers during a specific 

time interval. These types of problems are known as the vehicle routing problem with 

time windows (VRPTW). In this chapter, we study the VRP with simultaneous pickup 

and delivery and time windows (VRPSPD-TW), a combination of VRPSPD and 

VRPTW. We present a mathematical model for the problem. We develop a new heuristic 

solution to solve practical size problems that have real life applications. The solution 

obtained using the heuristic method is further improved using simulated annealing (SA)

approach. In addition we use Lagrangian relaxation to obtain lower bounds for some 



69

problems. Numerical examples are provided to illustrate the developed model and 

solution methodology.

5.2 Problem Details

In this section, we present a VRPSPD-TW for IFRL network design. Details of the 

problem and the mixed integer linear (MILP) model representing it are given in the 

following sub-sections.

5.2.1 Problem Definition

We consider a connected network where at each node a customer requires certain amount 

of new products to be delivered from a central depot (or manufacturing facility) in the 

network. In addition, certain amount of EOL products will be collected from the 

customer site and returned to the central depot. A fleet of vehicles start their trips at the 

central depot, such that, each vehicle serves a group of customers. Each customer must be 

served by a vehicle within a given time interval, or a time window. Vehicles perform 

simultaneous deliveries and pickups at the customer sites and end their trips back at the 

central depot. To simplify the problem, we assume that the depot does not have time 

window constraints without loss of generality. Vehicles’ capacities must not be exceeded 

at any stop, and each customer is to be visited only once. The solution of the problem is 

to determine the number of vehicles needed to serve all customers, to assign groups of 

customers to be served by each vehicle, and to build the route for each vehicle. In solving 

this problem we also assume an uncapacitated central depot, single commodity and 

deterministic data. In addition, it is assumed that the required number of vehicles to serve 

all customers is always available and the vehicles are homogenous. Furthermore, we 
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assume that each vehicle has sufficient capacity to make delivery and pickup for at least 

one customer so the considered problem always has feasible solutions. The mathematical 

programming model of the problem is given next.

5.2.2 Mathematical Model

The mathematical model representing the problem defined in Section 5.2.1 is a sub model 

of the general model developed in Chapter 3. We use the same notations given in Chapter 

3. We select the parameters, decision variables, objective function terms and constraints 

that represent the problem in this section.

Parameters:

The following parameters are considered for the mathematical model that represents the 

VRPSPD-TW:

CN , N , K , CV , ijC , jD , jP , ijT , jE , jL   , jSr , M .

In this mathematical model we consider the following:

ijC : Transportation cost between node i and node j , where node 1 represents the   

site of the manufacturing facility; Nji ,...2,1,  and 0iiC ;

N = 1CN ; 

1DN ;

All the other parameters are defined similar to Chapter 3.
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Decision Variables:

The following decision variables are considered for the mathematical model representing 

the VRPSPD-TW:

o
vl , jl , jst , ijvx .

These decision variables are defined similar to Chapter 3.

Objective Function and Constraints:

The objective function of the model is to minimize the total cost. The total cost is the 

total vehicle traveling cost.

Mathematical representation of the objective function is by considering the term (3.1a) of 

the mathematical model presented in Chapter 3.

The above objective function will be minimized under the following constraints from the 

mathematical model in Chapter 3:

(3.2), (3.3), (3.9)-(3.14), (3.25)-(3.27), (3.29).

5.3 Heuristic Solution 

The complexities of VRPTW and VRPSPD are NP-hard (Lenstra and Kan (1981); 

Dethloff (2001)). Based on these considerations, we propose a heuristic solution method 

to solve the VRPSPD-TW problem considered in this Chapter. 

5.3.1 Details of the Heuristic Method for VRPSPD-TW

Using classical heuristics for solving VRPSPD and similar problems has many 

advantages. It requires much less computing time than those based on metaheuristics. In 

addition, it will provide high quality initial solutions for metaheuristic methods (Gajpal 
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and Abad (2010)). Sequential route construction algorithms have been used to solve 

VRPSPD problems, yielding high quality solutions as noticed in Dethloff (2001). In 

addition, sequential route construction algorithms have been widely used to solve 

VRPTW problems as shown in Bräysy and Gendreau (2005a). In this research we use a 

sequential route construction technique to solve the VRPSPD-TW. The algorithm begins 

by selecting a seed customer to build a route from the depot to that seed customer and 

back to the depot. Then, based on predefined insertion criteria, another customer is 

chosen to be inserted into the route. The insertion process continues until, either all 

customers are routed or it is not feasible to insert new customers into the current route. In 

the later case, a new seed customer from the set of unrouted customers (URC ) is chosen 

and the new route building process starts again. The same procedure is repeated until all 

customers are routed. We use 3 different criteria to choose the seed customer. The route 

building and insertion are performed for each of the seed customer selection criterion and 

the best result is recorded. The seed customer selection criteria are based on: 

1) Maximum latest allowable service time;

2) Minimum amount of total pickup and delivery;

3) Combination of 1) and 2).

The first criterion allows a large number of customers to be inserted in the route, before 

and after the seed customer, considering time window constraints. Based on this

consideration, for all URCj , select the seed customer with the maximum jL i.e.:

)max( jLLAT      (5.1)

Breaking ties arbitrarily.
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The second criterion allows a large number of customers to be inserted in the route 

considering vehicles capacity constraints. Based on this consideration, we calculate, for 

all URCj :

jjj PDDP      (5.2)

and use the minimum jDP to select the seed customer. 

The third criterion allows a large number of customers to be inserted in the route 

considering a combination of vehicle capacity and time window constraints. Based on 

this consideration, we calculate, for all URCj :

)( jjjj PDLLDP      (5.3)

and use the maximum jLDP to select the seed customer.

After the route with the seed customer is established, subsequent customers are selected 

to be inserted in the current route s . The criterion for choosing a customer and the 

position to insert the customer in the route is a weighted average of 4 index values. These 

indices are important to generate a high quality vehicle routes for the problem considered 

in this work. These 4 indices, used to calculate the selection and insertion ( SAI ) criterion 

are:

 minimum additional transportation cost

 minimum reduction to the remaining vehicle capacity

 minimum total waiting time of vehicles on the route 

 minimum total number of vehicles to serve all customers

The SAI values for each unrouted customer k to be inserted at position p in the current 

route s are calculated by:

kpskkpskpskps WTRDRSCCIOIATCSAI   )( minmax     (5.4)
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and the customer with the minimum SAI value will be selected. In the above Eq.(5.4), 

ksATC is the additional transportation cost due to the insertion of customer k in position 

p in route s ; kpsIOI is the factor for residual capacity with maxC and minC being the 

maximum and minimum values in the transportation cost matrix, respectively; RDRS

represents the distance from the depot to customer k ; and kpsWT is the total waiting time 

within the current route s . Also in Eq. (5.4),  , and  are weights for the 

corresponding indices. They vary in the range of ]1,0[ . Before presenting the detailed 

steps of the heuristic method, the specific calculations of the 4 indices are given below. 

Let S denote the set of customers in the current route s .

Additional Transportation Cost
,
, kpsATC . For all URCk and Sk :

ijkjikkps CCCATC  for all Sji ,

where: kjik CC , and ijC are transportation costs along links ),( ki , ),( jk and ),( ji , 

respectively.

Remaining Vehicle Capacity, kpsIOI . For all Si , define:

iPRI - the immediate predecessor of node i ;

iSUI - the immediate successor of node i ;

iCD - transportation cost from the depot to node i along s ;

iCP - transportation cost from node i to the depot along s ;

Insert customer k in all possible position p between each pair of nodes in route s and 

calculate:

SiPDllDl iiPRIi
Sj

j i
 



,,0



75


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
Sj

jC DVRD0





Sj

jCPRI PVRP
0

 iCPRIi lVRDRD
i

 ,min

 iCSUIi lVRPRP
i

 ,min















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

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

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






 

 Si
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Si
ii CPCPRPRPT /

Then the impact index on vehicle capacity when inserting customer k at position p in 

route s is calculated by:

)/1()/1( CCkps VRPTVRDTIOI      (5.5)

Eq. (5.5) is similar to the calculation proposed in Dethloff (2001) for generating vehicle 

routes without time window constraints. However, Eq.(5.5) does not consider the effect 

of remaining vehicle capacity on unrouted customers. This is based on the observation 

that considering the effect of remaining vehicle capacity on unrouted customers requires 

more computational time while does not improve the solution quality of the problems

with time window constraints.

Minimum Number of Vehicles, kRDRS . For all URCk and Sk , we calculate:

kk CRDRS 02

This is similar to that discussed in Bianchessi and Righini (2007) and Casco et. al. 

(1988); to assign a negative value of the total transportation cost required by an additional 
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vehicle to the selection criterion. The purpose is to reduce the size of the fleet. This 

"bonus" value is also called radial distance and radial surcharge.

Total Waiting Time of Customers in the Route, kpsWT . If a vehicle arrives earlier than the 

earliest allowable service time of customer i , it must wait until the earliest allowable 

service time begins. The waiting time for customer i is calculated by: 

))((,0min( ,iPRIPRIPRIii iii
TSrstEwt 

To find out the total waiting time within route s , calculate, for all URCk and Sk :





si

ikps wtWT     (5.6)

Eq. (5.6) is used to measure the impact on the total waiting time of customers in route s

when customer k is inserted at position p in the route.

In the heuristic algorithm given below, we calculate the value of SAI for all feasible 

candidate customers and candidate insertion positions in route s . The customer in the 

position with minimum SAI value will be selected to insert in the corresponding 

position.

5.3.2 Steps of the Heuristic Insertion Method for VRPSPD-TW

Step 1. Let the set URC contain all customer sites. Let 1a .

Step 2. Select a customer site URCksd  according to Eq.(5.1). Let }{ sdkURCURC  .

Step 3. Create an initial route S , }0,,0{ sdkS  connecting the depot (Node 0) to customer 

site sdk and back to the depot, in that sequence. Let sdkk *
1 . The tentative route 

is: }0,,0{ *
1kSnew  . Let }0,,0{)( *

1kSaPR new  . Let 2Z ; the number of 

positions in route S for possible insertion of other customer sites.
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Step 4.

Step 4.1. For Zp ,...,1 and all URCkk ii , , check if a feasible route can be 

established by inserting ik at position p in route 

}0,,...,,,0{ *
1

*
2

*
1  ZkkkS , where position 1 is between 0 and *

1k , position 

2 is between *
1k and *

2k , …, position Z is between *
1Zk and the depot 

(Node 0). If an insertion is feasible, let 1),( pkI i ; otherwise, let 

0),( pkI i .

Step 4.2. If 0),( pkI i , for all Zp ,...,1 and all URCkk ii , , 

then the current }0,,...,,,0{ *
1

*
2

*
1  ZkkkS is a complete route established 

for a vehicle to travel in the network. Let 

}0,,...,,,0{)( *
1

*
2

*
1  ZkkkSaPR , 1 aa and go to Step 2; otherwise, 

continue.

Step 4.3. For all URCkk ii , and Zp ,...,1 with corresponding 1),( pkI i , 

calculate pski
SAI given in equation (5.4) above. Let 

][minarg),(
,

**
psk

pk
i i

i

SAIpk  . Insert *
ik in }0,,...,,,0{ *

1
*
2

*
1  ZkkkS at 

position *p . The updated tentative route is: 

}0,,...,,...,.,,0{ *
1

**
2

*
1  Zinew kkkkS . Let }{ *

ikURCURC  . If necessary, 

renumber the selected customers in the tentative route after the new 

insertion.
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Step 5. If URC , output all established routes ,...2,1),( aaPR and calculate the 

corresponding travel cost  



a aPRkt

ktCC
)(

, otherwise, go to step 4.

Step 6. Repeat Steps 1 to 5 for 2 times, except that in Step 2, the seed customers will be 

selected using Eqs. (5.2) and (5.3), respectively. The best results from the total 3 

time runs of the algorithm will be used as the solution of the problem with the 

corresponding total cost value. The procedure is then complete.

In the above procedure, we break any tie arbitrarily. In Step 4.1, inserting customer k in 

position p in route s is feasible if the insertion satisfies the following conditions:

iPRIi RDD  for all }{ kSi 

iPRIi RPP  for all }{ kSi 

iiPRIPRIPRI LTSrst
iii
 , for all }{ kSi 

5.3.3 Numerical Examples

To examine the proposed insertion heuristic approach, we used 2 types of test problems. 

The first type of problems has customer nodes in clear clusters, while the second type of 

problems has customer nodes scattered randomly. For the clustered problems, we used 

several problems from the sets of problems C1 and C2 of the well known 56 Solomon 

benchmark problems (Solomon (1987)). For the randomly scattered problems we used 

some problems from the R1 and R2 sets of the same source. Details of the problem data 

can be found at http://neo.lcc.uma.es/radi-aeb/WebVRP. In the original Solomon 

problems, C1 and R1 sets of problems have tight time windows and small vehicle

capacities, allowing smaller number of customers to be served by each vehicle. 

Correspondingly, the fleet sizes to serve all customers will be larger. On the other hand, 
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problems in C2 and R2 sets have loose time windows and larger vehicle capacities. The 

corresponding fleet size will be smaller. In solving these problems, a vehicle capacity of 

200 units was used for problems in C1 and R1 sets. Vehicle capacities of 700 units and 

1,000 units were used for C2 and R2 problems, respectively. In solving the test problems 

in our work, we added pickup amounts for each customer from the original Solomon 

problems. The pickup quantity ip at customer i was generated by: 

ii Drp  )5.0(

where r is a random number in the range of (0,1) and iD is the demand quantity of 

customer i . Each of the original Solomon problems has one depot and 100 customers. 

Since we need to test the methods developed in this work for different problem sizes, the 

original problems were reduced to having 10, 15 and 50 customers. One may note that all 

the solved VRPSPD-TW problems as reported in the literature have 40 or less customers.

To generate the 10, 15 and 50 customer problems, we used data of the first 10, 15 and 50 

customers, respectively, from the corresponding Solomon problems. Only the integer 

values of the cost figures from the original problems were used in solving the reduced 

testing problems in this work. In presenting our testing results, the names of the original 

problems were revised to reflect the sizes and the added pickup quantity of these 

modified problems. For example, problem P15-C101 is based on the original Solomon 

problem C101 with first 15 customers and pickup quantities generated for each customer. 

In our test problems, we used a vehicle capacity of 100 units for the 10 and 15 customer 

problems. For the 50 customer problems, we used vehicle capacities similar to those of 

the original Solomon problems. The heuristic method developed in this work was coded 
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in Matlab R2007a, without utilizing the MATLAB parallel computing facility. Runs were 

performed on a Pentium Q9300 PC, with 2.5 GHZ processor and 8 GB RAM. 

5.3.4 Results and Analysis

We followed the procedure in the Heuristic Insertion Method for VRPSPD-TW presented 

in Sections 5.3.1 and 5.3.2 to generate the solutions of the test problems with parameters 

 and  incremented by 0.05 each time from 0.0 to 1.0 for the 10 and 15 customer 

problem. For the 50 customer problems,  and  were incremented by 0.2 from 0.0 to 

1.0. In reporting the results, we report the best solution corresponding to a certain 

combination of the parameters  and  . The parameter  was set at 4/ since it tends 

to generate the best results as observed from our preliminary trials in solving these 

problems. To test the effectiveness of the heuristic method developed in this work, we 

compared the heuristic solutions with the optimal solutions of the test problems. We were 

able to obtain optimal solutions for all the 10 customer and 15 customer problems using 

LINGO software (LINDO Systems, 2002) on the same PC computer. For the 50 customer 

problems, we were not able to obtain optimal solutions for only 2 of the 5 cases after 

more than 20 hours of computation. Comparisons of the total cost values corresponding 

to the solutions by the heuristic method and optimal solutions by LINGO for the tested 10 

customer problems are shown in Table 5.1. Both the proposed heuristic method and the 

used exact method of LINGO use 2 to 5 seconds of computational times to solve the 10 

customer problems. As Table 5.1 shows, the proposed heuristic method found optimal 

solutions for 6 out of the tested 14 problems. For the other 8 problems, the relative errors 

in terms of the cost values are from 2.6% to 16.9% with the average being 4.7% for all 

the 14 tested problems. Similar comparisons for 8 tested problems with 15 customers are 
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presented in Table 5.2. As can be seen from Table 5.2, the heuristic method found 

optimal solution for 1 of the 8 tested problems. The relative errors are from 1.3% to 

11.6% for the near-optimal solutions. The average deviation is 6.8% considering all the 8 

tested problems. Table 5.2 also shows the computational times used by LINGO to reach 

the optimal solution and those used by the heuristic methods which are much shorter. 

Table 5.1: Solution Comparison for 10-Customer Problems
Problem Proposed Heuristic Solution by LINGO Relative Error (%)

P10-C107 86 86 0
P10-C109 85 85 0
P10-C201 147 147 0
P10-C202 147 147 0
P10-R101 295 266 10.9
P10-R102 243 226 7.5
P10-R105 275 250 10
P10-R110 210 210 0
P10-R112 200 195 2.6
P10-R203 228 195 16.9
P10-R206 202 195 3.6
P10-R207 192 192 0
P10-R208 207 192 7.8
P10-R209 207 195 6.1
Average 4.7

Table 5.2: Solution Comparison for 15-Customer Problems

Problem 
Proposed Method Solution by LINGO

Relative Error 
(%)Solution

CPU Time 
(sec.)

Solution
CPU Time 

(sec.)
P15-C101 205 0.3 205 42 0
P15-C104 201 1.2 194 2,647 3.6
P15-C203 238 1.8 235 908 1.3
P15-C207 254 1.5 235 1804 8.1
P15-R102 366 0.3 328 7204 11.6
P15-R107 342 0.5 311 1329 9.9
P15-R209 309 1.1 277 32 11.6
P15-R210 317 1.4 290 110 9.3
Average 6.9



82

Computational results of 5 tested problems with 50 customers are presented in Table 5.3. 

As can be seen from this table, optimal solutions of 3 out of the 5 problems of this size 

were obtained using LINGO. Table 5.3 also presents the lower bounds of the cost 

function and cost values corresponding to the best feasible solutions found by LINGO 

after 20 hours of computation for problems P50-C107 and P50-R105. No feasible 

solutions were found by LINGO with 20 hours of computation for other tested 50-

custormer problems generated from the Solomon benchmark problems. From Table 5.3, 

it can be seen that the proposed heuristic method found optimal solution for problem P50-

C201. It found near-optimal solution for problems P50-C105 and P50-C106 with errors 

of 9.3% and 8.6%, respectively. The heuristic method used 1.1 seconds to find a near-

optimal solution for problem P50-C107. The near optimal solution deviates by 1.8% from 

the best feasible solution and by 6.2% from the lower bound found by LINGO after 20 

hours of computation. Table 5.3 also presents similar information in solving problem 

P50-R105, where the near optimal solution is superior by 2.6% to the best feasible 

solution obtained by LINGO, and deviates by 10.6% from the lower bound. Optimal 

solutions recorded in Tables 5.1 to 5.3 are based on iteration on the number of vehicles. 

We obtained optimum solutions for the fleet size provided by the heuristic method, 1 and 

2 vehicles less, and 1 and 2 vehicles more than that fleet size.

Table 5.3: Solution Comparison for 50-Customer Problems

Problem 
Proposed Method Solution by LINGO Relative Error 

from Optimal or 
Lower Bound (%)Solution

CPU Time 
(sec.)

Lower
Bound

Best 
Solution

CPU Time 
(sec.)

P50-C105 386 1.1 353 353 15 9.3
P50-C106 444 0.95 409 409 59,315 8.6
P50-C107 394 1.1 371 387 (20 Hours) 6.2
P50-C201 430 2.5 430 430 10 0
P50-R105 960 0.73 868 986 (20 Hours) 10.6
Average 6.9
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In analyzing the computational results by the developed heuristic method, we notice that 

the quality of the heuristic solutions is, in general, independent of the problem sizes. The 

average relative errors from optimum or lower bounds for different types of problems are 

extracted from Tables 5.1, 5.2 and 5.3. They are summarized in Table 5.4. The average 

errors of Group 1 (C1 and R1) problems and Group 2 (C2 and R2) problems are 

comparable. It means that the quality of the heuristic solutions is not related to the 

tightness of the time windows or the vehicle capacity of these problems. On the other 

hand, we notice that the errors are significantly different between the clustered type and 

random type of problems. As can be seen from Table 5.4, the proposed heuristic method 

performs better in solving clustered type of problems than in solving random type 

problems. This could be due to that it is easier to assign a cluster of customers to the 

same vehicle and hence leads to higher quality solutions.

Table 5.4: Average Relative Errors for Different Types of Problems
Problem Group Average Relative Errors (%)

C1 4
C2 1.9
R1 7.7
R2 7.9

Clustered (C1, C2) 3
Random (R1, R2) 7.8
Group 1 (C1, R1) 5.9
Group 2 (C2, R2) 4.9

5.4 Simulated Annealing  

Simulated annealing is a probabilistic local search technique, which imitates the concept 

of physical annealing of metals. It has been widely and successfully used for solving 



84

various combinatorial optimization problems. In general, the SA search process starts 

with an initial feasible solution and searches for better solutions in the neighborhood of 

the current solution. It accepts a “bad” neighborhood solution with a certain probability in 

order to avoid local optima. Simulated annealing has yielded promising solutions to the 

VRPTW as shown, for example, in Lin et. al. (2006) and de Oliveira et. al. (2007). A 

review in Bräysy and Gendreau (2005b) shows that simulated annealing is an effective 

metaheuristic approach for solving the VRPTW problems efficiently. Hence, we adopt a 

simulated annealing approach to improve the initial solution obtained by the heuristic 

insertion method presented in Section 5.3.

5.4.1 Simulated Annealing Procedure

A typical SA procedure in its simple version requires an initial temperature initT , freezing 

temperature 0T and a cooling rate r . The typical SA steps to be followed while searching 

for the optimal solution of any combinatorial optimization problem are:

Step 1. Let the initial solution be the current trial solution cf and initc ZZ  , where initZ is 

the value of the objective function to be minimized, corresponding to the initial 

solution. Set temperature value initc TT  . 

Step 2. If stopping criteria are met, stop; otherwise, find a feasible solution nf in the 

neighborhood of cf as the candidate for the next trial solution. Calculate the 

corresponding objective function value nZ .

Step 3. If cn ZZ  , let nc ff  , nc ZZ  and cTrTT  0 , go to Step 2;

otherwise, generate a random number R in (0,1):
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if ]/)exp[( TZZPR cn  , let nc ff  , nc ZZ  and cTrTT  0 , 

go to Step 2;

otherwise: let cTTT  0 , go to Step 2.

As mentioned earlier, the SA search procedure evaluates large number of feasible 

solutions of the problem. In this research, we generate these feasible solutions using the 

neighborhood search methods discussed below.

5.4.2 Neighborhood Search

In this research, customer exchange operator, edge exchange operator and insertion 

operator are used to obtain neighborhood solutions. These operators are similar to some 

of those discussed in Li and Lim (2003), Lin et. al. (2006), and Taillard et. al. (1997). 

1. Customer exchange operator. Two non-empty routes are randomly selected. One 

customer is arbitrarily selected from each route. These two arbitrarily selected 

customers exchange their positions. Figure 5.1 illustrates the operation of the 

customer exchange operator.

Figure 5.1: Customer Exchange Operator

Route 1

Route 2

Customer 1

Customer 2
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2. Edge exchange operator. Two non-empty routes are randomly selected. From each 

route randomly choose a group of consecutive customers, called an edge. The two 

identified edges will be exchanged. There is no limit on the number of customers per 

edge. Figure 5.2 illustrates the operation of the edge exchange operator.

Figure 5.2: Edge Exchange Operator

3. Insertion operator. This operator removes a random customer on an arbitrarily 

selected route. It then inserts the customer in another randomly selected route. The 

position of the insertion is also random. Figure 5.3 illustrates the operation of the 

insertion operator.

   Figure 5.3: Insertion Operator

For customer exchange and edge exchange operators, when choosing 2 routes randomly, 

the same route may be chosen twice. This is allowed, and the result will be that: two 
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customers on the same route will exchange places in the case of customer exchange 

operator, while in the case of edge exchange operator, two groups of successive 

customers, on the same route, will exchange places. In search for neighborhood solutions, 

one of the operators mentioned above is utilized. The utilized operator is chosen 

according to a certain predefined probability. If the new (neighbor) solution is infeasible 

in terms of vehicle capacity or time windows constraints, it is simply rejected. The 

solution procedure (INST-SA) consisting of the insertion heuristic (Sub-Sections 5.3.1 

and 5.3.2), and the simulated annealing procedure (Sub-Sections 5.4.1 and 5.4.2) are 

tested using a number of numerical examples.

5.4.3 Numerical Examples 

To test the proposed insertion heuristic and the simulated annealing approach we used the 

well known 56 Solomon problems (Solomon (1987)). Details for problems in groups C1, 

C2, R1, and R2 are similar to those in Sub-Section 5.3.3. We also used problems in 

groups RC1 and RC2, where, some customers are clustered, while others are scattered. 

For problems in groups RC1 and RC2, we used customers 1 to 25 and customers 76 to 

100. For problems in group RC1, each vehicle has a capacity of 200 units. For problems 

in group RC2, each vehicle has a capacity of 1000 units. Pickup quantities at each 

customer, and instances’ naming are the same as in Sub-Section 5.3.3. To obtain the 

initial solution of the test problems, we set the values of  and  in the insertion

heuristic method to 0.0, 0.5 and 1.0 for trial runs, and  at the level of 4/ . We 

conducted several test runs in order to set better values of the parameters in the SA 

algorithm. Based on the results of the trail runs, 100initT , 1fT and 95.0r with 
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cooling equation cTrTT  0 , were selected for the SA search. The procedure would

run 1500 iterations before reducing the temperature. The probability of choosing the 

customer exchange operator was 60%. The probability of choosing the edge exchange 

operator was 10%. The probability of choosing the insertion operator was 30%. We run 

the SA for 10 times in solving each of the test problems, and the best result is reported. 

The heuristic INST-SA procedure developed was coded in Matlab R2007a without using 

the Matlab parallel computing facilities. Runs were performed on a PC with Pentium 

Q9300 processor of 2.5 GHZ and 8 GB RAM. 

5.4.4 Results and Analysis 

We tested the effectiveness of the proposed solution procedure by comparing the 

heuristic and simulated annealing solutions with optimal solutions of several testing 

problems of smaller sizes. Due to the size of most of the testing problems and limited 

computing resources, we are able to obtain optimal solutions using LINGO (LINDO 

Systems, 2002) for 14 problems among the tested modified 56 Solomon problems as 

shown in Table 5.5. For these 14 problems, the proposed INST-SA procedure is able to 

find optimal solutions. As can be seen from Table 5.5, when problem size is relatively 

small with 10 customers, it took comparable computational time for INST-SA and 

LINGO to reach the optimal solutions. However, for problems of larger sizes, the 

advantage of using INST-SA becomes apparent as it requires much less computing time 

comparing to the brute force based optimization procedure. For problems with 15 

customers, INST-SA was able to find optimal solutions in much shorter computational 

time with one exception recorded. It has been noted that computational time for group 1 

problems is less than that for other problems. This is due to the tighter time windows and 
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smaller vehicle capacities which permits fewer customers in one vehicle, and hence a 

fewer insertion options to select. For problems with 50 customers, optimal solution was 

obtained for only three of the testing problems by LINGO while INST-SA obtained the 

same solution much faster. Using LINGO, we were not able to find optimal solutions for 

other 50 customer problems after 20 hours of computation. Table 5.5 also shows lower 

bounds and best solutions determined by LINGO after 20 hours of computation for 

problems P15-RC204, P50-C107, and P50-R105. The heuristic INST-SA procedure 

generated similar or better solutions than LINGO with much shorter computational time. 

The maximum errors of the solutions from the lower bounds set by LINGO in terms of 

the objective function value were 14.5% for P15-RC204, 4.3% for P50-C107 and 5.9% 

for P50-R105, respectively. Tables 5.6 to 5.11 show the results of the 56 modified 

Solomon problems in the 6 groups, respectively. Each of these tables shows the 

transportation costs of the initial solutions, the improvement by the SA search and the 

required number of vehicles corresponding to the initial solutions and the improved

solutions. Results in these tables show that the SA procedure is able to improve the initial 

solutions for all the testing problems, except for P50-C201. The range of the 

improvements is from 1.8% to 38.5%. The required number of vehicles for group 1 

problems (P50-C1, P50-R1 and P50-RC1) is generally more than those for group 2 

problems. This is because in group 1 problems, time windows and vehicle capacities are 

tighter to allow for small number of customers to be served by each vehicle. Group 2 

problems have more relaxed time windows and larger vehicle capacities. The results in 

Tables 5.6 to 5.11 also show that the number of vehicles in 6 of the group 1 problems was

reduced by the SA search process while there is no vehicle reduction by the SA search for 
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group 2 problems. This could also be due to the tight vehicle capacities and time 

windows for group 1 problems. Table 5.12 shows the average improvements from the SA 

search for the 6 sets testing problems. From Table 5.12, it can be seen that the average 

improvement by the SA for all the problems is 19%. We also notice that the 

improvements for group P50-R2 problems are more significant than those for group P50-

R1 problems. A similar phenomenon is observed between group P50-RC2 problems and 

group P50-RC1 problems. This could also be due to the differences in vehicle capacities 

and time window limits between these groups of problems. Optimal solutions recorded in 

Table 5.5 follow the same iteration procedure for optimal solutions in Tables 5.1 to 5.3.

Table 5.5: Solution and Computational Time Comparison

*Best feasible solution found by LINGO for 20 hours of computation.
†
No feasible solution found by LINGO for 20 hours of computation.

Problem 
Vehicle 
Capacity

Solution by INST-SA Solution by LINGO
Best 

Solution
CPU Time 

(sec.)
Lower 
Bound

Best 
Solution

CPU Time 
(sec.)

P10-C101

100

88 3 88 88 2
P10-C202 147 4 147 147 22
P10-R101 266 2.6 266 266 1
P10-R205 213 10 213 213 3

P10-RC103 232 3 232 232 233
P10-RC201 275 1.6 275 275 58
P15-C104

100

194 5.3 194 194 2,647
P15-C203 235 8.2 235 235 908
P15-R102 328 4.6 328 328 7204
P15-R209 277 5.4 277 277 32

P15-RC106 320 3.7 320 320 5
P15-RC204 283 4.8 247 302* (20 Hours)
P50-C105 200 353 68 353 353 15
P50-C106 200 409 64 409 409 59,315
P50-C107 200 387 70 371 387* (20 Hours)
P50-C201 200 430 95 430 430 10
P50-C204 700 345 190 NA† NA† (20 Hours)
P50-R105 200 919 47 868 986* (20 Hours)
P50-R210 1000 657 143 NA† NA† (20 Hours)

P50-RC102 200 757 54 NA† NA† (20 Hours)
P50-RC203 1000 586 170 NA† NA† (20 Hours)



91

                Table 5.6: Results of Modified Solomon C1 Problems

Problem 
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-C101 493 445 9.7 6 6 0
P50-C102 557 452 18.9 6 6 0
P50-C103 581 437 24.8 6 6 0
P50-C104 476 378 20.6 5 5 0
P50-C105 388 353 9.0 5 5 0
P50-C106 444 409 7.7 6 6 0
P50-C107 394 387 1.8 5 5 0
P50-C108 505 390 22.8 6 5 1
P50-C109 526 440 16.3 6 6 0

                      

Table 5.7: Results of Modified Solomon C2 Problems

Problem 
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-C201 430 430 0.0 2 2 0
P50-C202 466 407 12.7 2 2 0
P50-C203 515 405 21.4 2 2 0
P50-C204 447 345 22.8 2 2 0
P50-C205 485 426 12.2 2 2 0
P50-C206 469 409 12.8 2 2 0
P50-C207 465 408 12.3 2 2 0
P50-C208 387 337 12.9 2 2 0

                        Table 5.8: Results of Modified Solomon R1 Problems

Problem 
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-R101 1154 1021 11.5 12 11 1
P50-R102 1024 837 18.3 11 8 3
P50-R103 910 768 15.6 9 9 0
P50-R104 760 643 15.4 7 7 0
P50-R105 1035 919 11.2 9 9 0
P50-R106 908 783 13.8 8 8 0
P50-R107 824 724 12.1 8 7 1
P50-R108 732 615 16.0 6 6 0
P50-R109 929 776 16.5 8 8 0
P50-R110 842 717 14.8 8 8 0
P50-R111 850 712 16.2 7 7 0
P50-R112 694 644 7.2 6 6 0
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                       Table 5.9: Results of Modified Solomon R2 Problems

Problem 
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-R201 1130 869 23.1 3 3 0
P50-R202 966 736 23.8 3 3 0
P50-R203 824 660 19.9 2 2 0
P50-R204 664 498 25.0 2 2 0
P50-R205 1026 714 30.4 3 3 0
P50-R206 841 667 20.7 2 2 0
P50-R207 761 590 22.4 2 2 0
P50-R208 621 506 18.5 2 2 0
P50-R209 782 674 13.8 2 2 0
P50-R210 922 657 28.7 2 2 0
P50-R211 721 577 20.0 2 2 0

             

Table 5.10: Results of Modified Solomon RC1 Problems

Problem
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-RC101 1020 869 14.8 10 10 0
P50-RC102 964 757 21.5 8 8 0
P50-RC103 898 691 23.1 8 6 2
P50-RC104 855 649 24.1 8 6 2
P50-RC105 1089 896 17.7 10 10 0
P50-RC106 890 752 15.5 8 8 0
P50-RC107 860 699 18.7 8 8 0
P50-RC108 737 665 9.8 7 7 0

               Table 5.11: Results of Modified Solomon RC2 Problems

Problem 
Total Cost Number of Required Vehicles

Initial
Solution

SA
Solution

Improvement 
(%)

Initial 
Solution

SA
Solution

Difference

P50-RC201 1085 796 26.6 3 3 0
P50-RC202 923 648 29.8 3 3 0
P50-RC203 847 586 30.8 2 2 0
P50-RC204 701 512 27.0 2 2 0
P50-RC205 1017 667 34.4 3 3 0
P50-RC206 844 644 23.7 3 3 0
P50-RC207 936 576 38.5 3 3 0
P50-RC208 642 478 25.5 2 2 0
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       Table 5.12: Average Costs of the Initial Solution and the Improved Solution by SA

Problem Group
Average Total Cost

Average Improvement (%) 
Initial Solution SA Solution

P50-C1 484.9 410.2 15.4
P50-C2 458.0 395.9 13.8
P50-R1 888.5 763.3 14.1
P50-R2 841.6 649.8 22.8

P50-RC1 914.1 747.3 18.2
P50-RC2 874.4 613.4 29.8
Average 743.6 596.7 19

5.5 Lower Bound  

As mentioned previously, the VRPSPD-TW is NP-hard in nature. Reaching optimal 

solutions for practical size problems in most cases is either not possible or time 

consuming. In this research, we used LINGO (LINDO Systems, 2002) to obtain optimal 

solutions. The problems we attempted to solve were some of the 50-customer modified 

Solomon problems mentioned in Sections 5.3.3 and 5.4.3. We tried to solve all problems 

belonging to C1, C2, R1, and R2 problems, and some of problems belonging to the RC1 

and RC2 groups. Nevertheless, we were able to obtain optimal solutions for only 3 

problems, namely, problems P50-C105, P50-C106, and P50-C201.

To further test the effectiveness of the proposed heuristic and simulated annealing 

procedure, we tried to find lower bounds for some of the problems. We used two methods 

for the lower bound. The first method was running LINGO for 20 hours and using the 

lower bound provided by the software. Lower bounds were found for three problems, 

P15-RC204, P50-C107, and P50-R105, as shown in Tables 5.3 and 5.5.

In another attempt to obtain more lower bounds we used Lagrangian relaxation. We 

implemented the traditional subgradient optimization method to relax constraint set (3.2) 
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in Chapter 3. After applying Lagrangian relaxation to constraint set (3.2), the objective 

function of the new problem becomes:

Minimize    
   


N

i

N

j

K

v
ijv

N

j
jijvij xxC

1 1 1 2

)1(.  (5.7)

Where, j is the Lagrange multiplier associated with each customer.

Objective function (5.7) is minimized subject to constraints (3.3), (3.9)-(3.14), (3.25)-

(3.27), (3.29) from Chapter 3.

Constraint set (3.2) is the only constraint linking vehicles together. Therefore, the relaxed 

model decomposes to a number of similar sub-problems; a sub-problem for each vehicle.

Using the relaxed model, we tried solving the modified 50-customer problems in C1, C2, 

R1, and R2 problems (details are in Section 5.3.3). In addition we solved 17 different 

problems of sizes 10 and 15 customers to test the gap between the Lagrange lower 

bounds and the optimum solutions. We used the solution obtained from INST-SA as the 

initial solution for the Lagrangian procedure. Table 5.13 shows a comparison between the 

optimal solutions and the Lagrangian lower bounds for the 10 and 15 customer problems. 

The difference between the Lagrange lower bound and the optimum solution for the 17 

small problems (10 and 15 customers) in Table 5.13 ranges between 0.5% and 7.7%, with 

an average of 2.6%. 

As mentioned earlier, we tried to solve the modified 50-customer problems in C1, C2, 

R1, and R2 problems using the relaxed model.  We were able to obtain Lagrange lower 

bounds for 6 problems. These problems are P50-C105, P50-C106, P50-C107, P50-C201, 

P50-R101 and P50-R105. For 3 out of the 6 problems, we obtained optimal solutions.

The three problems are P50-C105, P50-C106 and P50-C201. Comparison between the 
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Lagrangian lower bounds and optimal solutions for these three problems are reported in 

Table 5.13.

          Table 5.13: Optimal and Lagrange Lower Bounds
Problem Optimal Solution Lagrange Lower Bound Deviation (%)

P10-C107 86 84 2.3
P10-C109 85 83 2.3
P10-C201 147 146 0.7
P10-C202 147 146 0.7
P10-R101 266 255 4.1
P10-R102 226 222 1.8
P10-R110 210 206 1.9
P10-R112 195 193 1
P10-R203 195 194 0.5
P10-R206 195 191 2.1
P10-R207 192 190 1
P10-R208 192 191 0.5
P10-R209 195 191 2.1
P15-C101 205 194 5.4
P15-C104 194 179 7.7
P15-C203 235 229 2.6
P15-C207 235 219 6.8
P50-C105 353 350 0.8
P50-C106 409 382 6.6
P50-C201 430 395 8.1

We notice from Table 5.13 that the Lagrangian lower bounds of the 50-customer 

problems deviate from optimal in the range of 0.8% to 8.1%. According to the above 

results we may conclude that the percentage deviation between the Lagrangian lower 

bounds and the optimal are not dependant on the problem size. The problems presented in 

Table 5.13 were solved using our proposed solution methodology INST-SA, and it was 

able to obtain the optimum solutions for all the problems.

Lower bounds for problems P50-C107, P50-R101 and P50-R105 are presented in Table 

5.14. For problems P50-C107 and P50-R105, we have two lower bounds, one through 

running LINGO for 20 hours and the Lagrange lower bound. The lower bounds from 
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LINGO are also shown in Table 5.14. Table 5.14 shows that the lower bounds obtained 

by LINGO are closer to optimum than the Lagrangian lower bounds. INST-SA solution 

for problem P50-C107 deviates by 4.3% from LINGO lower bound, and by 7% from the 

Lagrange lower bound. Regarding problem P50-R105, INST-SA solution deviates by 

5.9% from LINGO lower bound, and by 6% from the Lagrange lower bound. INST-SA

solution for problem P50-R101 deviates 3% from the Lagrange lower bound. 

  Table 5.14: Lagrange and LINGO Lower Bounds
Problem Lagrange Lower Bound LINGO Lower Bound

P50-C107 360 371
P50-R101 990 -
P50-R105 863 868

The reason we were not able to obtain more lower bounds using the simple Lagrangian 

relaxation presented in this section is as follows:

When using Lagrangian relaxation to decompose the VRPTW, the problem decomposes 

to a number of elementary shortest path problems with time windows and capacity 

constraints, denoted by ESPPTWCC (Kohl and Madsen (1997)). According to 

Kallehauge et. al. (2005) the ESPPTWCC is NP-hard in nature. On the other hand, the 

relaxed model represented by objective function (5.7), and constraints (3.3), (3.9)-(3.14), 

(3.25)-(3.27), (3.29) is NP-hard also. To prove this, we follow the same approach 

presented in Dethloff (2001): For any sub-problem represented by the relaxed model, if 

jj DP  or, 0jP , the sub-problem reduces to the ESPPTWCC, which is NP-hard in 

nature. Therefore, a sub-problem represented by the relaxed model in this section is NP-

hard as well.
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According to Kohl and Madsen (1997), permitting service of customers more than once, 

i.e. permitting cycling slightly relaxes ESPPTWCC. The new sub-problems become the 

shortest path problem with time windows and capacity constraints (SPPTWCC). 

SPPTWCC is solvable in most cases using Dynamic programming. The bounds obtained 

by solving the SPPTWCC for the VRPTW are of excellent quality, as mentioned in 

Desrochers et. al. (1992). Relaxing the VRPSPD-TW to the SPPTWCC with 

simultaneous pickup and delivery may result in more and better lower bounds for the 

original problem. However, this is not discussed in this research and is left for future 

research.
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CHAPTER 6

MULTI-DEPOT VEHICLE ROUTING PROBLEM WITH 

SIMULTANEOUS PICKUP AND DELIVERY AND TIME 

WINDOWS

6.1 Introduction

The multi-depot vehicle routing problem has been studied by many researchers. Different 

variants of the problem have been acknowledged and studied, as shown in Chapter 2. In 

this chapter we study the MDVRP within the IFRL context. The presented problem is a 

variant of the MDVRP; the multi-depot vehicle routing problem with simultaneous 

pickup and delivery and time windows (MDVRPSPD-TW). According to the literature 

review that we have performed, this work introduces the problem for the first time. We 

realize the importance of the problem since the applications of the VRPSPD-TW, 

mentioned in Chapter 5, are very likely to operate with the multi-depot case. In that case, 

these applications may benefit from the work presented in this chapter. We present for 

the first time a MILP model to represent the problem. Since the problem requires solving 

a number of assignment and vehicle routing sub-problems, the MDVRPSPD-TW is 

expected to be NP-hard. Therefore, we develop a heuristic technique, followed by 

simulated annealing procedure to solve practical size problems that have real life 

applications.
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6.2 Problem Details

In this section, we present a MDVRPSPD-TW for IFRL network design. Details of the 

problem and the MILP model representing it are given in the following sub-sections.

6.2.1 Problem Definition

We consider a number of established manufacturing facilities or depots. Each depot has a 

limited capacity. A connected network is considered between each depot and all the 

customers. Customers require an amount of new products to be delivered from a depot. In 

addition, customers require a certain amount of EOL products to be collected. Each 

customer must be served by one vehicle within a given time window. A homogeneous 

fleet of vehicles is available at each depot. The number of vehicles at a depot is not 

restricted. Each vehicle starts the trip from the associated depot, such that, each vehicle 

serves a group of customers. A vehicle performs simultaneous delivery and pickup at the 

customer sites, and ends the trip at the same depot. Vehicles’ capacities must not be 

exceeded at any stop, and each customer must be visited only once. Vehicles are not 

allowed to travel between depots. Since customers must be served by one vehicle, and 

travel between depots is prohibited, then any customer must be assigned to one depot and 

one vehicle. The demand for a group of customers assigned to a depot must not exceed 

the capacity of that depot. We do not assume depot capacity restrictions on the amount of 

pickup products. To simplify the problem, we assume that depots do not have time 

window constraints without loss of generality. In addition, we assume a single 

commodity model and deterministic data. The required number of vehicles to serve all 

customers is always available and each vehicle has sufficient capacity to make delivery 

and pickup for at least one customer. Hence, the considered problem always has feasible 
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solutions. The solution of the problem is to assign a group of customers for each depot, 

determine the number of vehicles required at each depot to serve the assigned customers. 

In addition, assign groups of customers to be served by each vehicle, and to build the 

route for each vehicle. The solution of the problem may result in one or more depots 

being idle; i.e. no customers are assigned to that depot.

6.2.2 Mathematical Model

The mathematical model representing the problem defined in Section 6.2.1 is a sub model 

of the general model developed in Chapter 3. We use the same notations given in Chapter 

3. We select the parameters, decision variables, objective function terms and constraints 

that represent the problem in this section.

Parameters:

The following parameters are considered for the mathematical model that represents the 

MDVRPSPD-TW:

DN , CN , N , K , CV , jDc , ijC , jD , jP , ijT , jE , jL   , jSr , M .

In this mathematical model we consider the following:

ijC : Transportation cost between node i and node j with 0iiC and 

NNNji DD ,...,1,,...2,1,  , where, nodes NND ,...,1 representing all the 

customers nodes.

CD NNN  .

All the other parameters are defined similar to Chapter 3.
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Decision Variables:

The following decision variables are considered for the mathematical model representing 

the MDVRPSPD-TW:

o
vl , jvl , jld , jst , iju , ijvx , vjz

These decision variables are defined similar to Chapter 3.

Objective Function and Constraints:

The objective function of the model is to minimize the total cost. The total cost is the 

total vehicle traveling cost.

Mathematical representation of the objective function is by considering the term (3.1a) of 

the mathematical model presented in Chapter 3.

The above objective function will be minimized under the following constraints from the 

mathematical model in Chapter 3:

(3.2)-(3.14), (3.23), (3.25)-(3.27), (3.29), (3.32)-(3.33).

6.3 Solution Methodology

To solve the problem defined in the previous section, we propose a 2-phase heuristic 

solution method followed by a simulated annealing procedure to improve the results of 

the heuristic solution.

6.3.1 Heuristic Method for MDVRPSPD-TW

Heuristic methods have been used by many researchers to solve different variants of 

MDVRP, as seen in Chapter 2. To solve the problem explained in Section 6.2, we use the 

sequential route construction heuristic presented in Chapter 5, Section 5.3. However, 
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some modifications are necessary for the heuristic to solve the MDVRPSPD-TW. The 

heuristic for solving the problem with the multi-depot case consists of two phases. The 

first phase is to assign customers to depots, and the second phase is to solve the 

VRPSPDTW for each depot with its assigned customers. The first phase of assigning 

customers to depots is straight forward. For each customer ih at site i , find its nearest 

depot jNR at site j (by checking the cost matrix), breaking ties arbitrarily, where depot 

capacity permits. Consider assigning the customer at site i to its nearest depot at site j , 

and perform the following depot capacity check:

Calculate the remaining capacity jRC of the depot jNR using the following equation:





jTl

iljj DDDcRC     (6.1)

Where: jT is the set of customers already assigned to the depot jNR . As defined in 

Chapter 3, jDC is the capacity of the depot at site j , and iD is the demand amount for 

the customer at site i .

If 0jRC , then assign customer at site ih to the depot jNR ,otherwise, check the cost 

matrix to find the next nearest depot for customer ih . Perform the above feasibility 

check. Repeat the assignment and feasibility check until customer ih is assigned to a 

depot. Repeat the procedure until every customer is assigned to one depot.

The first phase terminates when all customers are assigned to depots. The second phase is 

solving the VRPSPD-TW for each depot and its assigned customers. To solve the 

VRPSPD-TW for the depots we follow the heuristic procedure explained in Chapter 5, 

Sections, 5.3.1 and 5.3.2.
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Steps of the 2-phase heuristic to solve the MDVRPSPD_TW are given next:

Phase 1:

Step 1. Let the set UAC contain all customer sites. Let 1b .

Step 2. Let the sets 
DNTT ,...,1 .

Step 3. Select a customer UAChi  . Let }{ ihUACUAC  .

Step 4. Determine the distance from customer ih to depots at site DNjj ,..,1,  .

Let the set NR contain all the depot sites such that )(bNR is the depot at site j

nearest to customer ih , )1( bNR be the depot at another site j that is second 

nearest to customer ih , and so on.

Step 5. 

Step 5.1. Assign customer ih to depot )(bNR .Calculate jRC of )(bNR according 

to Eq. (6.1). 

Step 5.2. If 0jRC , then 1 bb go to Step 5.1 ; otherwise, continue.

Step 5.3. ibNRbNR hTT  )()( , 1b

Step 6. If UAC go to Step 3; otherwise, continue.

Step 7. Output sets 
DNTT ,...,1 .

End of phase 1.

Phase 2:

Step 1. Let 1c .

Step 2. Solve the VRPSPD-TW for set cT from phase 1 using steps 1 to 6 in Chapter 5, 

Section 5.3.2. Let 1 cc .

Step 3. If DNc  go to Step 2; otherwise, continue.
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Step 4. Output all established routes for all sets 
DNTT ,...,1 .

End of phase 2 and the heuristic procedure.

6.3.2 Simulated Annealing for MDVRPSPD-TW

Using simulated annealing for solving VRPSPD-TW in Chapter 5 improved the solutions 

obtained from the insertion heuristic for most of the test problems. Therefore, we used a 

simulated annealing approach to solve the MDVRPSPD-TW presented in this chapter. 

We used the solution obtained from the heuristic procedure explained in Section 6.3.1 as 

an initial solution for the simulated annealing approach. We used the same SA approach 

explained in Chapter 5 Section 5.4.1. We mentioned previously that the solutions 

obtained by the heuristic method may result in idle depots. Idle depots are those depots 

that do not have any customers assigned to them. The idle depots are considered part of

the initial solution provided for the SA procedure. They are represented by an empty 

route. The SA procedure evaluates a large number of neighborhood solutions using the 

following neighborhood operators:

1- Depot exchange operator. This operator randomly chooses 2 routes, and 

exchanges their assigned depots. The resulting new solution is assigning the 2 

chosen vehicles and their assigned customers, in the same routing order, to 

another depot.

2- Customer exchange operator. Where 2 routes are randomly chosen. From each 

route a customer is randomly chosen and the 2 chosen customers exchange their 

positions. 

3- Insertion operator. In this operator, 2 routes are chosen randomly. A customer is 

chosen randomly from one of the routes and is inserted into a random position at 



105

the other route.

The customer exchange and insertion operators are similar to those used to solve the 

VRPSPD-TW in Chapter 5, Section 5.4.2. 

For the customer exchange operator, the two chosen routes may be identical. For the 

insertion operator, identical routes are not permitted. For the depot exchange operator, the 

2 routes must belong to two different depots. Depots that do not have any customers 

assigned to them (idle depots) are permitted for the depot exchange operator only. They 

are represented by empty routes, and this is the only case where empty routes are 

permitted. However, at least one of the routes chosen for the depot exchange operator 

must be non-empty. In the case when an idle depot (empty route) is chosen, the vehicle 

and customers of the non-empty route are assigned to the idle depot. This situation 

permits idle depots to be examined for potential better solutions. 

The neighborhood search process utilizes one of the 3 operators mentioned above. The 

criterion for choosing an operator is based on a predefined probability. For a (new) 

neighbor solution obtained, a feasibility check is performed. The feasibility check is for 

depot capacity, vehicle capacity, and time windows constraints. If the new solution is 

infeasible, it is simply rejected. 

The insertion heuristic and the SA procedure explained in this chapter are tested on 

numerical examples. 

6.4 Numerical Examples

To examine the efficiency of the proposed solution method explained in Section 6.3 a 

number of numerical examples were used. We used a total of 12 examples of different 

sizes. Two of these examples were randomly generated such that: the first example 
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consisted of 5 customers and 2 depots. The second example consisted of 9 customers and 

2 depots. Distances between pairs of nodes were randomly generated in the range [0, 6]. 

Demand and pickup quantities were randomly generated in the range [10, 50]. Time 

windows for customers were randomly generated in the range [1, 10]. Service time was 

randomly selected at 2 time units for all customers at the two examples. The depots 

capacities for the 5-customer example were 70 and 100 units. The depots capacities for 

the 9-customer example were 100 units each. For the two examples each vehicle had a 

capacity of 100 units. Throughout this chapter the 5-customer example will be referred to 

as Example 1, and the 9-customer example will be referred to as Example 2. Distances 

between pairs of nodes are calculated using Euclidean measure.

Another example derived from problem R202 of the Solomon problems was used. We 

used nodes 2 to 51 as customers’ nodes, and nodes 52 to 55 as depot nodes. Hence, the 

problem consisted of 50 customers and 4 depots. We added pickup amounts for each 

customer from the original Solomon problems. The pickup quantity ip at customer i was 

generated by: 

ii Drp  )5.0(                (6.2)

where r is a random number in the range of (0,1) and iD is the demand quantity of 

customer i . Additional details for problem R202 are available at Chapter 5, Section 5.3.3.

Another set of examples was derived from test instances available at Cordeau (2001). 

Details of the problem data can be found at http://www.hec.ca/chairedistributique/data. In 

the original instances, nodes are generated randomly such that groups of customer nodes 

form clusters around depots’ nodes. There are two groups of instances; each group has a 

number of problems with different sizes. Problems in group (a) have narrow time 
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windows, while problems in group (b) have larger time windows. We added pickup 

quantities for each customer using Eq. (6.2). Most of the examples used in this work are 

smaller in size than the original Cordeau (2001) problems. Only the integer values of the 

cost figures from the original problems were used in solving the reduced testing problems 

in this work. In presenting our testing results, the names of the original problems were 

revised to reflect the sizes and the added pickup quantity of these modified problems. For 

example, problem P20-2a is based on the original Cordeau (2001) problem 2a with first 

20 customers and pickup quantities generated for each customer. The same renaming 

process is applied for problem R202 mentioned above. We assumed that the number of 

vehicles available at each depot in unlimited. The number of depots, vehicles’ capacities, 

and depots’ capacities vary between problems, and are given in Table 6.1.

Table 6.1: Problems Details
Problem Number of Depots Vehicles Capacity Depots Capacities

Example 1 2 100 70, 100
Example 2 2 100 100

P10-1b 2 100 100
P10-2b 2 100 100
P12-3b 2 100 120
P15-3a 3 150 200
P20-1a 2 200 250
P20-2a 2 200 250
P20-5a 3 200 250
P25-4a 3 200 250
P48-1a 4 200 500

P50-R202 4 200 300

To generate the 10, 12, 15, 25 and 25 customer problems, we used data of the first 10, 12, 

15, 20 and 25 customers, respectively, from the corresponding Cordeau (2001). All the 

original Cordeau (2001) instances employed 4 depots. In the smaller test instances we 
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used 2 or 3 depots only. Table 6.2 shows the corresponding depot nodes employed for 

each problem.

        Table 6.2: Depot Nodes for Cordeau (2001) Modified Instances
Problem Corresponding Depot Nodes
P10-1b 49, 50
P10-2b 49, 50
P12-3b 145, 148
P15-3a 145, 148
P20-1a 49, 50
P20-2a 49, 50
P20-5a 241, 242, 244
P25-4a 193, 194, 196
P48-1a 49, 50, 51, 52

When solving the examples using the heuristic method, the values of  and  were 

incremented by 0.1 in the range [0, 1]. After performing some test runs, we set the value 

of  at the level of 4/ where the heuristic was noticed to perform best. Regarding the 

SA approach, we performed a number of test runs. Based on the test runs we set 

100initT , 1fT and 95.0r for the SA search. For the test instances with 15 customers 

or less, the SA procedure would run for 500 iterations before reducing the temperature. 

For the test instances with 20 customers or more, the SA procedure would run for 3000 

iterations before reducing the temperature. The probability of choosing the depot 

exchange operator was 35%. The probability of choosing the customer exchange operator 

was also 35%, and the probability of using the insertion operator was 30%. The entire SA 

annealing process was run for 10 times and the best results are recorded. The heuristic 

procedure and the SA procedure were coded in Matlab R2007a without using the Matlab 

parallel computing facilities. Runs were performed on a PC with Pentium Q9300 

processor of 2.5 GHZ and 8 GB RAM.
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6.5 Results and Analysis

Test instances, presented in Section 6.4, were solved using the proposed 2-phase heuristic 

and the SA approach explained in Section 6.3. Results were compared with optimal 

solutions when available. We implemented the mathematical model in Subsection 6.2.2 

on LINGO (LINDO Systems, 2002). We tried to obtain optimal solutions for all the 

problems mentioned in Table 6.1. However, optimal solutions, or LINGO lower bounds 

were obtained only for problems of 25 customers or less. For larger problems, LINGO 

software was not able to obtain a feasible solution after running for 10 hours. Comparison 

between optimal solutions and the SA solution are presented in Table 6.3. Optimal 

solutions recorded in Table 6.3 are based on iteration on the number of vehicles. We 

obtained optimum solutions for the fleet size provided by the simulated annealing, 1 to 3

vehicles less, and 1 to 3 vehicles more than that fleet size.

Table 6.3: Solution and Computational Time Comparison

Problem

Proposed Method Solution by LINGO Relative Error 
from Optimal 

or Lower 
Bound (%)

Solution
CPU 
Time 
(sec.)

Lower
Bound

Best 
Solution

CPU Time 
(sec.)

Example 1 9 5 9 9 2 0
Example 2 25 6 25 25 2 0

P10-1b 327 8 327 327 3 0
P10-2b 581 11 581 581 5 0
P12-3b 458 13 458 458 1200 0
P15-3a 590 8 579 579 25 1.9
P20-1a 784 41 776 776 720 1
P20-2a 819 42 810 810 191,88 1.1
P20-5a 483 37 465 465 3 3.7
P25-4a 798 60 776 803* (10 Hours) 2.8
P48-1a 1151 120 NA† NA† (10 Hours) -

P50-R202 684 137 NA† NA† (10 Hours) -
  *Best feasible solution found by LINGO for 20 hours of computation.
    †

No feasible solution found by LINGO for 20 hours of computation.
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Table 6.4: Results of Test Problems

Problem
Initial

Solution
SA

Solution
Improvement 

(%)
Number of Vehicles

Example 1 9 9 0 2
Example 2 28 25 10.7 5

P10-1b 327 327 0 2
P10-2b 599 581 3 2
P12-3b 554 458 17.3 3
P15-3a 706 590 16.4 3
P20-1a 854 784 8.2 3
P20-2a 972 819 15.7 4
P20-5a 622 483 22.3 4
P25-4a 943 798 15.4 6
P48-1a 1284 1151 10.4 7

P50-R202 776 684 11.8 5

Table 6.3 shows that the deviation from optimum ranges between a minimum of 0% and 

a maximum of 3.7%, with an average of 0.86%. For problem P25-4a, after running 

LINGO for 10 hours, the solution of the proposed method is 0.6% superior to the best 

feasible solution provided by LINGO, and deviates by 2.8% from LINGO lower bound. It 

is noticed from Table 6.3 that deviations from optimal or lower bound are not dependent 

on the problem size or the problem structure. As can be seen from Table 6.3, when the 

problem size is relatively small, with 10 customers or less, computational times for the 

proposed solution method and LINGO software are comparable. Nevertheless, as the 

problem size increases using the proposed method requires much less computational 

times than the brute force based optimization procedure, with the exception of problems 

P15-3a and 20P-5a. The noticeable difference in LINGO computational times for 

problems with similar sizes and features (for example P20-2a and P20-5a) may be 

explained by the fact that LINGO software is based on a branch and bound method. For 

some problems the solution space is smaller than others and hence the branches to be 

explored are terminated at early stages of the search, which leads to optimal solutions 
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quickly. Also in some cases, a strong lower bound may be found at early stages of the 

branch and bound method, leading to terminating a huge number of branches at these 

early stages, and hence obtaining the optimal solution within a short computation time.

We used the heuristic procedure presented earlier in this chapter to obtain initial solutions 

for the SA procedure. Comparison between the objective function values obtained by the 

heuristic procedure (initial solution) and the SA approach, and the number of vehicles 

utilized, are given in Table 6.4. Table 6.4 shows a comparison between the initial (2-

pahse heuristic) solutions and the SA solutions. SA improves the initial solutions for most 

test problems. The improvement ranges between 0% and 22.3%, and the average 

improvement is 11%. It is noticed from Table 6.4 that the percentage improvement of the 

SA is independent of the problem size or problem structure. Table 6.4 also shows the 

number of vehicles required for each problem. The number of vehicles for all the test 

problems was similar for the initial solution and the SA procedure. 
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CHAPTER 7

SUMMARY, CONCLUSION AND FUTURE RESEARCH

7.1 Summary and Conclusion

Environmental friendly manufacturing is one of the growing issues within manufacturing 

systems. Drivers for environmental friendly manufacturing include customers’ 

expectations, legislation, and economic reasons. These drivers have caused many 

industries to change their manufacturing attitudes. New manufacturing attitudes include 

activities like collection of end-of-life (EOL) products, reuse of parts/products, and 

proper disposal of non-reusable parts. These activities are performed through reverse 

logistics networks. On the other hand, manufacturing industries usually deliver their 

manufactured products through typical forward logistics networks. Therefore, 

environmental friendly logistics include delivery and collection through forward and 

reverse logistics networks. Forward and reverse logistics networks may be designed 

separately. Nevertheless, logistics networks that integrate forward and reverse activities 

are more efficient, as mentioned in Pishvaee et. al. (2010). A number of differences exist 

between forward and reverse logistics networks, for example the number of resources, 

and the interaction between collection and distribution are some of the differences 

between the forward and reverse logistics networks. Accordingly, a manufacturing 

system requires an efficient forward and reverse logistics network to economically 

operate in an environmental friendly manner.  
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In light of the above, this research work studied integrated forward and reverse logistics 

networks (IFRL) for manufacturing systems. We considered the design of different types 

of IFRL networks, proposed mixed integer linear programming (MILP) models to 

represent each type of network, and provided efficient solution methodologies to solve 

practical size problems that have various real life applications. IFRL networks studied in 

this research work, and the associated solution methodologies, are summarized in the 

following sub-sections. 

7.1.1 Comprehensive MILP Model

In this work we proposed designs for a number of different IFRL networks. We presented 

a comprehensive MILP model that represented a combined location-routing IFRL 

network. The model also represented the multi-depot vehicle routing problem within the 

IFRL context. In addition, the time windows variant of the vehicle routing problem was 

considered within the model. To practically represent and solve IFRL network problems, 

sub-models of the comprehensive model were used throughout the thesis. Each sub-

model represented a different type of IFRL network. The IFRL networks represented 

were categorized as NP-hard problems. Therefore, for every network we provided a 

solution methodology to solve practical size problems.

7.1.2 Location-Routing IFRL Networks Modeling and Solution Methodology

According to the literature review that we had performed, we noticed that location-

routing problems are recognized by many researchers for their importance. Nevertheless, 

studying the location-routing problem within the integrated forward and reverse logistics 

context has not been addressed previously. Hence, in this work we studied a location-
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routing problem for an IFRL network. We presented two novel network designs. The first 

network considered decision on a location, among a number of potential locations, to 

establish a disassembly plant. Routing decisions were assigning customers to vehicles, 

and establishing the route for each vehicle such that vehicles start at the manufacturing 

facility, visit the assigned customers for delivery and pick up, visit the established 

disassembly plant, visit a waste disposal site and end the trip at the manufacturing 

facility. We proposed a MILP model to represent the location-routing IFRL network. The 

MILP model is a sub-model of the comprehensive model discussed in Section 4.1.1, and 

presented in Chapter 3. The model was solved using a heuristic method. The heuristic 

method is based on a sequential route building algorithm and an upper bound approach. 

When compared with optimum, deviation of solutions of the proposed heuristic method 

ranged between 0% and 3.6%, with an average of 2.8%.

Furthermore, we proposed a second model that considered decision on a location, among 

a number of potential locations, to establish a manufacturing facility. The manufacturing 

facility acts also as collection centre. In this network, routing decisions were assigning 

customers to vehicles, and establishing the route for each vehicle such that vehicles start 

at the manufacturing facility, visit the assigned customers for delivery and pick up, and 

end the trip at the established manufacturing facility. The model was solved using a 

heuristic method. The heuristic method was based on a sequential route building 

algorithm and an upper bound approach. When compared with optimum, deviations of 

solutions of the proposed heuristic ranged between 5.9 % and 10.4%, with an average of 

8.2%.
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7.1.3 VRPSPD-TW: Modeling and Solution Methodology

The vehicle routing problem with simultaneous pickup and delivery and time windows

(VRPSPD-TW) is another type of IFRL networks studied in this work. Research on this 

problem is recent and limited. In this we propose a MILP model to represent the problem. 

The presented model is a sub-model of the comprehensive MILP model discussed in 

Section 4.1.1, and presented in Chapter 3. Since the VRPSPD-TW is NP-hard in nature, 

we developed a solution methodology to solve practical size problems that have real life 

applications. The solution methodology consisted of a heuristic method and a simulated 

annealing (SA) approach. The heuristic method is based on a sequential route building 

method. Solutions from the heuristic method were used as an initial solution for the SA 

approach. When compared with optimum, the heuristic method obtained solutions with 

deviations that ranged from 0% to 16.9% and an average of 6.2%. When these solutions 

were improved using the SA approach, the resulting solutions were similar to the 

optimum. Computational times for the heuristic method and the SA approach were 

reasonable. 

We tried to obtain lower bounds using Lagrangian relaxation. We obtained lower bounds 

for small size problems and a few of the large size problems. Results from the proposed 

methodology showed a gap in the range of 0.5% to 8.1% from Lagrangian lower bounds. 

The Lagrangian lower bounds deviated from optimum in the range of 0.5% to 8.1%.

7.1.4 MDVRPSPD-TW: Modeling and Solution Methodology

In this work, we studied the multi-depot vehicle routing problem within the IFRL 

context. The problem presented in this research is the multi-depot vehicle routing 

problem with simultaneous pickup and delivery and time windows (MDVRPSPD-TW).
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We designed a network that considers the assignment of customers to manufacturing 

facilities (depots), the assignment of vehicles to depots, assignment of customers to 

vehicles, and routing of vehicles within customers’ time windows constraints. We 

presented a MILP model to represent the problem. The model is a sub-model of the 

comprehensive MILP model presented in Chapter 3. The presented problem is NP-hard 

in Nature. Therefore, we developed a solution method to solve practical size problems. 

The developed solution method consists of a 2-phase heuristic technique followed by a 

simulated annealing approach. We used the MILP model to obtain optimum solutions for 

small sized problems. The results obtained using the 2-phase heuristic and the SA 

approach deviated from optimum or lower bound in the range of 0% to 3.7% with an 

average of 0.86%. The improvement of the SA procedure over the 2-pahse heuristic was 

in the range of 0% to 22.3%. Computational times for large size problems were 

reasonable. 

7.2 Future Research

In this work we studied different IFRL networks. We provided solution methods to solve 

the networks. Some of the solution methods included heuristic approaches, others 

included a heuristic approach and a SA procedure. Potential future research may include 

extensions to the IFRL networks presented in this work. Moreover, future research may 

include additional solution methods.

7.2.1 Extension for IFRL Networks

The location-routing IFRL network we presented in this work, considered choosing one 

location to establish a disassembly plant or a manufacturing facility. We plan to extend 
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the presented model by considering establishing more than one disassembly plant or 

manufacturing facility. Another extension is to establish a number of manufacturing 

facilities and disassembly plants within the same network. Capacity constraints for the 

manufacturing facility and the disassembly plant are a practical extension for the problem 

as well. Time windows constraints may be added to the routing constraints of the 

problem.

The VRPSPD-TW presented in this work may be extended by using heterogeneous 

vehicle fleets, and multi-commodity models. These extensions may also be considered 

for the location-routing problem. 

Future research for the MDVRPSPD-TW includes considering heterogeneous vehicle 

fleets, and multi-commodity models. Another extension for future research is limiting the 

number of vehicles available at each depot, and setting capacity limits on pickup amounts 

at each depot.

7.2.2 Extension for Solution Methods

In this work, we used a number of heuristic methods based on sequential route building 

techniques to solve the different networks presented. Heuristics based on savings 

methods have been used successfully for similar problems. Therefore, heuristics that are 

based on saving algorithms may be considered for solving the networks presented in this 

research. 

We also used SA to solve some the IFRL networks presented in this research. Other

intelligent optimization techniques may be employed and compared with the SA 

approach we used. Examples of these techniques include ant systems, tabu search, and 

genetic algorithms. Another extension is to develop solution method(s) to solve the 
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comprehensive mathematical model presented in Chapter 3. Since the IFRL networks 

studied in this work are NP-hard in nature, obtaining lower bounds to examine the 

efficiency of solution heuristics is preferable. We presented a Lagrangian relaxation 

method in this work. The presented method could be further refined and studied to obtain 

more powerful lower bounds for a larger number of problems.   
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APPENDIX A

The Matlab code used to obtain the results for the test problems throughout the thesis is 

available at Concordia University Libraries.


