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Abstract

Concatenated Channel Coding and Orthogonal Space-Time Block Coding for MIMO Systems: Antenna Selection and Performance Bounds

Xiangnian Zeng

In this thesis, we study the performance of orthogonal space-time block codes (ST-BCs) over Rayleigh fading channels with receive antenna selection. For a given number of receive antennas $M$, we assume that the receiver uses the best $L$ of the available $M$ antennas, where, typically, $L \leq M$. The selected antennas are those that maximize the instantaneous received signal-to-noise ratio (SNR). In our analysis we consider 1) orthogonal STBCs only, and 2) concatenated channel coding with STBCs. For both coding schemes, we consider uncorrelated and spatially correlated fading channels. We derive explicit upper bounds on the bit error rate (BER) for the above schemes with antenna selection. We also derive exact analytical results for special cases. Our results show that the diversity order, with antenna selection, is maintained as that of the full complexity system, i.e., when the receiver uses all the available antennas, whereas the deterioration in SNR due to receive antenna selection is upper bounded by $10 \log_{10}(M/L)$ dB. We also present numerous examples that validate our results.
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Chapter 1

Introduction

1.1 MIMO Systems

Multiple-input-multiple-output (MIMO) wireless systems are those that have multiple antenna elements at both the transmitter and receiver. They are now being used for third-generation cellular systems (W-CDMA) and are discussed for future high-performance modes of the IEEE 802.11 standard for wireless local area network. The multiple antennas in MIMO systems can be exploited in two ways. One is the use of multiple antennas to increase capacity. This can effectively meet the rapidly increased capacity demands driven by cellular mobile, Internet and multimedia services in wireless communication. Several different data streams can be transmitted parallel from the different transmit antennas. At the receiver, multiple receive antennas are used to separate the different data streams. Thus, a drastic increase in the channel capacity can be achieved through MIMO systems, as shown by Telatar [1],
and Foschini and Gans [2].

The other use of MIMO systems is to create antenna diversity. The challenge of achieving reliable data transmission over wireless links stems from the fact that, in a wireless environment, unlike other applications, achieving reliable communication becomes much more difficult due to the possibility that received signals from multipaths may add destructively, which, consequently, results in a serious performance degradation. It has been shown that a key technique for achieving reliable communication over wireless links is to introduce antenna diversity into the system.

Antenna diversity is achieved by employing spatially separated antennas at the transmitter and/or at the receiver. The separation requirements vary with antenna height, propagation environment and frequency so that the subchannels are uncorrelated. At the receiver, multiple replicas of the transmitted signals are available, all carrying the same information but with small correlation in fading statistics since they transmit via different subchannels. The basic idea of antenna diversity is that, if two or more independent subchannels are available, these subchannels will fade in an uncorrelated manner, e.g., some subchannels are severely faded while others are less attenuated. This means that the probability of all the subchannels simultaneously fade below a given level is much lower than the probability of any individual subchannel fades below that level. Thus, a proper combination of the signals from different subchannels results in greatly reduced severity of fading, and correspondingly, improved reliability of transmission. Another advantage of antenna diversity compared with time and frequency diversity is that, antenna diversity does not induce any loss
in bandwidth efficiency. This property is very attractive for future high data rate wireless communications.

1.2 Space-Time Codes

1.2.1 Development of Space-Time Codes

Inspired by the promised increase in capacity, a large number of papers have been published recently on the use of antenna diversity for achieving reliable communication over wireless links. These include the early work by Guey, et al. [3] in which they consider signal design techniques that exploit the diversity provided by employing multiple antennas at the transmitter. Then Tarokh, et al. introduced in 1998 [4] the class of space-time trellis codes (STTCs), by jointly designing the error control coding, modulation, transmit and receive diversity. STTCs are very efficient for systems with multiple transmit and receive antennas. The encoding and decoding complexity is comparable to that of conventional trellis codes.

A few months later, in [5], Alamouti introduced a very simple, and yet efficient, scheme which involves using two transmit antennas at the base station (BS) and one receive antenna at the other end of the downlink. A simple decoding algorithm based on a linear receiver was introduced for this scheme, which can be extended for an arbitrary number of receive antennas. This scheme is significantly less complex than STTCs using two transmit antennas, although there is a loss in performance. Motivated by the simplicity of the Alamouti scheme, Tarokh, et al. [6] generalized
that scheme to an arbitrary number of transmit antennas, resulting in the so-called space-time block codes (STBCs). Since the discovery of space-time codes, many papers have appeared in the literature in which various space-time coding schemes were considered in an effort to maximize the diversity order and coding gain for a given number of transmit and receive antennas, see [7]–[11] and the references therein.

Despite the low complexity STBCs enjoy, such codes do not provide any coding gain, unlike the case for STTCs. Therefore, a STBC, if considered, may need to be combined with an outer channel coding scheme in order to provide such coding gains. To this end, a few papers have appeared recently in the literature in which various coding schemes concatenated with STBCs were considered, including [12]–[17], among others. It was observed in these works that substantial coding gains can be achieved. In some cases, it was demonstrated that a STBC used in conjunction with an outer channel code can be superior, in terms of performance, to a STTC at even a lower complexity [17]. In most of these works, however, the conclusions were based on computer simulations and no analytical performance analysis was performed on BER.

1.2.2 Space-Time Block Codes

In general, a STBC is defined by an $N \times p$ transmission matrix $X_N$. Here $N$ represents the number of transmit antennas and $p$ represents the number of time periods for transmission of one block of coded symbols. The transmission matrix describes the relationship between the original transmitted signal $x_1, x_2, \ldots, x_k$ and the signal
replicas artificially created at the transmitter for transmission over various diversity channels. Each entry of the matrix is constituted of linear combinations of the $k$ input symbols $x_1, x_2, \ldots, x_k$ and their conjugates $x_1^*, x_2^*, \ldots, x_k^*$.

$$X_N = \begin{bmatrix} g_{11} & g_{12} & \cdots & g_{1p} \\ g_{21} & g_{22} & \cdots & g_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ g_{N1} & g_{N2} & \cdots & g_{Np} \end{bmatrix}$$

The encoding diagram is shown in Fig. 1.1. Assume the signal constellation consists of $2^m$ points. At each encoding operation, a block of $km$ information bits are mapped into signal constellation to select $k$ modulated signals, where each group of $m$ bits selects a constellation signal. The $k$ modulated signals are encoded by a space-time block encoder to generate $N$ parallel signal sequences of length $p$ according to the transmission matrix $X_N$. These sequences are transmitted through $N$ transmit antennas simultaneously in $p$ time periods. So, the code rate of STBCs is $k/p$.

![Space-time block encoder](image)

**Figure 1.1: Space-time block encoder.**

In order to achieve the full transmit diversity, the transmission matrix $X_N$ is
constructed based on orthogonal design such that [6]

$$X_N \cdot X_N^H = c \left( |x_1|^2 + |x_2|^2 + \cdots + |x_k|^2 \right) I_N$$

where $c$ is a constant, $X_N^H$ is the Hermitian of $X_N$ and $I_N$ is an $N \times N$ identity matrix. This means that in each block, the signal sequences from any two transmit antennas are orthogonal. The orthogonality enables to achieve the full transmit diversity for a given number of transmit antennas. In additional, it allows the receiver to decouple the signals transmitted from different antennas and consequently, a simple maximum likelihood decoding, based only on linear processing of the received signals.

1.2.3 Alamouti Scheme

We use the Alamouti scheme, which is the STBC for two transmit antennas with one receive antenna to show the decoding procedure of STBC. This can be readily extended to an arbitrary number of receive antennas. The transmission matrix for the Alamouti scheme is as follows.

$$X_2 = \begin{bmatrix} x_1 & -x_2^* \\ x_2 & x_1^* \end{bmatrix}$$

Denote $\alpha_i, i = 1,2$ as the fading coefficient between the $i^{th}$ transmit antenna and receive antenna. Assume the fading coefficients are constant across the corresponding two consecutive time slots. Then the received signal at the first and second time slot
can be represented as

\[
\begin{align*}
    y_1 &= \alpha_1 x_1 + \alpha_2 x_2 + w_1 \\
    y_2 &= -\alpha_1 x_2^* + \alpha_2 x_1^* + w_2
\end{align*}
\]

where \( w_1 \) and \( w_2 \) are independent noise samples added by the receive antenna in each time slot. In order to extract signal \( x_1 \) and \( x_2 \), the received signal \( y_1 \) and \( y_2 \) are combined according to

\[
\begin{align*}
    \tilde{x}_1 &= \alpha_1^* y_1 + \alpha_2 y_2^* \\
                &= \left( |\alpha_1|^2 + |\alpha_2|^2 \right) x_1 + \alpha_1^* w_1 + \alpha_2 w_2^* \\
    \tilde{x}_2 &= \alpha_2^* y_1 - \alpha_1 y_2^* \\
                &= \left( |\alpha_1|^2 + |\alpha_2|^2 \right) x_2 + \alpha_2^* w_1 - \alpha_1 w_2^*.
\end{align*}
\]

The decision statistics \( \tilde{x}_1 \) and \( \tilde{x}_2 \) are then passed to the maximum-likelihood (ML) detector to determine the most likely transmitted symbols.

Now, let us assume binary phase-shift keying (BPSK) modulation scheme. The decision statistics can be reduced to the real part of the signals out of the combiner,
\[ \tilde{x}_1 = \text{Re} \{ \alpha_1^* y_1 + \alpha_2 y_2^* \} \]
\[ = (|\alpha_1|^2 + |\alpha_2|^2) x_1 + \text{Re} \{ \alpha_1 \} \text{Re} \{ w_1 \} + \text{Im} \{ \alpha_1 \} \text{Im} \{ w_1 \} + \text{Re} \{ \alpha_2 \} \text{Re} \{ w_2 \} + \text{Im} \{ \alpha_2 \} \text{Im} \{ w_2 \}. \]

Let us model the noise \( w_1 \) and \( w_2 \) as independent samples of a zero-mean complex Gaussian random variable (rv) with variance \( N_0/2 \) per dimension. Assume symbol \( x_1 = 1 \) is transmitted. Then, \( \tilde{x}_1 \) is a Gaussian rv with mean \( (|\alpha_1|^2 + |\alpha_2|^2) \) and variance \( \frac{N_0}{2} (|\alpha_1|^2 + |\alpha_2|^2) \). According to the ML detector, the conditional BER conditioned on fading coefficients can be represented as

\[ P_\theta(e \mid \alpha) = Q \left( \sqrt{\frac{2 E_s}{N_0} \left( |\alpha_1|^2 + |\alpha_2|^2 \right)} \right), \quad (1.1) \]

where \( Q(x) \) is the area under the tail of the Gaussian PDF and defined as

\[ Q(x) = \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-t^2/2} \, dt, \quad x \geq 0, \]

\( \alpha = \{\alpha_1, \alpha_2\} \), and \( E_s \) is the energy of the symbol transmitted from each transmit antenna. This can be generalized to any STBC with multiple receive antennas as we will show later in Chapter 2 expression (2.2).
1.3 Antenna Selection for MIMO Systems

One of the drawbacks of using multiple antennas is the associated complexity and the increased cost. While additional antenna elements are usually inexpensive, and the additional digital signal processing becomes even cheaper, the RF chains, which include low-noise amplifiers, downconverters, and analog-to-digital converters, are expensive and do not follow Moore's law. So the complexity that arises from using a separate RF chain for every employed antenna results in a significant increase in the implementation cost. In addition, in some cases, it may be prohibitively complex to use many RF chains, such as the case in mobile phones. With this motivation, antenna selection has been introduced recently as a means to alleviate this complexity, while exploiting the diversity provided by the transmit and receive antennas [18]–[35].

The idea behind antenna selection centers around using only a subset of the available antennas in MIMO systems. The implication of this selection is that the number of RF chains required is reduced to as few as the number of selected antennas, and thereby the deployment of MIMO systems would become less expensive and more feasible.

Here we emphasize that the conventional topic of selection diversity improvement and maximal ratio combining improvement for single-input-multiple-output (SIMO) Rayleigh fading channel has already been well studied in [36]. But it is definitely different from our topic of antenna selection for MIMO systems. For example, the average signal-to-noise ratio (SNR) improvement offered by choosing one out of $M$
available receive antennas compared with one out of one receive antenna is shown to be $\sum_{k=1}^{M} \frac{1}{k}$ for SIMO systems [36]. The derivation is quite straightforward due to the fact that there is only one transmit antenna. So, the signal envelop picked up by each receive antenna is with Rayleigh distribution, which is in the form of exponential expression. It is this exponential distribution that makes the antenna selection for SIMO systems a mathematically tractable topic. However, in the case of MIMO systems, such like that STBCs are used, the signal energy picked up by each receive antenna is Chi-square distributed, which is in the form of gamma distribution and consequently make the analysis quite difficult as will be shown in the later chapters. So, recently, antenna selection at the transmitter and the receiver under certain channel conditions has been considered for STTCs and STBCs extensively.

In [18], the authors consider the joint transmit and receive antenna selection based on the second order channel statistics, which is assumed to be available to the transmitter. The authors in [19] consider antenna selection for low rank matrix channels where selection is performed only at the transmitter. In [20], antenna selection is considered only at the transmitter with the assumption that the channel statistics are available to the transmitter. In [21], the authors show that, for full-rank STTCs over quasi-static fading channels, the diversity order is the same as that of the full-complexity system. The authors in [22] consider receive antenna selection for STTCs over fully interleaved channels. It was shown that the resulting diversity order with antenna selection is dependent upon the number of selected antennas and not on the number of available antennas, i.e., the diversity order is not maintained with antenna
selection. In [23], Molisch et al. studied the effect of antenna selection from a channel capacity perspective. It was shown that only a small loss in capacity is suffered when the receiver uses a good subset of the available receive antennas. Other work related to antenna selection for STTCs can be found in [24]–[30].

In [31]–[33], the authors consider antenna selection for STBCs at the transmitter. They show that the performance is improved by increasing the number of transmit antennas while keeping the number of selected antennas fixed. In [34], antenna selection is considered at the transmitter (with the full knowledge of the channel statistics) or at the receiver for orthogonal STBCs with particular emphasis on the Alamouti scheme [5]. In their analysis, they adopt a selection criterion that maximizes the channel Frobenius-norm and, accordingly, derive expressions for the improvement in the average signal-to-noise ratio (SNR) and outage capacity. They use outage probability analysis to argue that the spatial diversity, when the underlying space-time code is orthogonal, is maintained with antenna selection. In [35], the authors consider the concatenation of an outer convolutional code (CC) and a STBC. It was demonstrated that the diversity order is maintained with antenna selection.

In [37], the authors propose a new scheme that involves using hybrid selection/maximal-ratio transmission where the transmitter uses a good subset of the available antennas and the receiver uses maximum-ratio combining. They investigate this scheme in terms of signal-to-noise ratio (SNR), bit error rate, and capacity. They demonstrate the effectiveness of their scheme relative to already existing schemes. The same
scheme was also treated in [38] but when the transmitter selects the best single antenna. Other schemes that use hybrid selection/maximal-ratio combining were also considered in [39]–[42]. A nice overview of antenna selection for MIMO systems can be found in [43].

In most of the above work on antenna selection, it has been assumed that the sub-channels fade independently. The implication of this assumption is that the adjacent antenna elements are assumed to be placed far enough from each other so that they experience completely different fading. However, it may be difficult to satisfy this condition in practice, particularly when the wireless device is relatively small where it is not possible to keep enough distance between adjacent antennas. Also, the assumption of independent fading no longer holds in an environment where scattering is not rich. In [44] and [45], the authors present a model for a correlated Rayleigh fading channel, and study the effect of correlation from a channel capacity perspective. In [46] and [47], the error probability of space-time codes in correlated fading channels is studied. Furthermore, in [48], the authors consider antenna selection for space-time trellis codes over correlated fading channels.

1.4 Thesis Outline

In this thesis, we present a comprehensive performance analysis of space-time block coded MIMO system with receive antenna selection. In the following chapters, we analysis the effect of receive antenna selection for four kinds of MIMO system models
respectively. In each chapter, we make the system model a little more complex or practical than that in the previous chapter, which enables us to study the topic step by step.

In Chapter 2, we consider the simplest MIMO system employing a STBC over independent flat Rayleigh fading channel.

In Chapter 3, we improve the performance of the system studied in Chapter 1 by concatenating an outer channel code with STBC. We consider the convolutional code (CC) and trellis code modulation (TCM) as an outer channel code, respectively.

In Chapter 4, to make the system model more practical, we consider the MIMO system in Chapters 1 and 2 over space correlated flat Rayleigh fading channel.

In Chapter 5, conclusions are made and directions for future work are suggested.

1.5 Thesis Contribution

This thesis presents the BER performance bounds for receive antenna selection of MIMO systems employing STBCs over flat Rayleigh fading channel based on the existing coding, decoding and antenna selection algorithm. The main contributions of the thesis are listed as follows:

- For STBC-only systems over independent fading channels, we present two general upper bounds for any $N$, $M$ and $L$; a tighter upper bound for any $N$, and $M$ when $L = 1$; and exact analysis for the Alamouti scheme when the best antenna is selected.
• For combined CC and STBC systems over independent fading channel, we derive a general upper bound for any $N$, $M$ and $L$; a tighter upper bound for the special case of any $N$, and $M$ when $L = 1$; and another tighter bound for the Alamouti scheme when the best antenna is selected.

• For combined TCM and STBC systems over independent fading channel, we also derive a general upper bound for any $N$, $M$ and $L$; a tighter upper bound for the special case of any $N$, and $M$ when $L = 1$; and exact analysis for the Alamouti scheme when the best antenna is selected.

• For STBC-only systems, and combined CC and STBC systems over space correlated fading channels, general upper bounds are presented for any $N$, $M$ and $L$. 
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Chapter 2

Receive Antenna Selection for Space-Time Block Codes

2.1 Introduction

In this chapter, we present a comprehensive performance analysis of orthogonal space-time block codes (STBCs) with receive antenna selection. We limit our analysis to orthogonal STBCs simply because they are easy to design and they achieve the maximum diversity order possible for a given number of transmit/receive antennas. In our analysis, we assume that, for a given number of receive antennas $M$, the receiver uses $L$ out of the available $M$ antennas where the selected antennas are those whose instantaneous signal-to-noise ratios are the largest. This is achieved by comparing the sums of the magnitude squares of the fading coefficients at each receive antenna and selecting those ($L$ of them) corresponding to the largest sums. The adopted selection
criterion is clearly optimal in the sense that it maximizes the SNR at the receiver. We acknowledge, however, that the adopted selection criterion does not necessarily result in the best performance, but our interest here is to quantify the impact of antenna selection on the overall diversity order of the system.

We derive two explicit upper bounds on the BER performance for any $N$, $M$, and $L \leq M$, where $N$ denotes the number of transmit antennas. The first bound is based on using order statistics, whereas the other bound is based on a simple idea which leads to a relatively tighter bound at low SNR. We show that, with antenna selection, the resulting diversity order is the same as that of the full-complexity system for any number of selected antennas. We also show that the degradation in SNR due to antenna selection is upper bounded by $10 \log_{10}(M/L)$ dB. Additionally, we derive a tighter upper bound for the BER performance for any $N$ and $M$ when $L = 1$ and an exact expression for the BER performance for the Alamouti scheme when $L = 1$. We finally present simulation results that support our analysis.

We remark that the problem under consideration is equivalent to receive antenna selection for multiple antenna systems over Nakagami-$m$ fading channels with a single transmit antenna, which has been treated in [41]. Both problems become equivalent when $m = N$. In [41], exact analysis was given for the following cases: any $m$ and $M$ with $L = 1$; and any $m$, with $M = 3, 4$ and $L = 2$. However, their approach is quite difficult and cannot be extended to the more general case, which is any $N$, $M$, and $L$. 
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2.2 System Model

![System block diagram of STBCs MIMO system.](image)

Figure 2.1: System block diagram of STBCs MIMO system.

The system under consideration is shown in Fig. 2.1, which models a wireless communication system that employs $N$ antennas at the transmitter side and $M$ antennas at the receiver side. As shown in the figure, the incoming data is encoded by the STBC encoder according to the encoding mechanism presented in [6]. The outputs of the encoder, which consist of $N$ parallel streams, are then transmitted from the $N$ transmit antennas simultaneously. Blocks that involve modulation, demodulation, etc., have been suppressed from the figure due to their irrelevance in the analysis.

At the receiver, after demodulation, matched-filtering, and sampling, the signal $r_t^j$ received by antenna $j$ at time $t$ is given by

$$r_t^j = \sum_{i=1}^{N} \alpha_{i,j}(t)c_t^i + w_t^j$$  \hspace{1cm} (2.1)

where $c_t^i$ is the signal transmitted from antenna $i$ at time $t$; the noise $w_t^j$ at time $t$ is modeled as independent samples of a zero-mean complex Gaussian random variable with variance $N_0/2$ per dimension. The coefficients $\alpha_{i,j}(t)$ model fading between the $i^{th}$ transmit and $j^{th}$ receive antennas at time $t$ and are assumed to be complex
Gaussian random variables with variance 0.5 per dimension. This is for the channel gain normalization so that the received signal power is the same as the transmitted one. We assume that the fading coefficients are constant over a block of consecutive $N$ symbols and vary independently from one block to another, similar to the channel model adopted in [5] and [6]. This is a necessary assumption to allow for signal decoupling at the receiver. Moreover, the subchannels are assumed to fade independently.

2.3 Performance of Full-Complexity System

Assuming binary phase-shift keying (BPSK) signaling, maximum-likelihood (ML) decoding, and that the channel state information (CSI) is known exactly at the receiver, the conditional BER, conditioned on the channel gains, is expressed as

$$P_b(e \mid \alpha) = Q \left( \sqrt{\frac{E_s}{N_0} \sum_{i=1}^{N} \sum_{j=1}^{M} |\alpha_{i,j}|^2} \right)$$

$$= Q \left( \sqrt{\frac{E_s}{N_0} \sum_{k=1}^{NM} |\alpha_k|^2} \right)$$

(2.2)

where $\alpha = \{\alpha_{1,1}, \ldots, \alpha_{N,M}\}$, and $E_s$ is the average energy per transmitted symbol. To compute the average bit error rate, we need to average the expression in (2.2) with respect to the random variables $|\alpha_k|^2$ for $k = 1, \ldots, NM$. To simplify the analysis,
we first introduce an auxiliary random variable that we denote $Y$, defined as

$$Y = \sum_{k=1}^{NM} |\alpha_k|^2. \quad (2.3)$$

Note that $Y$ is a Chi-square random variable with $2NM$ degrees of freedom with probability density function (pdf) given by [49]

$$f(y) = \frac{1}{(NM-1)^{NM-1}} y^{NM-1} e^{-y}, \quad y \geq 0. \quad (2.4)$$

Consequently, the average BER performance can be shown to be [49]

$$P_b(e) = \left[ \frac{1}{2} (1 - \mu) \right]^{NM} \sum_{k=0}^{NM-1} \binom{NM-1+k}{k} \left[ \frac{1}{2} (1 + \mu) \right]^{k}. \quad (2.5)$$

where

$$\mu \equiv \sqrt{\frac{\gamma_s}{1 + \gamma_s}}.$$

The term $\gamma_s = \frac{E_s}{N_0} E(|\alpha_k|^2) = \frac{E_s}{N_0}$ represents the average signal-to-noise ratio (SNR) and $E(\cdot)$ is the expectation operator. When the SNR is sufficiently large, the expression is (2.5) can be approximated by [49]

$$P_b(e) \approx \left( \frac{2NM - 1}{NM} \right) (4\gamma_s)^{-NM}, \quad (2.6)$$

which clearly shows that the diversity order is $NM$, which is the maximum achievable diversity order, for a given $N$ transmit and $M$ receive antennas.
2.4 Performance Analysis with Antenna Selection

2.4.1 Upper Bounds on BER for Any $N$, $M$, and $L$

In this section, we derive upper bounds on the BER performance of the system described above for any $N$, $M$, and $L$. Specifically, we derive two bounds using two different approaches. The first approach uses order statistics, whereas the second approach uses a simple idea and results in a relatively tighter bound.

Approach I

Let us define $Y_j$ as

$$Y_j = \sum_{i=1}^{N} |\alpha_{i,j}|^2, \quad j = 1, 2, \ldots, M$$  \hspace{1cm} (2.7)

which represents the amount of energy picked up by the $j^{th}$ antenna. Recall that when we select the best $L$ antennas, we observe the sequence $Y_1, Y_2, \ldots, Y_M$ and select those antennas corresponding to the largest $L$ terms of this sequence. To simplify the analysis, we introduce a sequence of $M$ auxiliary random variables, that we denote by $X_1, X_2, \ldots, X_M$, such that

$$X_1 \leq X_2 \leq \cdots \leq X_M.$$

This new sequence is obtained by arranging the random sequence $Y_1, Y_2, \ldots, Y_M$ in a decreasing order of magnitude. Such a sequence may be considered as a random
sample from an absolutely continuous population with pdf [49]

\[ f(x) = \frac{1}{(N-1)!} x^{N-1} e^{-x} \quad (2.8) \]

and cumulative distribution function (cdf)

\[ F(x) = 1 - \sum_{k=0}^{N-1} \frac{x^k e^{-x}}{k!}, \quad x \geq 0. \quad (2.9) \]

The joint density function of the ordered random variables \( X_1, X_2, \ldots, X_M \) can be shown to be [50]\(^1\)

\[ f_{X_1, \ldots, X_M}(x_1, \ldots, x_M) = \begin{cases} M! \prod_{j=1}^{M} f_{X_j}(x_j), & 0 \leq X_1 \leq X_2 \leq \cdots \leq X_M \\ 0, & \text{otherwise} \end{cases} \quad (2.10) \]

where \( f_{X_j}(x_j) \) is given by (2.8). To find the joint density function of \((X_{M-L+1}, \ldots, X_M)\), which we will need later to find the average BER performance, we integrate the joint density function in (2.10) with respect to the variables \((X_1, \ldots, X_{M-L})\) as follows.

---

\(^1\)It is important to note that the random variables \( X_1, X_2, \ldots, X_M \) are no longer independent due to the ordering.
\[
\begin{align*}
  f_{X_{M-L+1}, \ldots, X_M}(x_{M-L+1}, \ldots, x_M) & = \int_0^{x_2} \cdots \int_0^{x_2} f_{X_1, \ldots, X_M}(x_1, \ldots, x_M) \, dx_1 \, dx_2 \cdots dx_{M-L} \\
  & = M! \left( \prod_{j=M-L+1}^{M} f_{X_j}(x_j) \right) \int_0^{x_2} \cdots \int_0^{x_2} \prod_{j=1}^{M-L} f_{X_j}(x_j) \, dx_1 \, dx_2 \cdots dx_{M-L} \\
  & = \frac{M!}{(M-L)!} \left( \prod_{j=M-L+1}^{M} f_{X_j}(x_j) \right) F(x_{M-L+1})^{M-L}. \quad (2.11)
\end{align*}
\]

When the best \( L \) antennas are selected, the conditional probability in (2.2) becomes\(^2\)

\[
\begin{align*}
P_b(e \mid X_{M-L+1} \leq \cdots \leq X_M) &= Q\left( \sqrt{2\gamma_s \sum_{j=M-L+1}^{M} X_j} \right) \\
& \leq \frac{1}{2} \exp \left( -\gamma_s \sum_{j=M-L+1}^{M} X_j \right), \quad (2.12)
\end{align*}
\]

where the last inequality is obtained by applying the Chernoff bound to the first line in (2.12) [49]. To compute the average BER performance, we average the expression in (2.12) with respect to the random variables \((X_{M-L+1}, \ldots, X_M)\), whose joint density function is given by (2.11), as follows.

\[
P_b(e) = \int_0^{x_M} \cdots \int_0^{x_M-L+2} P_b(e \mid X_{M-L+1} \leq \cdots \leq X_M) \\
\cdot f_{X_{M-L+1}, \ldots, X_M}(x_{M-L+1}, \ldots, x_M) \, dx_{M-L+1} \cdots dx_M. \quad (2.13)
\]

\(^2\)When \( L \) antennas are selected at a time, there are \( \binom{M}{L} \) subsets to choose from, but we assume here that the selected subset is the one that results in the maximum SNR at the receiver.
Obtaining a closed-form expression for the integral in (2.13) is cumbersome and complicated due to the fact that the random variables $X_1, X_2, \ldots, X_M$ are no longer independent. We remark, however, that exact evaluation of a similar expression was done in [41] but only for special cases of $M$ and $L$. Even for these special cases, the analysis was quite involved. Therefore, to simplify the analysis, we perform the integration over the whole space, resulting in a looser bound. Accordingly (2.13) becomes

\[
P_b(e) \leq \int_0^\infty \cdots \int_0^\infty P_b(e \mid X_{M-L+1} \leq \cdots \leq X_M) \cdot f_{X_{M-L+1} \cdots X_M}(x_{M-L+1}, \ldots, x_M) dx_{M-L+1} \cdots dx_M
\]

\[
= \frac{M!}{2(M-L)!} \left[ \prod_{k=0}^{L-2} \int_0^\infty e^{-\gamma \tau x_{M-k}} f_{X_{M-k}}(x_{M-k}) dx_{M-k} \right]
\]

\[
\cdot \int_0^\infty e^{-\gamma \tau x_{M-L+1}} f_{X_{M-L+1}}(x_{M-L+1}) (F_{X_{M-L+1}}(x_{M-L+1}))^{M-L} dx_{M-L+1}.
\]

(2.14)

Note that since the random variables $X_j$ for $j = 1, 2, \ldots, M$ are identical, and so are their distributions, (2.14) may be written in a compact form as

\[
P_b(e) \leq \frac{M!}{2(M-L)!} I_1^{L-1} I_2
\]

(2.15)
where

\[ I_1 = \int_0^\infty e^{-\gamma a x_{M-L+2}} f_{X_{M-L+2}}(x_{M-L+2}) dx_{M-L+2} = (1 + \gamma a)^{-N}, \quad (2.16) \]

and

\[ I_2 = \int_0^\infty e^{-\gamma a x_{M-L+1}} f_{X_{M-L+1}}(x_{M-L+1}) \left[ F_{X_{M-L+1}}(x_{M-L+1}) \right]^{M-L} dx_{M-L+1}. \quad (2.17) \]

It is possible to further simplify the expression in (2.17), but we first need the following result [24].

**Lemma 1** Define

\[ g(v) = 1 - e^{-v} \sum_{k=0}^{N-1} \frac{v^k}{k!}. \]

Then

\[ g(v) \leq \frac{v^N}{N!}, \quad \text{for } v > 0. \]

**Proof.** Observing that \( g(v) \) is the incomplete Gamma function, the proof follows...
easily, i.e.,

\[
g(v) = \frac{1}{(N-1)!} \int_0^v u^{N-1} e^{-u} du \\
\leq \frac{1}{(N-1)!} \int_0^\infty u^{N-1} du \\
= \frac{v^N}{N!}.\]

With simple mathematical manipulations, we can re-write (2.17) as

\[
I_2 = \int_0^\infty e^{-\gamma x_{M-L+1}} \frac{1}{(N-1)!} x_{M-L+1}^{N-1} e^{-x_{M-L+1}} \left( 1 - \sum_{k=0}^{N-1} \frac{x_{M-L+1}^k e^{-x_{M-L+1}}}{k!} \right)^{M-L} dx_{M-L+1},
\]

which can be upper bounded, using the above lemma, as

\[
I_2 \leq \int_0^\infty e^{-\gamma x_{M-L+1}} \frac{1}{(N-1)!} x_{M-L+1}^{N-1} e^{-x_{M-L+1}} \left( \frac{x_{M-L+1}^N}{N!} \right)^{M-L} dx_{M-L+1} \\
= \frac{N [N (M - L + 1) - 1]}{(N!)^{M-L+1}} (1 + \gamma_s)^{-N(M-L+1)}
\]

By substituting the above expressions for \(I_1\) and \(I_2\) into (2.15), we arrive at

\[
P_b(e) \leq \frac{M!N [N (M - L + 1) - 1]}{2 (M - L)! (N!)^{M-L+1}} (1 + \gamma_s)^{-NM}.
\]

The expression in (2.20) suggests that the diversity order is maintained with antenna selection for any number of selected antennas. As for the degradation in SNR due
to antenna selection, it is not straightforward to quantify this loss from the above expression. As an alternative, we use another bound that we will derive in the next subsection which shows explicitly that the loss in SNR is upper bounded by \(10 \log_{10}(M/L)\) dB. In addition, as we will demonstrate later, this bound is relatively loose at low SNR, but becomes tighter at high SNR, especially for low values of \(L\).

**Approach II**

By knowing that the sum of the largest \(L\) out of \(M\) nonnegative numbers is always greater than or equal to the average of these \(M\) numbers multiplied by \(L\), we have

\[
\frac{L}{M} \sum_{i=1}^{N} \sum_{j=1}^{M} |\alpha_{i,j}|^2 \leq \sum_{i=1}^{N} \sum_{j=M-L+1}^{M} |\alpha_{i,j}|^2
\]

and consequently the expression in (2.2) can be upper bounded as

\[
P_b(e | \alpha) \leq Q \left( \sqrt{2 \frac{L}{M} \gamma_s \sum_{k=1}^{NM} |\alpha_k|^2} \right). \tag{2.21}
\]

By comparing the right-hand side of the expression in (2.21) with that in (2.2), we notice that both are the same except that the SNR in the former expression is scaled by \(L/M\). Therefore, the average BER performance, with antenna selection, will have a similar expression as that in (2.5), namely

\[
P_b(e) \leq \left[ \frac{1}{2} (1 - \mu') \right]^{NM} \sum_{k=0}^{NM-1} \binom{NM-1+k}{k} \cdot \left[ \frac{1}{2} (1 + \mu') \right]^k. \tag{2.22}
\]
where
\[ \mu' \triangleq \sqrt{\frac{L}{M} \frac{\gamma_s}{1 + \frac{L}{M} \gamma_s}}. \]

To clearly see the impact of antenna selection on the BER performance, we further approximate the expression in (2.22) by
\[ P_e(e) \lesssim \left(\frac{2NM - 1}{NM}\right) \left(4 \frac{L}{M} \gamma_s\right)^{-NM}. \] (2.23)

By comparing (2.6) and (2.23), it is obvious that the diversity order is maintained with antenna selection as that of the full-complexity system for any \( L \leq M \). Moreover, it is now easy to see that the reduction in SNR due to antenna selection is upper bounded by \( 10 \log_{10}(M/L) \) dB. We remark that this bound is tighter than that given by (2.20) for all range of SNR but for larger values of \( L \). Both bounds, however, come within 1 dB from each other at high SNR.

### 2.4.2 Tighter Upper Bound for Any \( N \) and \( M \) When \( L = 1 \)

In this subsection, based on the order statistic approach, we derive a tighter upper bound for the BER performance for any \( N \) and \( M \) when \( L = 1 \).\(^3\) As such, we define

\(^3\)We acknowledge that this case is similar to a system with one transmit antenna and \( M \) receive antennas when \( L = 1 \) over Nakagami-N fading channels. The latter case was considered in [41] where exact analysis was carried out. However, our approach here is much simpler and, as we will demonstrate later, the resulting upper bound is very close to the exact analysis at medium to high SNR.
where, as mentioned above, $X_M$ is the largest term in the sequence $Y_1, Y_2, \ldots, Y_M$. It can be shown that the pdf of $Z$ is given by [50]

$$p_Z(z) = MF(z)^{M-1}f(z), \quad (2.25)$$

where $f(z)$ and $F(z)$ are given by (2.8) and (2.9) respectively.

The conditional BER performance conditioned on $Z$ is then given by

$$P_b(e \mid Z) = Q\left(\sqrt{2\gamma_s Z}\right). \quad (2.26)$$

To compute the average BER performance, we average the expression in (2.26) with respect to the random variable $Z$ as follows.

$$P_b(e) = \int_0^\infty Q\left(\sqrt{2\gamma_s z}\right) p_Z(z) dz \leq \frac{NM}{(N!)^M} \int_0^\infty Q\left(\sqrt{2\gamma_s z}\right) z^{NM-1} e^{-z} dz$$

$$= \frac{(NM)!}{2(N!)^M} \left(1 - \sum_{l=0}^{NM-1} \frac{\Gamma \left(l + \frac{1}{2}\right) \gamma_s^{1/2}}{\sqrt{\pi l} \left(1 + \gamma_s\right)^{l+1/2}}\right) \quad (2.27)$$

where the above inequality is obtained by applying the result of Lemma 1 to $p_Z(z)$,
i.e.,

\[ p_Z(z) \leq \frac{M}{(N!)^{M-1}(N-1)!} z^{NM-1} e^{-z}, \quad z \geq 0. \]

and \( \Gamma(x) \) is the gamma function, defined as

\[ \Gamma(x) = \int_0^\infty t^{x-1} e^{-t} dt, \quad x > 0. \quad (2.28) \]

Although the above expression does not reveal much information about the resulting diversity order with antenna selection, as we will demonstrate later, this expression yields the tighter BER performance for small values of \( N \) and \( M \) with \( L = 1 \).

2.4.3 Exact Analysis for the Alamouti Scheme When \( L = 1 \)

In this subsection, we derive an exact expression for the BER performance for the Alamouti scheme when \( L = 1 \), i.e., the case \( N = 2 \), any \( M \), and \( L = 1 \). When \( N = 2 \), the expressions in (2.8) and (2.9) become

\[ f(x) = x e^{-x} \]

and

\[ F(x) = 1 - e^{-x} - xe^{-x}, \quad x \geq 0, \]
respectively. By substituting the above expressions for \( f(x) \) and \( F(x) \) into (2.25), we arrive at

\[
p_Z(z) = MF(z)^{M-1}f(z) = M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{ji} z^{i+1} e^{-(j+1)z}
\]

where

\[A_{ji} = (-1)^j \binom{M - 1}{j} \binom{j}{i}.
\]

By averaging the expression in (2.26) with respect to the random variable \( Z \), we arrive at

\[
P_b(e) = \int_0^\infty Q \left( \sqrt{2\gamma_s z} \right) p_Z(z) dz = M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{ji} \int_0^\infty Q \left( \sqrt{2\gamma_s z} \right) z^{i+1} e^{-(j+1)z} dz.
\]

(2.29)

The integrand in the above expression can be evaluated using integration by parts as shown in method 4 of Appendix B, and we have

\[
\int_0^\infty Q \left( \sqrt{2\gamma_s z} \right) z^{i+1} e^{-(j+1)z} dz = \frac{(i+1)!}{2 (j+1)^{i+2}} - \frac{(i+1)!}{2 \sqrt{\gamma_s}} \sum_{l=0}^{i+1} \frac{\Gamma(l + 1/2)}{l! (j + 1)^{i+2-l} (1 + j + \gamma_s)^{l+1/2}}.
\]

(2.30)

Finally, the average BER performance can be obtained by substituting the expression
given by (2.30) into (2.29). Although the above expression does not reveal much information about the resulting diversity order with antenna selection, as we will demonstrate later, this expression yields the exact BER performance for the cases $N = 2$, any $M$, and $L = 1$, which is essentially the Alamouti scheme when the receiver uses the best antenna.\footnote{It should be pointed out that Eqn. (2.29) is similar, after proper normalization, to Eqn. (18) in [41] where the latter was derived for a single-transmit, $M$-receive antenna system when $L = 1$ over Nakagami-$N$ fading channels.}

2.5 Simulation and Numerical Results

![Two transmit antennas, N=2](image)

Figure 2.2: BER performance comparison between various antenna selection scenarios for $N = 2$, $M = 3$ along with their upper bounds given by Eqn. (2.20).

In our computer simulations, we used the system model depicted in Fig. 2.1. In
all cases, where applicable, antenna selection is based on maximizing the SNR. In Fig. 2.2, we plot the BER against $\frac{E_s}{N_0}$ in dB for the cases $N = 2$, $M = 3$, $L = 1, 2, 3$. We also plot on the same figure the upper bounds for these cases given by (2.20). We observe from the figure that all performance curves have the same slope, suggesting that the antenna diversity is maintained with antenna selection. We also observe from the figure that the upper bounds are loose at low SNR, but become tighter at medium to high SNR, especially for small values of $L$.

![Figure 2.3: BER performance comparison between various antenna selection scenarios for $N = 2$, $M = 3$ along with their upper bounds given by Eqn. (2.22).](image)

In Fig. 2.3, we plot the BER performance for the same cases considered in Fig. 2.2, but here we compare these simulation results against their upper bounds given by (2.22). It is clear from the figure that the diversity order is maintained with antenna
selection. It is also observed from the figure that these upper bounds are tighter for all range of SNR relative to the upper bounds in Fig. 2.2. Moreover, the loss in SNR due to antenna selection for $L = 2$ and $L = 1$ are about 1.0 dB and 3.0 dB at $P_b = 10^{-5}$, respectively, relative to the case $L = 3$. These losses are smaller than their upper bounds (i.e., $10 \log_{10}(3/2) = 1.76$ and $10 \log_{10}(3) = 4.77$ dB.) We point out here that the gap between this bound and simulations gets smaller as $L$ approaches $M$. This is simply because the approximation we used to reach at (2.21) becomes more accurate as $L$ increases.

![Graph showing BER performance comparison](image)

Figure 2.4: BER performance comparison between the full-complexity system and that when the receiver uses the best receive antenna along with their exact theoretical results given by Eqn. (2.29).

We plot in Fig. 2.4 simulation results along with their theoretical performance based on the expression given by (2.29) for the cases $N = 2$, $M = 2, 3$, and $L = 1, 3$. 
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It is clear from the figure that the simulation results match perfectly their theoretical results, as expected.

We plot in Fig. 2.5 the BER performance for the case $N = 3$, $M = 2$ and $L = 1$. We also plot on the same figure the corresponding upper bounds given by (2.20), (2.22), and (2.27). It is observed from the figure that all curves have the same slope. More importantly, we observe that the upper bound in (2.27) is very tight and almost overlaps with simulations at high SNR.

![Figure 2.5: BER performance for the case $N = 3$, $M = 2$, and $L = 1$ along with its corresponding upper bounds given by Eqn. (2.20), (2.22), (2.27).](image)

We compare in Fig. 2.6 the asymptotic behavior of the upper bounds given by (2.20) and (2.22) for various cases of antenna selection, particularly, $N = 4$, $M = 4$, and $L = 1, 2, 3$. We also add to the same figure the upper bound in (2.27) for the
case $L = 1$. We observe from the figure that the bound given by (2.20) is quite loose at low SNR, but it falls within 1 dB from that given by (2.22), and it becomes even tighter for the case $L = 1$. This behavior was also observed for other cases of $N$ and $M$. We attribute this behavior to the fact that the approximation we used to simplify (2.13) (i.e., integrating over the whole space) becomes more accurate as $L$ decreases. It is also clear from the figure that, when $L = 1$, the bound given by (2.27) is the tightest.

![Graph showing the comparison between the asymptotic behavior of the upper bounds given by Eqns. (2.20), (2.22) and (2.27) for various selection scenarios. Eqn. (2.27) is applicable to the $L = 1$ case only.]

Figure 2.6: A comparison between the asymptotic behavior of the upper bounds given by Eqns. (2.20), (2.22) and (2.27) for various selection scenarios. [Eqn. (2.27) is applicable to the $L = 1$ case only.]
2.6 Conclusions

In this Chapter, we analyzed the performance of orthogonal STBC codes with antenna selection at the receiver. We used a pragmatic selection criterion that maximizes the SNR at the receiver. We derived two explicit upper bounds on the BER performance for any number of transmit and receive antennas and any number of selected antennas. We showed that the diversity order with antenna selection is maintained as that of the full-complexity system, whereas the SNR deteriorates by a value upper bounded by $10 \log_{10} (M/L)$ dB. We also derived a tighter upper bound for any $N$ and $M$ when $L = 1$. Furthermore, we derived an expression for the exact BER performance for the Alamouti scheme when $L = 1$. We presented several examples to validate our analysis.
Chapter 3

Receive Antenna Selection for

Concatenated Channel Codes and

Space-Time Block Codes

3.1 Introduction

In Chapter 2, we consider antenna selection for STBCs only. In this chapter, we present a comprehensive performance analysis of the concatenation scheme that comprises an outer channel code and an inner orthogonal STBC with receive antenna selection. For the outer code, we consider both convolutional code (CC) and trellis-coded modulation (TCM) codes.\footnote{Other types of codes fall under either of these two classes of codes. Thus, their performance analysis follows immediately from the analytical techniques presented in this paper.} The latter codes are attractive because they maintain the \textit{full-rate} feature of orthogonal STBCs, unlike the case of CC codes. In
particular, we derive upper bounds on the bit error rate (BER) for this concatenation scheme with receive antenna selection. In our analysis, we assume that 1) the receiver uses only $L$ out of the available $M$ receive antennas, where, typically, $L \leq M$, 2) the selected antennas are those that maximize the instantaneous received signal-to-noise ratio (SNR), 3) the channel state information (CSI) is perfectly known at the receiver, and 4) the underlying channel is fully interleaved. We derive an explicit upper bound on the BER for the above concatenation scheme for any $N$, $M$ and $L$, where $N$ denotes the number of transmit antennas. We show that the diversity order, with antenna selection, is maintained as that of the full complexity system, whereas the deterioration in SNR is upper bounded by $10 \log_{10}(M/L)$ dB. These results are valid for any outer code and any underlying fading channel model. Motivated by the fact that the above upper bound is relatively loose for small values of $L$, we also derive tighter upper bounds for the following special cases: any $N$ and $M$ when $L = 1$; and $N = 2$, any $M$ when $L = 1$. The former case corresponds to generalized orthogonal STBCs, whereas the latter is essentially the Alamouti scheme when the receiver uses the best antenna. These upper bounds can be extended in a straightforward manner to other types of outer codes and fading channels. Finally, we present simulation results that validate our analysis.
3.2 System Model

The system under consideration is shown in Fig. 3.1, which models a wireless communication system that employs $N$ transmit and $M$ receive antennas. As shown in the figure, the incoming data is encoded by a channel code of rate $r$, interleaved, and then encoded by the STBC encoder. The output of the STBC encoder is then transmitted from the $N$ transmit antennas. Blocks that involve modulation, demodulation, etc., have been suppressed from the figure due to their irrelevance in the analysis.

At the receiver, after demodulation, matched-filtering, and sampling, the signal $r_i^j$ received by antenna $j$ at time $t$ is given by

$$r_i^j = \sum_{i=1}^{N} \alpha_{i,j}(t)c_i^j + w_i^j$$

where $c_i^j$ is the signal transmitted from antenna $i$ at time $t$; the noise $w_i^j$ at time $t$ is
modeled as independent samples of a zero-mean complex Gaussian random variable (rv) with variance $N_0/2$ per dimension. The coefficients $\alpha_{i,j}(t)$ model fading between the $i^{th}$ transmit and $j^{th}$ receive antennas at time instant $t$ and are assumed to be complex Gaussian random variables with variance 0.5 per dimension. In addition, the fading coefficients are assumed to be constant over a block of $N$ consecutive symbols within a frame and vary independently from one block to another. This is a necessary assumption to allow for signal decoupling at the receiver.

3.3 Performance Analysis of the Full-Complexity System

For the purpose of making this chapter self-contained, we review in this section some of the main results, related to our work, on the performance of the above concatenation scheme without antenna selection. We refer to this system as full-complexity. When an outer channel code is concatenated with a STBC over fading channels, both time and space diversity gains can be achieved [49]. In such cases, the maximum diversity order that can be achieved is $N M d_{\text{min}}$, where $d_{\text{min}}$ denotes the minimum Hamming distance of the outer channel code. For CC codes, $d_{\text{min}}$ is simply the minimum Hamming distance of the code, whereas it represents the minimum symbol-wise Hamming distance for TCM codes. Such diversity gains may be achieved when the underlying STBC is orthogonal and the channel is fully interleaved. The latter condition is normally referred to as ideal interleaving, which can be accomplished by using
proper interleaving between the two codes (see Fig. 3.1.) Throughout our analysis, we shall assume that ideal interleaving is achieved, and then later consider more realistic channel models, e.g., block fading.

We remark that the approaches we follow in analyzing the CC and TCM cases are somewhat similar. However, because the resulting upper bounds for one case are not directly applicable to the other, we opt for keeping the analyses of the two cases separate throughout the chapter. We shall start with the CC case.

### 3.3.1 CC Codes

Let \( s \) and \( e \) denote the transmitted and erroneously decoded codewords, respectively. Also, let \( \varphi(s, e) \) denote the set of time indices at which \( s \) and \( e \) differ and \( d = |\varphi(s, e)| \) denote the size of \( \varphi(s, e) \). Assuming binary phase-shift keying (BPSK), maximum-likelihood (ML) decoding, and that the channel state information (CSI) is perfectly known at the receiver, the conditional pairwise error probability that the receiver will select \( e \) over \( s \) conditioned on the channel gains is given by [35]

\[
P_2(d | \alpha) = Q \left( \sqrt{\frac{2r}{N N_0} \sum_{n \in \varphi(s, e)} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2} \right) = Q \left( \sqrt{\frac{2r}{N N_0} \sum_{k=1}^{N M d} |\alpha_k|^2} \right),
\]  

(3.1)

where \( \alpha = \{\alpha_{n,i,j} : n \in \varphi(s, e), i = 1, 2, \ldots, N, j = 1, 2, \ldots, M\} \). To compute the average pairwise error probability, we average the expression in (3.1) with respect
to the probability density function (pdf) of the rvs $|\alpha_k|^2$ for $k = 1, \ldots, N M d$. To simplify the analysis, we first introduce an auxiliary rv that we denote by $X$, defined as

$$X = \sum_{k=1}^{N M d} |\alpha_k|^2.$$ 

Note that $X$ is Chi-square distributed with $2 N M d$ degrees of freedom and whose pdf is given as [49]

$$f_X(x) = \frac{1}{(N M d - 1)!} x^{N M d - 1} e^{-x}, \quad x \geq 0.$$ 

Consequently, the average pairwise error probability can be shown to be [49]

$$P_2(d) = \left[ \frac{1}{2} \left( 1 - \sqrt{\frac{\gamma_s}{1 + \gamma_s}} \right) \right]^{N M d} \sum_{k=0}^{N M d - 1} \binom{N M d - 1 + k}{k} \left[ \frac{1}{2} \left( 1 + \sqrt{\frac{\gamma_s}{1 + \gamma_s}} \right) \right]^k$$

(3.2)

where $\gamma_s = \frac{r}{N} \frac{E_b}{N_0}$ and $\frac{E_b}{N_0}$ is the expectation operator. When the SNR is sufficiently large, the expression in (3.2) can be approximated by [49]

$$P_2(d) \approx \left( \frac{2 N M d - 1}{N M d} \right) \left( \frac{4}{N} \frac{E_b}{N_0} \right)^{-N M d}.$$ 

(3.3)

Clearly, at high SNR, the performance is dominated by the minimum Hamming distance of the outer code, which we denote by $d_{\text{min}}$. Consequently, the maximum diversity order is $N M d_{\text{min}}$. The average BER for this scheme is then upper bounded as
\[ P_b \leq \frac{1}{k} \sum_{d=d_{\min}}^{\infty} \beta_d P_2(d), \]  \hspace{1cm} (3.4)

where \( k \) is the number of bits shifted into the shift register of CC encoder each time, and \( \beta_d \) is the multiplicity corresponding to distance \( d \), and represents the coefficients of the derivative of the CC transfer function.

### 3.3.2 TCM Codes

Similar to the above case, let \( \varphi(s, e) \) denote the set containing the time indices at which the codewords \( s \) and \( e \) differ and \( d \) denote the size of this set. As such, \( d \) represents the symbol-wise Hamming distance between \( s \) and \( e \). The conditional pairwise error probability that the receiver will select \( e \) over \( s \) conditioned on the channel gains is given by

\[ P_2(d \mid \alpha) = Q \left( \sqrt{ \frac{E_s}{N 2N_0} \sum_{n \in \varphi(s,e)} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 |s_n - e_n|^2} \right) \]  \hspace{1cm} (3.5)

where \( |s_n - e_n|^2 \) is the normalized squared Euclidean distance between the signal on the correct path and that on the error path at time index \( n \), and \( E_s/N_0 \) is the average energy per transmitted symbol. As shown in [51], Chernoff bound of pairwise error probability for TCM will lead to a quite loose BER bound due to the relative low
\( d_{\text{min}} \) compared to CC, we use Craig’s formula for \( Q(x) \) [52]

\[
Q(x) = \frac{1}{\pi} \int_0^{\pi/2} \exp\left(-\frac{x^2}{2\sin^2 \theta}\right) d\theta.
\]

So, the conditional pairwise error probability given in (3.5) can be represented as

\[
P_2(d \mid \alpha) = \frac{1}{\pi} \int_0^{\pi/2} \exp\left(-\frac{1}{N} E_s \frac{1}{4N_0 \sin^2 \theta} \sum_{n \in \varphi(s,e)} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 |s_n - e_n|^2 \right) d\theta
\]

\[
= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \exp\left(-\frac{1}{\sin^2 \theta} \delta_n^2 \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \right) d\theta
\]

(3.6)

where \( \delta_n^2 \triangleq \frac{1}{N} E_s \frac{1}{4N_0} |s_n - e_n|^2 \). Now let us define \( Y_n \) as

\[
Y_n = \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2, \quad n \in \varphi(s,e).
\]

(3.7)

Clearly, the rvs \( Y_n \) are independent and Chi-square distributed, each with \( 2NM \) degrees of freedom and a pdf given by

\[
f_Y(y) = \frac{1}{(NM-1)!} y^{(NM-1)} e^{-y}.
\]

(3.8)
In order to evaluate the average pairwise error probability, we average (3.6) with respect to the distributions of $Y_n$ as

$$P_2(d) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \int_0^\infty \exp \left( -\frac{1}{\sin^2 \theta} \delta_n^2 y_n \right) f_Y(y_n) \, dy_n \, d\theta$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \left( 1 + \frac{1}{\sin^2 \theta} \delta_n^2 \right)^{-NM} d\theta \tag{3.9}$$

At high SNR, (3.9) can be approximated as

$$P_2(d) \approx \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \left( \frac{1}{\sin^2 \theta} \delta_n^2 \right)^{-NM} d\theta$$

$$= \frac{1}{\pi} \int_0^{\pi/2} (\sin \theta)^{2NMd} d\theta \prod_{n \in \varphi(s,e)} \left( \delta_n^2 \right)^{-NM}$$

$$= \left( \frac{2NMd - 1}{NMd} \right) \left( \prod_{n \in \varphi(s,e)} \left( |s_n - e_n|^2 \right)^{-NM} \right) \left( \frac{1}{N} \frac{E_s}{N_0} \right)^{-NMd}. \tag{3.10}$$

The last line of (3.10) is obtained by changing the variable $t = \cot \theta$, and then applying the definite integration method 3 in Appendix B. It suggests that the diversity order is $NMd_{\min}$, where $d_{\min}$ is the minimum symbol-wise Hamming distance of the TCM code.\footnote{We point out that the maximum diversity order, i.e., $NMd_{\min}$, is achieved only in the case of ideal interleaving. On the other hand, when the channel is quasi-static fading, the resulting diversity order is $NM$. Also, for block fading, the diversity order is anywhere between $NM$ and $NMd_{\min}$, depending upon how fast fading is relative to the codeword length. We will elaborate on this later.} An upper bound on the BER can then be found as

$$P_b \leq \frac{1}{k\pi} \int_0^{\pi/2} \frac{\partial}{\partial I} T \left( \overline{D(\theta)}, I \right) \bigg|_{I=1} d\theta \tag{3.11}$$
where \( k \) denotes the number of bits per transmitted symbol, \( T(D(\theta), I) \) is the transfer function of the TCM code, which is obtained directly from the corresponding error state diagram [51]. The branch labels of the error state diagram, denoted by \( \overline{D}(\theta) \), after being averaged with respect to the fading coefficients, are given by

\[
\overline{D}(\theta) = \left(1 + \frac{1}{\sin^2 \delta_n^2}\right)^{-NM}.
\]  

(3.12)

The definite integral in (3.11) can be evaluated to any degree of accuracy by numerical integration methods, see [53] and [54]. That is changing the variable \( t = \cos(2\theta) \), and then applying the numerical integration method 5 in Appendix B.

### 3.4 Upper Bounds on the BER with Antenna Selection

#### 3.4.1 General Upper Bound for Any \( N, M \) and \( L \)

In this section, we derive an upper bound on the BER for the above concatenated coding scheme with antenna selection. That is, the case when the receiver uses only \( L \) out of the available \( M \) receive antennas, where \( 1 \leq L \leq M \). Note that there are \( \binom{M}{L} \) subsets to choose from, but we assume here that the selected subset is the one
that results in the maximum SNR at the receiver. Let us define $W_{n,j}$ as

$$W_{n,j} = \sum_{i=1}^{N} |\alpha_{n,i,j}|^2, \quad n \in \varphi(\mathbf{s,e}), \quad j = 1, 2, \ldots, M, \quad (3.13)$$

which represents the amount of energy picked up by the $j^{th}$ receive antenna at time index $n$. Without loss of generality, let us assume, at time index $n$, that we have

$$W_{n,1} \leq W_{n,2} \leq \cdots \leq W_{n,M}, \quad n \in \varphi(\mathbf{s,e}). \quad (3.14)$$

By knowing that the sum of the largest $L$ out of $M$ nonnegative numbers is always greater than or equal to the average of these $M$ numbers multiplied by $L$, we have

$$\sum_{j=M-L+1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \geq \frac{L}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2. \quad (3.15)$$

Armed with the above simple result, we shall now proceed to derive an upper bound on the BER for both the CC and TCM cases.

**CC Codes**

When the receiver selects the best $L$ antennas, the conditional pairwise error probability given by (3.1) can be upper bounded as

$$P_2(d \mid \alpha) \leq Q \left( \sqrt{\frac{2}{N} \frac{L}{M} \frac{E_b}{N_0} \sum_{k=1}^{NMd} |\alpha_k|^2} \right). \quad (3.16)$$
By averaging the the expression in (3.16) with respect to the rvs $|\alpha_k|^2$, we get [49]

$$P_2(d) \leq \left[ \frac{1}{2} \left( 1 - \sqrt{\frac{\frac{L}{M} \gamma_s}{1 + \frac{L}{M} \gamma_s}} \right) \right]^{NMd} \sum_{k=0}^{NMd-1} \left( \frac{NMd - 1 + k}{k} \right) \left[ \frac{1}{2} \left( 1 + \sqrt{\frac{\frac{L}{M} \gamma_s}{1 + \frac{L}{M} \gamma_s}} \right) \right]^k.$$

(3.17)

At high SNR, (3.17) can be approximated as

$$P_2(d) \lesssim \left( \frac{2NMd - 1}{NMd} \right) \left( \frac{L}{N M N_0} \right)^{-NMd}.$$

(3.18)

By comparing (3.18) with (3.3), it is obvious that the diversity order is maintained with antenna selection for any $L \leq M$, whereas the SNR is degraded by $10 \log_{10}(M/L)$ dB. As for the BER, it can also be upper bounded by using the expression in (3.4) with $P_2(d)$ replaced by its expression in (3.17).

**TCM Codes**

When the receiver selects the best $L$ antennas, the conditional pairwise error probability given by (3.5) can be upper bounded as

$$P_2 \left( d \mid \alpha \right) \leq Q \left( \sqrt{\frac{1}{N M 2N_0} \sum_{n \notin \varphi(s,o)} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 |s_n - e_n|^2} \right)$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \notin \varphi(s,o)} \exp \left( -\frac{1}{\sin^2 \theta} \frac{L}{M} \delta_n^2 \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \right) d\theta.$$

(3.19)
Averaging (3.19) with respect to the channel gains yields

\[
P_2(d) \leq \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \int_0^\infty \exp \left( - \frac{1}{\sin^2 \theta} \frac{L}{M} \delta_n^2 y_n \right) f_Y(y_n) \, dy_n \, d\theta
\]

\[
= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \left( 1 + \frac{1}{\sin^2 \theta} \frac{L}{M} \delta_n^2 \right)^{-NM} \, d\theta \tag{3.20}
\]

where \( f_Y(y_n) \) is defined by (3.8). When the SNR is sufficiently large, the expression in (3.20) can be approximated by

\[
P_2(d) \lesssim \left( \frac{2NMd - 1}{NMd} \right) \left( \prod_{n \in \varphi(s,e)} |s_n - e_n|^2 \right)^{-NM} \left( \frac{1}{NM N_0} \right)^{-N Md} \tag{3.21}
\]

which clearly shows that the diversity order is maintained with antenna selection, and the loss in coding gain is upper bounded by \( 10 \log_{10}(M/L) \) dB. An upper bound on the BER can be found by following similar steps that led to (3.11). In this case, the branch labels in (3.12) are replaced with

\[
\overline{D(\theta)} = \left( 1 + \frac{1}{\sin^2 \theta} \frac{L}{M} \delta_n^2 \right)^{-NM} \tag{3.22}
\]

As we will demonstrate later, the above upper bounds are somewhat loose for small values of \( L \). This motivates us to derive tighter upper bounds for special cases, including generalized orthogonal STBCs and the Alamouti scheme when the receiver selects the best antenna, i.e., \( L = 1 \).
3.4.2 Tighter Upper Bound for Any $N$ and $M$ When $L = 1$:

Bound I

In this section, we take the approach of order statistics to derive an upper bound on
the BER for any $N$ and $M$ when $L = 1$. The sequence $W_{n,j}$ for $n \in \varphi(s,e)$, $j = 1,2,\ldots,M$, defined by (3.13), may be considered as a random sample from an ab-
solutely continuous population with pdf

$$f(w) = \frac{1}{(N-1)!} w^{N-1} e^{-w}, \quad w \geq 0$$

(3.23)

and cumulative distribution function (cdf)

$$F(w) = 1 - \sum_{k=0}^{N-1} \frac{w^k e^{-w}}{k!}, \quad w \geq 0.$$

(3.24)

Let us define $Z_n$ as

$$Z_n = \max(W_{n,1}, W_{n,2}, \ldots, W_{n,M}).$$

(3.25)

The pdf of $Z_n$ is then given by [50]

$$p_Z(z) = MF(z)^{M-1} f(z)$$

$$= \frac{M}{(N-1)!} z^{N-1} e^{-z} \left(1 - e^{-z} \sum_{k=0}^{N-1} \frac{z^k}{k!}\right)^{M-1}$$

(3.26)
where $z \geq 0$. Let us also define $U$ as

$$U = \sum_{n=1}^{d} Z_n, \quad n \in \varphi(s, e). \quad (3.27)$$

Since the rvs $Z_n$, for $n \in \varphi(s, e)$, are independent and identically distributed, the pdf of $U$ may be expressed as

$$p_U(u) = p_Z(u) \circ p_Z(u) \circ p_Z(u) \circ \cdots \circ p_Z(u), \quad (3.28)$$

where $p_Z(u)$ is defined by (3.26) and $\circ$ denotes convolution. To find the average pairwise error probability, we will eventually need to do the averaging with respect to $p_U(u)$ as given by (3.28). However, doing so is very difficult because obtaining a closed-form expression for $p_U(u)$ involves convolving $n$ complex terms (see (3.26)), which is cumbersome and complicated to carry out. To simplify the analysis, we first find an approximation of $p_U(u)$ using the following simple result and then use this approximation in the averaging process instead.

Applying the result of the Lemma 1 in Chapter 1 to the right side of (3.26) yields

$$p_Z(z) \leq \frac{M}{(N!)^{M-1} (N-1)!} z^{NM-1} e^{-z}, \quad z \geq 0. \quad (3.29)$$

Let us denote the right side of (3.29) by $h(z)$. As such, $p_U(u)$ can be upper bounded
\[ p_U(u) = p_Z(u) \ast p_Z(u) \ast p_Z(u) \ast \cdots \ast p_Z(u) \]
\[ \leq h(u) \ast h(u) \ast h(u) \ast \cdots \ast h(u) \]
\[ = \mathcal{F}^{-1} \left\{ \left[ \mathcal{F} \{ h(u) \} \right]^d \right\} \]
\[ = \mathcal{F}^{-1} \left\{ \left[ \frac{(NM)!}{(N!)^M} \frac{1}{(1+jw)^{NM}} \right]^d \right\} \]
\[ = \left( \frac{(NM)!}{(N!)^M} \right)^d \frac{1}{\Gamma(NMd)} y^{NMd-1} e^{-y}, \quad y \geq 0, \quad (3.30) \]

where \( \mathcal{F} \) and \( \mathcal{F}^{-1} \) denote the Fourier transform and inverse Fourier transform, respectively, and \( \Gamma(\cdot) \) is the gamma function, as defined in (2.28) Chapter 2.

**CC Codes**

When the receiver selects the best antenna, the conditional pairwise error probability (3.1) can be expressed as

\[ P_2(d \mid U) = Q \left( \sqrt{2\gamma_u U} \right). \quad (3.31) \]
The average pairwise error probability is then computed by averaging (3.31) with respect to the pdf of \( U \) as

\[
P_2(d) = \int_0^\infty Q\left(\sqrt{2\gamma_s u}\right) p_U(u) du
\]

\[
\leq \left(\frac{NM}{(N!)^M}\right)^d \frac{1}{\Gamma(NMd)} \int_0^\infty Q\left(\sqrt{2\gamma_s u}\right) u^{NMd-1} e^{-u} du
\]

\[
= \frac{1}{2} \left(\frac{(NM)!}{(N!)^M}\right)^d \left(1 - \sum_{l=0}^{NMd-1} \frac{\Gamma\left(l + \frac{1}{2}\right) \gamma_s^{l/2}}{\sqrt{\pi} l! (1 + \gamma_s)^{l+1/2}}\right)
\]

(3.32)

where the above inequality is obtained by substituting the last line of (3.30) for \( p_U(u) \) in the above expression. The BER can be upper bounded using (3.4) and the last line of (3.32).

**TCM Codes**

Let us define \( Z \) as

\[
Z = \{Z_n : n \in \varphi(s,e)\},
\]

(3.33)
where $Z_n$ is given by (3.25). When $L = 1$, the conditional pairwise error probability conditioned on $Z$ can be represented as

$$P_2(d | Z) = Q \left( \sqrt{\frac{1}{N} E_s \sum_{n \in R(s,e)} Z_n |s_n - e_n|^2} \right)$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \exp \left( -\frac{1}{N} E_s \frac{1}{4N0} \sin^2 \theta \sum_{n \in R(s,e)} Z_n |s_n - e_n|^2 \right) d\theta$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in R(s,e)} \exp \left( -\frac{1}{\sin^2 \theta} \delta_n^2 Z_n \right) d\theta. \quad (3.34)$$

Averaging (3.34) with respect to the pdf of $Z$ yields

$$P_2(d) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in R(s,e)} \int_0^\infty \exp \left( -\frac{1}{\sin^2 \theta} \delta_n^2 z_n \right) p_Z(z_n) dz_n d\theta$$

$$\leq \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in R(s,e)} \int_0^\infty \exp \left( -\frac{1}{\sin^2 \theta} \delta_n^2 z_n \right) h(z_n) dz_n d\theta$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in R(s,e)} \left( \frac{(NM)!}{(N!)^M} \left( 1 + \frac{1}{\sin^2 \theta} \delta_n^2 \right)^{-NM} \right) d\theta. \quad (3.35)$$

The upper bound in (3.35) can be approximated at high SNR as

$$P_2(d) \lesssim \left( \frac{2NMd - 1}{NMd} \right) \left( \prod_{n \in R(s,e)} (|s_n - e_n|^2)^{-NM} \right) \left( \frac{(NM)!^{1/NM}}{(N!)^{1/N}} \frac{1}{N} \frac{E_s}{N0} \right)^{-NMd} \quad (3.36)$$

By comparing (3.36) with (3.10), we can easily see that selecting the best receive antenna results in a coding gain loss of $10 \log_{10} \left( \frac{(NM)!^{1/NM}}{(N!)^{1/N}} \right)$ dB, which is tighter than
the upper bound suggested by (3.21), that is, \(10 \log_{10}(M/L)\) dB. For instance, when \(N = 4\) and \(M = 4\), as per (3.36), the loss in coding gain is 4.25 dB, whereas it is 6.0 dB in (3.21). Additionally, an upper bound on the BER can be obtained by following similar steps that we used to arrive at (3.11), where the branch labels of the error state diagram, defined by (3.12), are modified as

\[
\overline{D(\theta)} = \frac{(NM)!}{(N!)^M} \left(1 + \frac{1}{\sin^2 \theta} \frac{\sigma^2}{\eta^2}\right)^{-NM}.
\]

(3.37)

3.4.3 Tighter Upper Bound for the Alamouti Scheme When

\(L = 1\): Bound II

In this section, we derive a tighter upper bound on the BER for the case when \(N = 2\), any \(M\), and \(L = 1\), which is essentially the Alamouti scheme when \(L = 1\).

When \(N = 2\), the expressions in (3.23) and (3.24) become

\[
f_w(w) = we^{-w}, \quad w \geq 0,
\]

and

\[
F_w(w) = 1 - e^{-w} - we^{-w}, \quad w \geq 0,
\]
respectively. As defined by (3.25), the pdf of $Z_n$ is given by

$$f_Z(z) = M F_W(z)^{M-1} f_W(z)$$

$$= M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{j,i} z^{i+1} e^{-jz}, \quad (3.38)$$

where $A_{j,i} = (-1)^j \binom{M-1}{j-i}.$

**CC Codes**

When $L = 1$, the conditional pairwise error probability conditioned on $Z$ can be represented as

$$P_2(d \mid Z) = Q \left( \sqrt{2 \gamma_s \sum_{n=1}^d Z_n} \right)$$

$$\leq \frac{1}{2} \exp \left( -\gamma_s \sum_{n=1}^d Z_n \right)$$

$$= \frac{1}{2} \prod_{n=1}^d \exp (-\gamma_s Z_n), \quad (3.39)$$

where $Z$ is defined by (3.25). The average pairwise error probability is then given by

$$P_2(d) = \prod_{i=0}^\infty \int_0^\infty Q \left( \sqrt{2 \gamma_s \sum_{n=1}^d z_n} \right) f_Z(z_1) \cdots f_Z(z_d) dz_1 \cdots dz_d. \quad (3.40)$$
Substituting (3.38) and (3.39) into (3.40) yields

\[
P_2(d) \leq \frac{1}{2} \left( \int_0^\infty \exp(-\gamma_s z) \cdot f_2(z) dz \right)^d = \frac{1}{2} \left( M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{j,i} \frac{(i+1)!}{(j+1+\gamma_s)^{i+2}} \right)^d. \tag{3.41}
\]

It is not possible to simplify this expression further in order to obtain a tighter upper bound on the loss in coding gain due to antenna selection. Nevertheless, as we will demonstrate later, this new upper bound is very tight at all SNR. As for the BER, it can be upper bounded by using the expressions in (3.4) and (3.41).

**TCM Codes**

When \( L = 1 \), averaging (3.34) over \( \mathbf{Z} \) with pdf \( f_2(z_n) \) given by (3.38) yields

\[
P_2(d) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \int_0^\infty \exp \left( -\frac{1}{\sin^2 \theta} \delta_n^2 z_n \right) f_2(z_n) dz_n d\theta
\]

\[
= \frac{1}{\pi} \int_0^{\pi/2} \prod_{n \in \varphi(s,e)} \left( M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{j,i} \frac{(i+1)!}{(1 + j + \frac{1}{\sin^2 \theta} \delta_n^2)^{(i+2)}} \right) d\theta. \tag{3.42}
\]

As for the BER, we upper bound it using (3.11), with \( \overline{D}(\theta) \) replaced by

\[
\overline{D}(\theta) = \left( M \sum_{j=0}^{M-1} \sum_{i=0}^j A_{j,i} \frac{(i+1)!}{(1 + j + \frac{1}{\sin^2 \theta} \delta_n^2)^{(i+2)}} \right). \tag{3.43}
\]
As we will demonstrate later, the expression in (3.42) yields exact analytical results, where it can be easily evaluated using numerical techniques.

### 3.5 Simulation and Numerical Results

In our simulations, we use the system model depicted in Fig. 3.1. In all cases, it is assumed, unless otherwise stated, that the channel fading coefficients remain fixed over a block of $N$ consecutive symbols and change independently from one block to another. It is also assumed, where applicable, that antenna selection is based on maximizing the SNR. For the CC code, we use a rate $1/2$ code with generator polynomials $(7,5)_{oct}$, and use BPSK modulation. The minimum distance for this code is $d_{\text{min}} = 5$. Since the underlying STBCs are orthogonal, the maximum diversity order is $5NM$. For the TCM code, we use a rate $2/3$, 4-state, 8-PSK TCM scheme presented in [55]. The effective length for this code is $d_{\text{min}} = 2$. Consequently, the maximum diversity order is $2NM$. More detailed elaboration on these two codes, e.g., transfer function can be found in Appendix A.2 and A.3.

#### 3.5.1 Interleaver Effect on Performance

Throughout our analysis above, we assume that the underlying channel is fully interleaved. However, in our simulation model, we assume that the fading coefficients remain constant over a block of at least $N$ consecutive symbols in a frame. (We denote the length of this block by $L'$.) Clearly, to achieve ideal interleaving (or at
least get close to it), one must use interleaving between the outer channel code and
the orthogonal STBC. However, the effectiveness of interleaving greatly depends on
the value of $L'$ relative to the codeword length, denoted by $N'$. In this subsection,
we investigate the effect of interleaving on the achievable diversity order.

![Graph showing BER performance comparison]

**Figure 3.2:** BER performance comparison of the full-complexity system with block
interleaving (CC case).

In Fig. 3.2, we plot the BER performance against $E_b/N_0$ in dB for the cases $N = 2,
M = 1, 2, 3$ when the receiver uses all available antennas with block interleaving (for
the CC case). By block interleaving, we mean that the employed interleaver swaps
the odd indexed convolutional coded symbols between two consecutive convolutional
frames before they are fed into the STBC encoder. Thus, independent fading is
guaranteed among coded symbols within a frame. On the same figure, we plot the
performance bounds for these cases using (3.2) and (3.4) (only the first 5 terms in the sum are considered). It is clear from the figure that, the maximum diversity order, which is $10M$, is achieved. We also observe the bound is loose for BER ranging from $10^{-1}$ to $10^{-3}$. This is because the union bound does not account for the intersection of the pairwise decision region.

![Figure 3.3](image)

Figure 3.3: BER performance comparison of the full-complexity system with and without interleaving (CC case).

We also examine the performance of the above concatenation system when there is no interleaving and compare it with the case of block interleaving. In our simulations, we assume a block of length $L' = 10$ within a frame of length $N' = 20000$. The simulation results are plotted in Fig. 3.3 (for the CC case). On the same figure, we also plot the simulation results for the case when the block interleaver is replaced
with a pseudo-random interleaver. We observe from the figure that both random and block interleaving achieve the maximum diversity order, whereas much of the available diversity is lost in the absence of interleaving. We attribute this to the fact that \( L' \ll N' \), which makes interleaving effective. Though, we expect the achievable diversity order to deteriorate as \( L' \) increases with a fixed \( N' \), and the diversity order becomes exactly \( NM \) when \( L' = N' \). Similar results were observed for the TCM case. For the rest of the simulations, we assume that \( L' = N \), and therefore the maximum diversity order can be easily achieved with block or pseudo-random interleaving.

### 3.5.2 General Upper Bound

![Graph showing BER performance comparison between various antenna selection scenarios along with their upper bounds (CC case).](image-url)

Figure 3.4: BER performance comparison between various antenna selection scenarios along with their upper bounds (CC case).
In Fig. 3.4, we plot the BER performance for the cases $N = 2, M = 3, L = 1, 2, 3$ along with their general upper bounds derived above (for the CC case). It is clear from the figure that all curves have the same slope, suggesting that they have the same diversity order as that of the full complexity system, which agrees with our analytical results derived above. Moreover, the loss in SNR due to antenna selection for $L = 2$ and $L = 1$ are about 0.8 dB and 3.0 dB at $P_b = 10^{-5}$, respectively, relative to the case $L = 3$ (i.e., no selection.) These losses are smaller than their upper bounds (i.e., $10 \log_{10}(3/2) = 1.76$ and $10 \log_{10}(3) = 4.77$ dB.) We also observe from the figure that the gap between the simulations and their upper bounds gets smaller as $L$ approaches $M$. This is simply because the approximation we used to arrive at (3.15) becomes more accurate as $L$ increases.

![Figure 3.5: BER performance comparison between various antenna selection scenarios along with their upper bounds (TCM case).](image)
We repeat the above experiment for the TCM case. The simulation results along with their respective general upper bounds are plotted in Fig. 3.5. It is clear from the figure that all curves have the same slope, which, again, suggests that the diversity order is maintained with antenna selection. Moreover, the loss in SNR due to antenna selection for \( L = 2 \) and \( L = 1 \) are about 0.8 dB and 3.0 dB at \( P_b = 10^{-5} \), respectively, relative to the case \( L = 3 \) (i.e., no selection.)

3.5.3 Tighter Upper Bounds

![Graph showing BER performance comparison](image)

Figure 3.6: BER performance comparison between simulations, general upper bound, and Bound I for the cases \( N = 3, M = 2, L = 1, 2 \) (TCM case).

We plot in Fig. 3.6 the BER performance for the cases \( N = 3, M = 2, L = 1, 2 \) (for the TCM case.) We also plot on the same figure the corresponding general upper
bound and tighter upper bound (*Bound I*) derived above. We observe from the figure that all curves have the same slope. More importantly, we observe that *Bound I* is looser at low SNR but becomes tighter at high SNR.

![Figure 3.7: BER performance comparison among the general bound, Bounds I and II for the cases N = 2, M = 3, L = 1, 3 (CC case).](image)

In Fig. 3.7, we compare the three bounds for the CC code for the case N = 2, M = 3, L = 1, 3, along with the corresponding simulation results. We observe from the figure that *Bound II* is the tightest at all SNR but *Bound I* catches up with it at high SNR.

In Fig. 3.8, we plot the BER performance along with the corresponding *Bound II* for the TCM scheme for the cases N = 2, M = 3, L = 1, 3. We observe from the figure the perfect match between the simulation results and their theoretical results.
Figure 3.8: BER performance comparison between simulations and Bound II for the cases $N = 2, M = 3, L = 1, 3$ (TCM case).

3.6 Conclusions

In this chapter, we analyzed the performance of combined channel coding and space-time block coding with receive antenna selection. We derived upper bounds on the BER performance of this concatenation scheme, including two tighter bounds when the receiver uses the best antenna. We showed that the diversity order with antenna selection is maintained as that of the full-complexity system, whereas the coding gain deteriorates by a value upper bounded by $10 \log_{10} (M/L)$ dB. These results can be extended in a straightforward manner to other types of codes, as well as other types of fading. We also presented several examples through which we validated our analytical results.
Chapter 4

Receive Antenna Selection for Space-Time Block Codes Over Correlated Rayleigh Fading Channels

4.1 Introduction

This chapter studies the performance of combined convolutional coding and orthogonal space-time block coding with receive antenna selection over correlated Rayleigh fading channels. In particular, we derive upper bounds on the bit error rate (BER) for the above concatenation scheme with antenna selection. In our analysis, we consider transmit correlation, receive correlation, or joint transmit-receive correlation.
We also assume that the receiver uses only $L$ out of the available $M$ receive antennas, where, typically, $L \leq M$. The selected antennas are those that maximize the instantaneous received signal-to-noise ratio (SNR). Our analytical bounds show that the diversity order, with antenna selection, is the same as that of the full complexity system, whereas the deterioration in SNR is upper bounded by $10 \log_{10}(M/L)$ dB. We also quantify the loss in coding gain due to the presence of spatial correlation. This result holds for any $N, M$ and $L$, where $N$ denotes the number of transmit antennas. We also present several numerical examples that validate our analysis.

4.2 System Model

The systems under consideration in this chapter are the same as those considered in Chapters 2 and 3 except that the subchannel fading coefficients are no longer independent. A widely accepted model for the correlated Rayleigh fading channel is given by

$$
H = R_t^{1/2} G R_r^{1/2}
$$

(4.1)

where $H$ represents the $M \times N$ MIMO channel matrix with entries $\alpha_{j,i}, i = 1, 2, \ldots, N, j = 1, 2, \ldots, M$. The entries $\alpha_{j,i}$ model fading between the $i^{th}$ transmit and $j^{th}$ receive antennas. $R_t = E[H^H H]$ is the $N \times N$ transmit correlation matrix, and $R_r = E[HH^H]$ is the $M \times M$ receive correlation matrix. The superscript $H$ denotes Hermitian transpose, and $E[\cdot]$ denotes expectation. $G$ is the $M \times N$ i.i.d. complex
Gaussian matrix with zero mean and unit variance entries.

This model incorporates three assumptions as explained explicitly in [44], 1) the correlation between the fading from two transmit antennas to the same receive antenna is transmit correlation and does not depend on the receive antenna; 2) the correlation between the fading from a transmit antenna to two different receive antennas is receive correlation and does not depend on the transmit antenna; 3) the correlation between the fading of two distinct antenna pairs is the product of the corresponding transmit correlation and receive correlation. So, we have the correlation matrix of the vectorized channel \( R = \text{vec}(H)\text{vec}(H)^H = R_t \otimes R_r \) [47], where \( \text{vec}(\cdot) \) denotes vectorization operation and \( \otimes \) denotes Kronecker product. In the case \( R_r = I_M \), and \( R_t = I_N \), the model simplifies to the ideally uncorrelated MIMO channel. If \( R_r = I_M \), and \( R_t \neq I_N \), the model represents transmit correlation only. That is, the receive antennas are assumed to be placed in a rich scattering environment, whereas there are not many scatterers around the transmit antennas, which is typical in the downlink channel in mobile communication systems. On the other hand, the case \( R_r \neq I_M \), and \( R_t = I_N \) represents the receive correlation only scenario. The joint transmit-receive correlation represents the scenario when both the transmit and receive correlation exist. That is when \( R_r \neq I_M \), and \( R_t \neq I_N \).
4.3 Performance Analysis of the Full-Complexity System over Correlated Channels

We review in this section the performance of the above coding scheme without antenna selection. We refer to this system as full-complexity. First, we consider orthogonal STBC-only system. Then we extend the analysis to the combined CC and STBC scheme. We remark that the approaches we follow in analyzing these two systems are somewhat similar. However, in order to show the antenna diversity contributed by the MIMO channel and time diversity introduced by CC, we opt for keeping the analyses of the two systems separate throughout the chapter. We shall start with the STBC-only case. We assume in our analysis binary phase-shift keying (BPSK) signaling, maximum-likelihood (ML) decoding, and that the channel state information (CSI) is known exactly at the receiver.

4.3.1 Orthogonal STBC-Only System

The conditional BER, conditioned on the channel gains, can be expressed as

\[ P_b(e | \alpha) = Q \left( \sqrt{\frac{2E_s}{N_0} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2} \right) \]  

(4.2)
where, $E_s$ is the average energy per symbol per each transmit antenna. By using Craig’s formula for $Q(x)$ [52], we have

$$P_b (e | \alpha) = \frac{1}{\pi} \int_0^{\pi/2} \exp \left( - \frac{E_s}{N_0 \sin^2 \theta} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2 \right) d\theta.$$

Denoting $E[\cdot]$ as the expectation operation with respect to channel coefficients $\alpha = \{\alpha_{j,i} : j = 1, 2, \ldots, M, i = 1, 2, \ldots, N\}$, the average BER can be expressed as

$$P_b (e) = \frac{1}{\pi} \int_0^{\pi/2} E \left[ \exp \left( - \frac{E_s}{N_0 \sin^2 \theta} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2 \right) \right] d\theta.$$

It can be expressed in the form of the correlation matrix of the vectorized channel by using the characteristic function of quadratic form of complex normal variable [56],

$$P_b (e) = \frac{1}{\pi} \int_0^{\pi/2} \left[ \det \left( I + \frac{E_s}{N_0 \sin^2 \theta} R \right) \right]^{-1} d\theta$$

$$= \frac{1}{\pi} \int_0^{\pi/2} \prod_{k=1}^{r(X)} \left[ 1 + \frac{E_s}{N_0 \sin^2 \theta} \lambda_k (R) \right]^{-1} d\theta \quad (4.3)$$

where $r(X)$ denotes the rank of matrix $X$, and $\lambda_k (X), k = 1, 2, \ldots, r(X)$ are the eigenvalues of $X$.

Let $R_t = U\Lambda_t U^H$, and $R_r = V\Lambda_r V^H$, where $U$ and $V$ are unitary, and $\Lambda_t$ and $\Lambda_r$ are diagonal. By using the following property of Kronecker products $(A \otimes B) (F \otimes G)$
\[ \mathbf{R} = \mathbf{R}_t \otimes \mathbf{R}_r = (\mathbf{U} \otimes \mathbf{V}) (\Lambda_t \otimes \Lambda_r) (\mathbf{U}^H \otimes \mathbf{V}^H). \] (4.4)

Since \( \mathbf{U} \) and \( \mathbf{V} \) are unitary, it follows that \( (\mathbf{U} \otimes \mathbf{V}) \) is unitary as well. Hence (4.4) is an eigenvalue decomposition of \( \mathbf{R} \) and the diagonal matrix \( (\Lambda_t \otimes \Lambda_r) \) contains the eigenvalues of \( \mathbf{R} \). So the expression in (4.3) can be represented as

\[
P_b(e) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^{r(\mathbf{R}_t)} \prod_{j=1}^{r(\mathbf{R}_r)} \left[ 1 + \frac{E_s}{N_0 \sin^2 \theta} \lambda_i(\mathbf{R}_t) \lambda_j(\mathbf{R}_r) \right]^{-1} d\theta. \quad (4.5)
\]

At high SNR, (4.5) can be approximated as

\[
P_b(e) \approx \left( \frac{2r(\mathbf{R}_t) - 1}{\alpha(\mathbf{R}_t) \alpha(\mathbf{R}_r)} - 1 \right) \left\{ \left[ \frac{\alpha(\mathbf{R}_t)}{\prod_{i=1}^{r(\mathbf{R}_t)} \lambda_i(\mathbf{R}_t)} \right]^{\frac{r(\mathbf{R}_r)}{\alpha(\mathbf{R}_r)}} \cdot \left[ \frac{\alpha(\mathbf{R}_r)}{\prod_{j=1}^{r(\mathbf{R}_r)} \lambda_j(\mathbf{R}_r)} \right]^{\frac{r(\mathbf{R}_t)}{\alpha(\mathbf{R}_t)}} \left( \frac{E_s}{N_0} \right)^{r(\mathbf{R}_r) \alpha(\mathbf{R}_r)} \right\}^{-1}.
\quad (4.6)
\]

This suggests that the diversity order in the case of joint transmit-receive correlation is \( r(\mathbf{R}_t) \alpha(\mathbf{R}_r) \). Clearly if the matrices \( \mathbf{R}_t \) and \( \mathbf{R}_r \) are full rank, then the diversity order in this case will be \( NM \), which is the diversity order achieved with independent fading. However, the penalty due to correlation is a loss in coding gain. In contrast, when there is no correlation, (4.6) simplifies to

\[
P_b(e) \approx \left( \frac{2NM - 1}{NM} \right) \left( \frac{E_s}{N_0} \right)^{-NM}.
\quad (4.7)
\]
By comparing (4.6) and (4.7), we can see that the loss in coding gain due to the presence of correlation is given by

\[ 10 \log_{10} \left( \prod_{i=1}^{r} \lambda_i(R_i) \left[ \prod_{j=1}^{r} \lambda_j(R_j) \right]^{-1} \right) \text{ dB}. \] (4.8)

### 4.3.2 Combined CC and Orthogonal STBC System

Let \( s \) and \( e \) denote the transmitted and erroneously decoded codewords, respectively. Also, let \( \varphi(s, e) \) denote the set of time indices at which \( s \) and \( e \) differ and \( d = |\varphi(s, e)| \) denote the size of \( \varphi(s, e) \). The conditional pairwise error probability that the receiver will select \( e \) over \( s \) conditioned on the channel gains is given by

\[
P_2(d \mid \alpha) = Q \left( \frac{r E_b}{N N_0} \sum_{n=1}^{d} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \right) = \frac{1}{\pi} \int_{0}^{\pi/2} \exp \left( - \frac{r E_b}{N N_0 \sin^2 \theta} \sum_{n=1}^{d} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \right) d\theta, \] (4.9)

where \( \alpha = \{\alpha_{n,i,j} : n \in \varphi(s, e), \ i = 1, 2, \ldots, N, \ j = 1, 2, \ldots, M\} \) and \( E_b \) denotes the average bit energy.

To compute the average pairwise error probability, we average the expression in (4.9) with respect to \( \alpha \).

\[
P_2(d) = \frac{1}{\pi} \int_{0}^{\pi/2} \exp \left( - \frac{r E_b}{N N_0 \sin^2 \theta} \sum_{n=1}^{d} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,i,j}|^2 \right) d\theta
\]
With ideal interleaving, the fading coefficients experienced by each symbol within a codeword are independent, and thus the average pairwise error probability can be represented as

\[
P_2(d) = \frac{1}{\pi} \int_0^{\pi/2} \left\{ E \left[ \exp \left( -\frac{r}{N} \frac{E_b}{N_0} \frac{1}{\sin^2 \theta} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{1,j,i}|^2 \right) \right] \right\}^d d\theta
\]

\[
= \frac{1}{\pi} \int_0^{\pi/2} \left[ \det \left( I_{MN} + \frac{r}{N} \frac{E_b}{N_0} \frac{1}{\sin^2 \theta} R \right) \right]^{-d} d\theta
\]

\[
= \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^{r(R_t)} \prod_{j=1}^{r(R_r)} \left[ 1 + \frac{r}{N} \frac{E_b}{N_0} \frac{1}{\sin^2 \theta} \lambda_i (R_t) \lambda_j (R_r) \right]^{-d} d\theta. \quad (4.10)
\]

The average BER for this scheme is then upper bounded as

\[
P_b \leq \sum_{d=d_{\min}}^{\infty} \beta_d P_2 (d) \quad (4.11)
\]

where \( \beta_d \) is the multiplicity of CC corresponding to distance \( d \).

At high SNR, (4.10) can be approximated as

\[
P_2 (d) \approx \left( \frac{2r(R_t)r(R_r)d - 1}{r(R_t)r(R_r)d} \right) \left\{ \prod_{i=1}^{r(R_t)} \lambda_i (R_t) \right\}^{\frac{1}{r(R_t)}} \cdot \left[ \prod_{j=1}^{r(R_r)} \lambda_j (R_r) \right]^{\frac{-r(R_t)r(R_r)d}{r(R_t)r(R_r)d}} \cdot \left( 4 \frac{r}{N} \frac{E_b}{N_0} \right)^{\frac{-r(R_t)r(R_r)d}{r(R_t)r(R_r)d}}. \quad (4.12)
\]

Therefore, for combined CC and orthogonal STBC, the diversity in the joint transmit-receive correlation case is \( r(R_t)r(R_r)d_{\min} \). Similar to the STBC-only case discussed
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in the previous section, assuming that the correlation matrices are full rank, the loss in coding gain due to correlation is the same as that shown in (4.8).

4.4 Performance Bounds of the Antenna Selection System over Correlated Channels

In this section, we derive upper bounds on the BER performance for the above systems with antenna selection. That is, the case when the receiver uses only $L$ out of the available $M$ receive antennas, where $1 \leq L \leq M$. Note that there are $\binom{M}{L}$ subsets to choose from, but we assume here that the selected subset is the one that results in the maximum SNR at the receiver.

4.4.1 Orthogonal STBC-Only System

Without loss of generality, we can assume that

$$
\sum_{i=1}^{N} |\alpha_{1,i}|^2 \leq \sum_{i=1}^{N} |\alpha_{2,i}|^2 \leq \cdots \leq \sum_{i=1}^{N} |\alpha_{M,i}|^2.
$$

By knowing that the sum of the largest $L$ out of $M$ nonnegative numbers is always greater than or equal to the average of these $M$ numbers multiplied by $L$, we have

$$
\frac{L}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2 \leq \sum_{j=M-L+1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2.
$$

(4.13)
By choosing the largest $L$ terms in the sequence $\sum_{i=1}^{N} |\alpha_{j,i}|^2$, $j = 1, 2, \ldots, M$, the conditional BER, conditioned on the channel gain, can then be upper bounded as

$$P_b(e \mid \alpha) \leq Q\left(\sqrt{2 \frac{L}{M} \frac{E_s}{N_0} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{j,i}|^2}\right). \quad (4.14)$$

By comparing the right-hand side of the expression in (4.14) with that in (4.2), we notice that both are the same except that the SNR in the former expression is scaled by $L/M$. Therefore the average BER performance, with antenna selection, will have a similar expression as that for the full-complexity system, namely

$$P_b(e) = \frac{1}{\pi} \int_0^{\pi/2} \prod_{i=1}^{\tau(R_c)} \prod_{j=1}^{\tau(R_r)} \left[1 + \frac{L}{M} \frac{E_s}{N_0} \frac{1}{\sin^2 \theta} \lambda_i(R_i) \lambda_j(R_r)\right]^{-1} d\theta. \quad \text{(4.15)}$$

At high SNR, (4.15) can be approximated as

$$P_b(e) \approx \left(\frac{2r(R_c)r(R_r) - 1}{r(R_c)r(R_r)}\right) \left[\prod_{i=1}^{\tau(R_i)} \lambda_i(R_i)\right]^{-\tau(R_r)} \cdot \left[\prod_{j=1}^{\tau(R_r)} \lambda_j(R_r)\right]^{-r(R_c)r(R_r)} \left(\frac{4}{M} \frac{E_s}{N_0}\right). \quad \text{(4.16)}$$

This expression suggests that the diversity order with antenna selection is the same as that of the full complexity system, whereas the loss in coding gain is upper bounded by $10 \log_{10}(M/L)$ dB.
4.4.2 Combined CC and Orthogonal STBC System

We can assume without loss of generality that at a certain time index \( n \),

\[
\sum_{i=1}^{N} |\alpha_{n,1,i}|^2 \leq \sum_{i=1}^{N} |\alpha_{n,2,i}|^2 \leq \cdots \leq \sum_{i=1}^{N} |\alpha_{n,M,i}|^2.
\]

Consequently, we have

\[
\frac{L}{M} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,j,i}|^2 \leq \sum_{j=M-L+1}^{M} \sum_{i=1}^{N} |\alpha_{n,j,i}|^2.
\]  \hspace{1cm} (4.17)

By choosing the largest \( L \) terms in the sequence \( \sum_{i=1}^{N} |\alpha_{n,j,i}|^2, j = 1, 2, \ldots, M \), at each time index \( n \), the conditional pairwise error probability, conditioned on the channel gain, can be upper bounded as

\[
P_2 (d | \alpha) \leq Q \left( \sqrt{\frac{2r}{N M N_0} \sum_{n=1}^{d} \sum_{j=1}^{M} \sum_{i=1}^{N} |\alpha_{n,j,i}|^2} \right).
\]

The average pairwise error probability, with antenna selection will also have a similar expression as that for full-complexity system, namely

\[
P_2 (d) = \frac{1}{\pi} \int_{0}^{\pi} \prod_{i=1}^{M} \prod_{j=1}^{N} \left[ 1 + \frac{r L E_b}{N M N_0 \sin^2 \theta} \lambda_i (R_t) \lambda_j (R_r) \right]^{-d} d\theta.
\]  \hspace{1cm} (4.18)

As for the BER, it can also be upper bounded by using the expression in (4.11) with
$P_2 (d)$ replaced by its expression in (4.18).

At high SNR, (4.18) can be approximated as

$$P_2 (d) \approx \left( \frac{2r(R_t) r(R_r) d - 1}{r(R_t) r(R_r) d} \right) \left\{ \left[ r(R_t) \prod_{i=1}^{r(R_t)} \lambda_i (R_t) \right] \right.$$

$$\left. \cdot \left[ \prod_{j=1}^{r(R_r)} \lambda_j (R_r) \right] \right\} \left( \frac{4 \frac{r L E_b}{N M N_0}}{r(R_t) r(R_r) d} \right)^{-1} \prod_{i=1}^{r(R_t)} \lambda_i (R_t) \right),$$

(4.19)

By comparing (4.12) with (4.19), it is obvious that the diversity order is maintained with antenna selection as that of the full-complexity system for any $L \leq M$, and the reduction in SNR due to antenna selection is upper bounded by $10 \log_{10} (M/L)$ dB.

### 4.5 Simulation and Numerical Results

Figs. 4.1 and 4.2 show the BER performance of the full-complexity system over various transmit correlation only channel. In Fig. 4.1, we consider the STBC-only system.

The underlying transmit correlation matrices and their corresponding eigenvalues are
Figure 4.1: BER performance comparison of the full-complexity system over various transmit correlated channel for $N = 2, M = 3$ along with their exact bounds (STBCs only).

listed as follows.

$$R_t^1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \text{ with } \lambda_1 = 1, \lambda_2 = 1$$

$$R_t^2 = \begin{bmatrix} 1 & 0.6 \\ 0.6 & 1 \end{bmatrix}, \text{ with } \lambda_1 = 1.6, \lambda_2 = 0.4$$

$$R_t^3 = \begin{bmatrix} 1 & 0.8 \\ 0.8 & 1 \end{bmatrix}, \text{ with } \lambda_1 = 1.8, \lambda_2 = 0.2$$

$$R_t^4 = \begin{bmatrix} 1 & 0.95 \\ 0.95 & 1 \end{bmatrix}, \text{ with } \lambda_1 = 1.95, \lambda_2 = 0.05$$
Figure 4.2: BER performance comparison of the full-complexity system over various transmit correlated channel for $N = 2, M = 3$ along with their transfer function bounds (Combined CC and STBCs).

Note that $R_t^1$ is an identity matrix, which represents the correlation matrix of the independent fading channel. Whereas $R_t^2$, $R_t^3$, $R_t^4$ represent the correlation matrix of the fading channels with transmit correlation, but they are all full rank. We can observe that the BER performance curve corresponding to $R_t^2$ has the same slope as that corresponding to $R_t^1$ at high SNR, and the loss of the coding gain due to transmit correlation is about $10 \log_{10} (1.6 \times 0.4)^{-1/2} = 0.97$ dB relative to the independent channels. However, this observation is not straightforward for the curves corresponding to $R_t^3$ and $R_t^4$. This is simply because the SNR we considered for simulation purposes is not high enough.

In Fig. 4.2, we consider the combined CC and STBC system. On the same figure,
we plot the performance bounds using (4.10) and (4.11) (only the first 5 terms in the sum are considered). The observation is the same as that for Fig. 4.1. Furthermore, by comparing Figs. 4.1 and 4.2, we can observe that this combined coding scheme provides more diversity order compared with that of the STBC-only scheme.

Figure 4.3: BER performance comparison between various antenna selection scenarios over transmit correlated channel for $N = 2, M = 3$ along with their upper bounds (STBCs only).

In Figs. 4.3 and 4.4, we plot the simulation results and the general bounds for antenna selection system over transmit correlation only channel with transmit correlation matrix $R_2^2$. It is clear from each of the figures that all curves have the same slope, suggesting that they have the same diversity order as that of the full complexity system, which agrees with our analysis above. Moreover, for the STBC-only system, the loss in SNR due to antenna selection for $L = 2$ and $L = 1$ are about 0.4 dB and
Figure 4.4: BER performance comparison between various antenna selection scenarios over transmit correlated channel for $N = 2, M = 3$ along with their upper bounds (Combined CC and STBCs).

3.5 dB at $P_b = 10^{-5}$, respectively, relative to the case $L = 3$ (i.e., no selection). For the combined CC and STBC system, the corresponding loss in SNR due to antenna selection are about 0.4 dB and 2.5 dB respectively. These losses are smaller than their upper bounds (i.e., $10 \log_{10}(3/2) = 1.76$ and $10 \log_{10}(3) = 4.77$ dB.) We point out here that the gap between this bound and simulations gets smaller as $L$ approaches $M$. This is simply because the approximation we used in (4.13) and (4.17) becomes more accurate as $L$ increases.

We repeat the above experiment for the receive correlation only scenario and joint transmit-receive correlation scenario. In Figs. 4.5 and 4.6, we plot the simulation results and the general bounds for the antenna selection system over receive correlation
Figure 4.5: BER performance comparison between various antenna selection scenarios over receive correlated channel for $N = 2, M = 3$ along with their upper bounds (STBCs only).

only channel with receive correlation matrix

$$
R_r^1 = \begin{bmatrix}
1 & 0.6 & 0.4 \\
0.6 & 1 & 0.45 \\
0.4 & 0.45 & 1
\end{bmatrix},
$$

where the eigenvalues are $\lambda_1 = 1.9720$, $\lambda_2 = 0.6321$, $\lambda_3 = 0.3959$. In Fig. 4.5, we consider the STBC-only system. It is easy to observe that the BER curve of the full-complexity system over the correlated channel has the same slope as that of the independent channel and the loss of the coding gain is about $10 \log_{10}(1.9720 \times 0.6321 \times 0.3959)^{-1/3} = 1.02$ dB relative to the independent channels at high SNR.
Figure 4.6: BER performance comparison between various antenna selection scenarios over receive correlated channel for $N = 2, M = 3$ along with their upper bounds (Combined CC and STBCs).

We also observe that all the curves have the same slope. It suggests again that the diversity order is maintained with antenna selection and the loss in SNR due to antenna selection is upper bounded by $10 \log_{10} (M/L)$ dB. In Fig. 4.6, combined CC and STBC system is considered over receive correlation only channel with receive antenna selection and we can have the same observation as that for Fig. 4.5.

In Figs. 4.7 and 4.8, we plot the simulation results and the general bounds for the antenna selection system over joint transmit-receive correlation fading channels with transmit correlation matrix $R_t^2$ and receive correlation matrix $R_r^1$. In Fig. 4.7, we consider the STBC-only system. It is easy to observe that the BER curve of the full-complexity system over the correlated channels has the same slope
Figure 4.7: BER performance comparison between various antenna selection scenarios over joint correlated channel for $N = 2, M = 3$ along with their upper bounds (STBCs only).

as that over the independent channels, and the loss of the coding gain is about

$$10 \log_{10} \left[ (1.6 \times 0.4)^{-1/2} \times (1.9720 \times 0.6321 \times 0.3959)^{-1/3} \right] = 1.99 \text{ dB}$$

relative to the independent channels. We also observe that all the curves have the same slope. It suggests again that the diversity order is maintained with antenna selection and the loss in SNR due to antenna selection is upper bounded by $10 \log_{10} (M/L) \text{ dB}$. In Fig. 4.8, combined CC and STBC system is considered over joint transmit-receive correlation channel with receive antenna selection and we can have the same observation.
Figure 4.8: BER performance comparison between various antenna selection scenarios over joint correlated channel for $N = 2, M = 3$ along with their upper bounds (Combined CC and STBCs).

4.6 Conclusions

In this chapter, we analyzed the performance of combined convolutional coding and orthogonal space-time block coding with receive antenna selection in correlated fading channel. We used a pragmatic selection criterion that maximizes the SNR at the receiver. We derived an upper bound, which explicitly showed that the diversity order with antenna selection is maintained as that of the full-complexity system, whereas the coding gain deteriorates by a value upper bounded by $10 \log_{10} (M/L)$ dB. We also quantified the loss in coding gain due to spatial correlation, provided that the correlation matrices are full rank. We also presented several examples through which
we validated our analytical results. The analysis used in this chapter can be easily applied to the combined TCM and STBC in the face of antenna selection.
Chapter 5

Conclusions and Future Work

5.1 Conclusions

In this thesis, we present a comprehensive performance analysis of the receive antenna selection for MIMO systems. We considered STBC-only systems, and the combined outer channel coding with STBC systems over independent and correlated Rayleigh flat fading channel respectively. At last, we get a conclusion which can be applied to all of these scenarios that the antenna diversity gain is maintained with receive antenna selection for any number of selected antennas, whereas the SNR deterioration due to antenna selection can be upper bounded by $10 \log_{10} (M/L)$ dB. So, the receive antenna selection is an effective scheme for reducing hardware complexity in MIMO system.
5.2 Future Work

- The next step in our work is to study the antenna selection at the transmitter side based on full or limited channel information fed back by the receiver. In practice, the feedback channel has a very limited capacity. Typically, only a few bits are reserved for control purposes. So, the limited feedback information is especially attractive in that they allow antenna selection at the transmitter without requiring a full description of the channel to be fed back. In particular, the only information fed back is the selected subset of antennas to be employed. We will consider two different transmit antenna selection criterion for two kinds of channels. For slow fading channel, the antenna selection can be carried out based on channel state information. we select those transmit antennas which maximize the instantaneous SNR by comparing the channel magnitude for each transmit antennas. However, if the channel state changes fast, due to the delay and limited capacity of feedback channel, it may be impossible to perform transmit antenna selection every time the channel changes. In this case, we can perform transmit antenna selection every time the second order channel statistic changes. That is, we can select those antennas which minimize the average error probability based on the channel covariance matrix. After this, we shall consider the joint transmit-receive antenna selection scheme.

- Modify the system model to take the channel estimation error into consideration. The channel fading coefficients are estimated by inserting pilot sequences
in the transmitted signals. Assume channel is constant over the duration of a frame and independent between the frames. At the beginning of each frame, orthogonal pilot sequences are transmitted form each transmit antennas. Then the receiver estimates the channel fading coefficients by using the minimum mean square error (MMSE) algorithm. It has been shown that with MMSE, the estimation error due to noise can be modeled as a zero mean complex Gaussian random variable. We will investigate the sensitivity of antenna selection to channel estimation error. The error may also happen to the control bits of the feedback channel. By knowing the error probability of each control bit, we can also quantify the impact of feedback channel error to the transmit antenna selection.

- We only investigate the antenna selection over flat fading channel in our work. However, for high data rate wireless communication systems, such as W-CDMA system, the signal duration may be small compared to the multipath spread of the channel, resulting in a frequency-selective fading channel or equivalently a temporal ISI channel. So, the study of antenna selection technique over frequency-selective fading channels needs to be done. In this case, antenna selection is carried out by comparing the average energy contained in the multiple paths corresponding to each antenna. Furthermore, because of the multiple paths, at the receiver the orthogonality of STBC does not hold any more. Consequently, an equalizer should be employed to convert the channel into a temporal ISI-free channel. So, the orthogonality between signals after the equalizer still
holds, and the ML can be realized by simple linear processing.

- A more attractive but tough job is to apply the antenna selection technique in cooperative wireless network. In the relay channel, suppose data is to be transmitted from the source terminal $S$ to destination terminal $D$. Due to the broadcast channel, another terminal in the network which we denote as the relay terminal $R$, also receive the signal from $S$ and thus can cooperate with $S$ to accomplish the communication with $D$. In this case, the antenna on $S$ and that on $R$ form a virtual transmit antenna array which realizes spatial diversity gain in a distributed fashion, but the delay between the received signal copies at $D$ due to processing delay at $R$ need be taken into the consideration for transmit antenna selection this time.
Appendix A

Component Codes Used in Simulation

A.1 Orthogonal STBCs for Three Transmit Antennas

The transmission matrix of full rate STBC for real signal constellation set is given by [6]

$$X_3 = \begin{bmatrix}
  x_1 & -x_2 & -x_3 & -x_4 \\
  x_2 & x_1 & x_4 & -x_3 \\
  x_3 & -x_4 & x_1 & x_2 \\
\end{bmatrix}.$$  \hspace{1cm} (A.1)
The transmission matrix of rate 3/4 STBC for complex signal constellation set is given as follows. \[57\]

\[
X_3 = \begin{bmatrix}
  x_1 & x_2^* & x_3^* & 0 \\
  -x_2 & x_1^* & 0 & -x_3^* \\
  -x_3 & 0 & x_1^* & x_2^*
\end{bmatrix}
\]  

(A.2)

A.2 Rate 1/2 \((7, 5)_{oct}\) CC Code

The encoder diagram of \((7, 5)_{oct}\) CC is shown in Fig. A.1. At each instant, the encoder accepts 1 input bit and outputs 2 coded bits. The constrain length is 3.

![Encoder Diagram](image)

Figure A.1: \((7, 5)_{oct}\) CC encoder.

It's transfer function is given by

\[
T(D, N, J) = \frac{J^3 N D^5}{1 - J N D - J^2 N D}
\]

\[
= J^3 N D^5 + (J^4 + J^5) N^2 D^6 + (J^5 + 2J^6 + J^7) N^3 D^7 + \cdots
\]
It means there are $2^l$ paths of distance $l + 5$ from the all-zeros path and of $l + 1$ 1s in the information sequence of that path, where $l = 0, 1, 2, \cdots$. The free distance is 5.

### A.3 4-state, 8–PSK TCM Code

For Rayleigh fading channel, Wilson suggest a 4-state, 8–PSK TCM without parallel transmissions. The trellis diagram of this code and 8-PSK signal set are shown in Fig. A.2. As is shown, the trellis diagram of this code is fully connected and results in shortest error event paths of length two. This is the maximum achievable time diversity with 4-state TCM scheme.

![Trellis Diagram](image)

Figure A.2: 4-state, 8–PSK TCM code trellis diagram and signal set.

The labels listed left to a state node indicates the branch labels for transitions from that state corresponding to the encoder inputs 00, 01, 10, and 11 respectively. $g_1^2 = 0.586$, $g_2^2 = 2$, $g_3^2 = 3.414$, and $g_4^2 = 4$, represent the square of the normalized Euclidean distance between signals in the constellation set. Since this code is linear, its transfer function can be obtained from the modified error state transition diagram.
as shown in Fig. A.3.

![Diagram of 4-state, 8-PSK TCM code]

Figure A.3: Modified error state diagram of the 4-state, 8-PSK TCM code

The transfer function can be shown to be

\[ T(D, I) = \xi_1 t_{13} + \xi_2 t_{14} + \xi_3 t_{15} \]  \hspace{1cm} (A.3)

where,

\[
\begin{bmatrix}
\xi_1 \\
\xi_2 \\
\xi_3
\end{bmatrix} =
\begin{bmatrix}
1 - t_4 & -t_{10} & -t_8 \\
-t_9 & 1 - t_5 & -t_{12} \\
-t_7 & -t_{11} & 1 - t_6
\end{bmatrix}^{-1}
\begin{bmatrix}
t_1 \\
t_2 \\
t_3
\end{bmatrix}.
\]

We list the branch labels used for evaluating of the performance over AWGN channel, and MIMO Rayleigh fading channel respectively in the following table.
<table>
<thead>
<tr>
<th>Branch Label</th>
<th>AWGN channel ( D = \exp\left(-\frac{E_b}{4N_0 \sin^2 \theta}\right) )</th>
<th>MIMO Rayleigh fading channel ( D = \frac{1}{N} \frac{E_b}{4N_0 \sin^2 \theta} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( t_1 )</td>
<td>( ID^{\theta_1} )</td>
<td>( I (1 + Dg_1^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>( ID^{\theta_2} )</td>
<td>( I (1 + Dg_2^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>( I^2 D^{\theta_3} )</td>
<td>( I^2 (1 + Dg_3^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>( ID^{\theta_4} )</td>
<td>( I (1 + Dg_4^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>( ID^{\theta_5} )</td>
<td>( I (1 + Dg_5^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_6 )</td>
<td>( \frac{1}{2} I^2 \left( D^{\theta_6} + D^{\theta_7} \right) )</td>
<td>( \frac{1}{2} I^2 \left( (1 + Dg_6^{2})^{-NM} + (1 + Dg_7^{2})^{-NM} \right) )</td>
</tr>
<tr>
<td>( t_7 )</td>
<td>( \frac{1}{2} I^2 \left( D^{\theta_8} + D^{\theta_9} \right) )</td>
<td>( \frac{1}{2} I^2 \left( (1 + Dg_8^{2})^{-NM} + (1 + Dg_9^{2})^{-NM} \right) )</td>
</tr>
<tr>
<td>( t_8 )</td>
<td>( ID^{\theta_10} )</td>
<td>( I (1 + D)^{-NM} )</td>
</tr>
<tr>
<td>( t_9 )</td>
<td>( \frac{1}{2} I \left( D^{\theta_11} + D^{\theta_12} \right) )</td>
<td>( \frac{1}{2} I \left( (1 + Dg_1^{2})^{-NM} + (1 + Dg_2^{2})^{-NM} \right) )</td>
</tr>
<tr>
<td>( t_{10} )</td>
<td>( ID )</td>
<td>( I (1 + D)^{-NM} )</td>
</tr>
<tr>
<td>( t_{11} )</td>
<td>( I^2 D^{\theta_{13}} )</td>
<td>( I^2 (1 + Dg_3^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_{12} )</td>
<td>( \frac{1}{2} I \left( D^{\theta_14} + D^{\theta_15} \right) )</td>
<td>( \frac{1}{2} I \left( (1 + Dg_4^{2})^{-NM} + (1 + Dg_5^{2})^{-NM} \right) )</td>
</tr>
<tr>
<td>( t_{13} )</td>
<td>( D^{\theta_1} )</td>
<td>( (1 + Dg_1^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_{14} )</td>
<td>( D^{\theta_2} )</td>
<td>( (1 + Dg_2^{2})^{-NM} )</td>
</tr>
<tr>
<td>( t_{15} )</td>
<td>( D^{\theta_3} )</td>
<td>( (1 + Dg_3^{2})^{-NM} )</td>
</tr>
</tbody>
</table>

Table A.1: Branch labels of the modified error state diagram of the 4-state, 8-PSK TCM code.
Appendix B

The Definite Integration Used in the Derivation

1. \( \int_0^\infty x^n e^{-ax} \, dx = \frac{n!}{a^{n+1}} \)

2. \( \int_0^\infty x^n e^{-r^2 x^2} \, dx = \frac{\Gamma((n+1)/2)}{2^{n+1}} \)

3. \( \frac{1}{\pi} \int_0^\infty \frac{1}{(x^2+1)^{L+1}} \, dx = \frac{1}{4^{L-1}} \binom{2L-1}{L} \)

4. \( \int_0^\infty Q(\sqrt{ax}) x^n e^{-x^2} \, dx = \frac{n!}{2} \left( 1 - \sqrt{\frac{a}{2\pi}} \sum_{k=0}^n \frac{\Gamma(k+\frac{1}{2})}{k!(1+\frac{3}{2})^{k+1/2}} \right), \, a \geq 0 \)

This integration can be evaluated as follows. As we know that

\[ \int x^n e^{-x} \, dx = -\sum_{k=0}^n \frac{n!}{k!} x^k e^{-x}, \]
so we have

\[
\int_0^\infty Q(\sqrt{ax}) x^n e^{-x} \, dx = -\int_0^\infty Q(\sqrt{ax}) d \left( \sum_{k=0}^n \frac{n!}{k!} x^k e^{-x} \right) \\
= \left[ -Q(\sqrt{ax}) \sum_{k=0}^n \frac{n!}{k!} x^k e^{-x} \right]_0^\infty + \int_0^\infty \sum_{k=0}^n \frac{n!}{k!} x^k e^{-x} \, d Q(\sqrt{ax}) \\
= \frac{n!}{2} + \sum_{k=0}^n \frac{n!}{k!} \int_0^\infty x^k e^{-x} \, d Q(\sqrt{ax}).
\]

Assume \( y = \sqrt{ax} \), the last line of above equation can be represented as

\[
\int_0^\infty Q(\sqrt{ax}) x^n e^{-x} \, dx = \frac{n!}{2} + \sum_{k=0}^n \frac{n!}{k! a^k} \int_0^\infty y^{2k} e^{-y^2 / 2} \, dQ(y).
\]

According to the definition of \( Q(y) \), we have \( dQ(y) = -\frac{1}{\sqrt{2\pi}} e^{-y^2 / 2} \, dy \), so

\[
\int_0^\infty Q(\sqrt{ax}) x^n e^{-x} \, dx = \frac{n!}{2} - \sum_{k=0}^n \frac{n!}{k! a^k \sqrt{2\pi}} \int_0^\infty y^{2k} e^{-\frac{1+y^2}{a}} \, dy.
\]

By knowing that \( \int_0^\infty x^n e^{-x^2 / 2} \, dx = \frac{\Gamma\left(\frac{n+1}{2}\right)}{2\pi^{n/2}} \), after some algebraic manipulations, we can get the final result as shown above.

5. \( \int_{-1}^1 \frac{f(x)}{\sqrt{1-x^2}} \, dx = \sum_{i=1}^n w_i f(x_i) + R_n \)

Where, \( x_i = \cos \left( \frac{(2i-1)\pi}{2n} \right), w_i = \frac{\pi}{n}, \) and remainder \( R_n = \frac{n}{(2n)!} f^{(2n-1)}(\xi) \) \((-1 < \xi < 1) \). As \( n \) increase the remainder term \( R_n \) becomes negligible [58] (25.4.38).
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