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Abstract

Failure Recovery in MPLS Multicast Network

using Segmented Backup Approach
Rohan Deshmukh

With the diversification of the traffic carried on the Internet, improvement of
QoS has been becoming considerable demanding to realize large capacity, high speed
and reliable communication in IP networks. Various models have been proposed to
address this need, MPLS being one of the main architectures that will likely be de-
ployed mostly on the Internet to achieve these QoS goals. MPLS overlays an IP
network to allow resources to be reserved and routes pre-determined. Effectively,
MPLS superimposes a connection-oriented framework over the connectionless IP net-
work. It provides virtual links or tunnels through the network to connect nodes that
lie at the edge of the network. In the future, it is expected that congestion and faults
on a Label Switched Path (LSP) will seriously affect service contents and recovery

and restoration of such LSPs would be required to realize a fault-tolerant MPLS net-
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work. Researchers have addressed the need in this context in the past with respect
to intermediate link and/or node failures mostly for the unicast networks.

In this thesis, we consider multiple failures for MPLS multicast networks. Upon a
failure in the primary path, its segmented backup gets activated to transfer the data,
making a network real time. Here we propose a new method of providing backup paths
in multicast routing tree. The method is based on segmentation cluster formation,
in which backup paths are provided by connecting segmentation points (SPs) of the
same cluster rather than providing a backup between the receiver label edged routers
as suggested by other researchers. The segmented backup path and hence cluster
formation aims at minimizing the number of receivers of the multicast routing tree
to be dropped from the communication if a failure occurs. Qur results show that
failure recovery in multicast MPLS network using segmented backup approach is

more effective than recent proposals.
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Chapter 1

Introduction

Over the last few years, the Internet has evolved into a ubiquitous network and in-
spired the development of a variety of new applications in business and consumer
markets. These new applications have driven the demand for increased and guar-
anteed bandwidth requirements in the backbone of the network. In addition to the
traditional data services currently provided over the Internet, new voice and mul-
timedia services are being developed and deployed. The Internet has emerged as
the network of choice for providing these converged services. However, the demands
placed on the network by these new applications and services, in terms of speed and
bandwidth, have strained the resources of the existing Internet infrastructure. This
transformation of the network toward a packet- and cell-based infrastructure has in-
troduced uncertainty into what has traditionally been a fairly deterministic network.

Quality of Service (QoS) has become an important function demanding large ca-

pacity, high speed and reliable service in IP networks especially in multimedia services
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for real time applications. Different approaches have been proposed for providing this
support within the network layer based on reserving resources for individual data flow
or treating differently individual IP data packets at the node based on marking in
the IP header. Multiprotocol Label Switching (MPLS) [1, 2, 3, 4] is rapidly becom-
ing a key technology for use in core networks, including converged data and voice
networks. MPLS does not replace IP routing, but works alongside existing and fu-
ture routing technologies to provide very high-speed data forwarding between Label
Switched Routers (LSRs) together with reservation of bandwidth for traffic flows with
different Quality of Services (QoS) requirement. MPLS enhances the services that
can be provided by IP networks, offering scope for traffic engineering and guaranteed
QoS.

In sum, despite some initial challenges, MPLS will play an important role in the
routing, switching, and forwarding of packets through the next-generation network in

order to meet the service demands of the network users.

1.1 MPLS and Its Components

1.1.1 What is MPLS?

MPLS is an Internet Engineering Task Force (IETF)-specified framework that pro-
vides for the efficient designation, routing, forwarding, and switching of traffic flows

through the network [5]. MPLS performs the following functions:

1. specifies mechanisms to manage traffic flows of various granularities, such as
2



flows between different hardware, machines, or even flows between different

applications.

2. remains independent of the Layer-2 and Layer-3 protocols.

3. provides a means to map IP addresses to simple, fixed-length labels used by
different packet-forwarding and packet-switching technologies.

4. interfaces to existing routing protocols such as resource reservation protocol

(RSVP) and open shortest path first (OSPF).

5. supports the IP, ATM, and frame-relay Layer-2 protocols.

In MPLS, data transmission occurs on label-switched paths (LSPs). LSPs are
a sequence of labels at each and every node along the path from the source to the
destination. Each data packet encapsulates and carries the labels during their journey
from source to destination. High-speed switching of data is possible because the fixed-
length labels are inserted at the very beginning of the packet or cell and can be used
by hardware to switch packets quickly between links.

MPLS uses the following terms:
LSRs and LERs:
The devices that participate in the MPLS protocol mechanisms can be classified into
label edge routers (LERs) and label switching routers (LSRs). An LSR is a high-speed
router device in the core of an MPLS network that participates in the establishment
of LSPs using the appropriate label signaling protocol and high-speed switching of

the data traffic based on the established paths. An LER is a device that operates at



the edge of the access network and MPLS network.

FEC:

The forward equivalence class (FEC) is a representation of a group of packets that
share the same requirements for their transport. All packets in such a group are
provided the same treatment en route to the destination.

Labels and Label Bindings:

A label, in its simplest form, identifies the path a packet should traverse. Once a
packet has been classified as a new or existing FEC, a label is assigned to the packet.
The packets are then forwarded based on their label value. Label assignment decisions
may be based on destination unicast routing, traffic engineering, multicast and QoS.

The generic label format is illustrated in Figure 1.1 [5].

Link Layer MPLS SHIM Network Layer | Other Layers Headers
Header Header and data

32 Bits

Label Exp. Bits | BS TIL

| e

L >
20 Bits T 3 Bits ’l‘l B T 8 Bits ’|

it

-

Figure 1.1: MPLS Generic Label Format

Label-Switched Paths (LSPs):
A collection of MPLS enabled devices represents an MPLS domain. Within an
MPLS domain, a path is set up for a given packet to travel based on an FEC. The

LSP is set up prior to data transmission.



Label Merging;:

The incoming streams of traffic from different interfaces can be merged together and
switched using a common label if they are traversing the network toward the same
final destination. This is known as stream merging or aggregation of flows.

Signaling Mechanisms:

1. Label Request - Using this mechanism, an LSR requests a label from its down-
stream neighbor so that it can bind to a specific FEC. This mechanism can be
employed down the chain of LSRs up until the egress LER (i.e., the point at
which the packet exits the MPLS domain).

2. Label Mapping - In response to a label request, a downstream LSR will send a

label to the upstream initiator using the label mapping mechanism.

The above concepts for label request and label mapping are explained in Fig-

ure 1.2.
Label Mapping Label Mapping
(e.g. Use Label 5) (e.g. Use Label 9)
Label Request Label Request
Ingress (LER)  (for Dest ©) LSR (forDest®) Fgress (LER)
Router B Router C

Router A

Figure 1.2: Signaling Mechanisms [5]

- Traffic Engineering:
Traffic engineering is a process that enhances overall network utilization by attempt-

ing to create a uniform or differentiated distribution of traffic throughout the network.
5



An important result of this process is the avoidance of congestion on any one path.
It is important to note that traffic engineering does not necessarily select the shortest
path between two devices. It is possible that, for two packet data flow, the packets
may traverse completely different paths even though their originating node and the
final destination node are the same. This way, the less-exposed or less-used network
segments can be used and differentiated services can be provided.

In MPLS, traflic engineering is inherently provided using explicitly routed paths.
The LSPs are created independently, specifying different paths that are based on user-
defined policies. However, this may require extensive operator intervention. RSVP-
TE and CRLDP are two possible approaches to supply dynamic traffic engineering

and QoS in MPLS.

1.2 Working of MPLS

The source sends its data to the destination. In an MPLS domain, not all of the
source traffic is necessarily transported through the same path. Depending on the
traffic characteristics, different LSPs could be created for packets with different QoS
requirements.

Figure 1.3 shows a MPLS network that consists of LERs, LSRs as core routers, and
path joining these routers (LSP). LERI is the ingress and LERA4 is the egress router.
When ingress receives packets from host, it determines the FEC for each packet,

deduces the LSP to use and adds a label to the packet. This decision is a local matter



Source Labzl Distribution Destination

¥

Ly F
LER 1 LSR 1 LSR2
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Label Request

Figure 1.3: Working of MPLS

but is likely to be based on factors including the destination address, the quality of
service requirements and the current state of the network. This flexibility is one of
the key elements that makes MPLS so useful. Ingress then forwards the packet on the
appropriate interface for the LSP. LSR1 is an intermediate LSR in the MPLS network.
It simply takes each labeled packet and uses the pairing {incoming interface, label
value} to decide the pairing {outgoing interface, label value} with which to forward
the packet. The egress LSR performs the same lookup as the intermediate LSRs, but
the {outgoing interface, label value} pair marks the packet as it exits the LSP. The

egress LSR strips the labels from the packets and forward them using layer 3 routing.

1.3 Multicast

So far, researchers have concentrated on unicast communication, where a single source
sends data to single receiver through other intermediate nodes. Many applications
however require multicast communication where data are sent simultaneously to mul-
tiple receivers. The best example of such requirement is teleconferencing among a

group of many people. In multicast communication, when one of the group members
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speaks, his voice should be delivered to all other group members. A simple solution to
design multicasting is to send the same data in turn to all other members of the group.

In other words, we can achieve multicast through unicast as shown in Figure 1.4.

O e

R LSRR
- Link for Unicast between A and C

----- Link for Unicast between A and D

@ ------- Link for Unicast between A and E

Figure 1.4: Multicast achieved through Unicast

In the multicast Figure 1.4, three different unicast LSPs B-C, B-D and B-E are
used. They together constitute the multicast network as LSR. B sends data to three

different LERs C, D and E whereas LER A sends only one copy of data to LSR B.

1.3.1 Multicast with MPLS

Multicasting in a network is provided by seting up a multicast routing tree [6], where
the switches are the nodes of the tree and the links are the edges of the tree. Each
muticasting switch of the tree multicasts packets to each outgoing link. By forwarding
data on this tree structure and duplicating data at intermediate nodes of the tree, the
same information is sent on each link of the tree only once, thereby saving bandwidth.

Currently MPLS multicast is in the primary stage. Multicast and unicast traffic
require different types of processing from routers. The packet duplication mechanism

that is implemented in IP routers to support IP multicast can be used to duplicate
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MPLS packets [7]. MPLS routers at the bifurcation of a multicast routing tree du-
plicate packets and send copies of the same packet on different outgoing links. Each
copy of an incoming MPLS multicast packet is assigned a different label before it is

forwarded on an outgoing link. This can be observed in Figure 2.5.

Figure 1.5: Multicast in MPLS network

Here ingress multicasts data on primary and secondary LSPs according to the
available bandwidth. Each member of a multicast group can build a shortest path
multicast tree to reach all other members. Alternatively, all members of a group can

be leaves of a common core based tree whose center can be any node of the network.

1.4 Fault Tolerance in MPLS Network

Any of the resources within a network might fail. In an MPLS multicast network,
failures can occur in link, node and/or link-node. MPLS will be used in core networks
where system downtime must be kept to an absolute minimum. Many MPLS LSRs
may, therefore, exploit Fault Tolerance (FT) [8] hardware or software to provide High
Availability (HA) of the core networks. In order to provide HA, an MPLS system

needs to be able to survive a variety of faults with minimal disruption to data plane.
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In this thesis, we explicitly deal with software faults only [9]. In software, there
may be code running on line cards and controller cards. Any distinct element of
the software may fail. This could be MPLS signaling code itself, the underlying IP
transport stack, the routing software, or the operating system or device drivers.

The aims of FT in an MPLS system are:

1. To preserve established LSPs (in data plane) software so that there is no (or
minimal) disruption to data flow
2. To avoid resource leakage especially in the switch when failure happens during

the state transitions within the signaling protocol

3. To cause minimal disruption to the processing of new signaling requests both

during normal processing and during failover processing.

Underlying FT is the requirement to replicate data from a primary copy of the
software to a backup copy. Usually the primary and backup copies run on distinct
hardware instances to provide full protection. Thus FT has a prerequisite that the

system can operate in a distributed way, passing messages between processor cards.

1.5 Motivation for Thesis

Today’s businesses use more internet, groupware, multimedia, and client/server tech-
nologies; they need more multicasting applications. Video conferencing, audio confer-
encing, online training, news distribution, software distribution, and database repli-

cation are all good candidates for multicasting, one-to-many communication from a
10



source to a group of selected destinations. Multicasting applications can minimize the
demand for network bandwidth while delivering information from a source to multi-
ple destinations via one stream. With the increasing need to save time and money,
multicasting offers a substantial advantage over currently used technologies.

MPLS being one of the main architectures that will likely be deployed mostly
on the Internet to achieve QoS goals. In the future, it is expected that congestion
and faults on a Label Switched Path (LSP) will seriously affect service contents and
recovery and restoration of such LSPs would be required to realize a fault-tolerant
MPLS network.

Most of the ongoing research work for MPLS is concerned with unicast failures.
Different methods have been proposed to address this problem. But no concrete solu-
tion is provided. Not much work has been done for MPLS multicast. Multiple failure
recoveries are not provided in the different approaches of MPLS unicast networks as
described in chapter 2. RFC 3353 for MPLS multicast proposes initial information.
As MPLS is an important architecture deployed in internet and multicast technology
is important for communication, we feel it important to work in MPLS multicast for
multiple failure recovery. This leads to the development of our scheme for finding a

backup path by segmentation approach.
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1.6 Thesis Contribution

To transfer the data in MPLS network requires traffic engineering mechanisms to
compute backup paths and to perform rerouting after a failure has occured. In this
thesis, we address the problem of fast recovery of a multicast routing tree after fail-
ures occur. An MPLS network receives traffic directly from multicast hosts attached
to MPLS routers, or from networks that simply relay multicast traffic from other
"multicast hosts. When a link of the multicast routing tree fails, a certain number
of multicast hosts accessing the tree directly or through other networks are dropped
from the communication. In this thesis, we present an algorithm that aims at select-
ing a backup path by segmenting the primary path in a given multicast routing tree
to improve the resilience of the tree for any type of failure. The backup path selected
by the algorithm minimizes the number of group members dropped from a multicast
communication on failures as compared to backup between label edged routers. We

provide a specification, complexity analysis and simulation of our design.

1.7 Outline of Thesis

The rest of the thesis is organized as follows: In Chapter 2, we describe different fail-
ures and its recovery mechanisms for unicast and multicast networks. It also includes
different methods and their disadvantages. This is followed by an introduction to
our proposed recovery mechanism for multicasting MPLS network. In Chapter 3 we

give an overview to our approach of segmented backup for MPLS multicast networks,
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an algorithm for backup path and some recovery scenarios. Chapter 4 describes our
problem design and graphical results in detail. Finally Chapter 5 concludes with

discussions and future research directions.

1.8 Summary

In this chapter, we described in detail about MPLS, its components and its working.
Then we focused on multicast, multicast in MPLS and need for multicast in MPLS.

Also we described fault tolerance in MPLS networks.

13



Chapter 2

Failure Recovery in MPLS

Network

In this chapter, we focus on different types of failures in MPLS networks. We also
discuss in detail different failure recovery methods. We discuss failures in the context

of MPLS unicast and multicast networks.

2.1 Objective of Failure Survival

The key objective of failure survival in an MPLS network is to minimize the disruption
of data traffic of any failure [10]. Where possible, established LSPs (which may be
carrying data) should not be disturbed at all while the failure is recovered. This
means that links and cross-connects should stay in place, and data packets should

not be discarded. In practice, many failures will require some disruption as new
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resources take over from the old. This disturbance should, however, be kept as small
as possible. A figure of 60ms is often quoted in the telecommunications world, as the
largest disruption to voice traffic that can be managed by the human brain before
the effects become noticeable as a break that interrupts understanding or flow. This
means that, ideally, any failure should be detected, reported and repaired within a
total of 60ms. Even if the repair of an LSP takes longer than 60ms it is still important
that the connection is restored automatically. If there is disruption on the data flow,
an important consideration is whether data are lost or if so, how much. Neither
IP networks nor other networks such as ATM or Frame Relay attempt to provide
reliable delivery of data, other than by using higher layer end-to-end protocols such
as TCP over network protocols. However, if a substantial amount of data are lost,
such protocols may declare the connection failed, and require reconnection.

A slightly lower priority aim is that the signaling service should remain available.
That is, that it should continue to be possible to establish new connections for data
traffic after the failure. It may be that new connections cannot be signaled while
failure is being repaired. Although that is undesirable, it is generally acceptable for a
user to retry a connection attempt (e.g. redial at a telephone) if the connection fails to
establish for the first time. Given the statistical likelihood of a new connection being
attempted during a failure repair, it is often considered acceptable that signaling is
temporarily suspended.

The process of repair in one part of the network should, of course, cause as little

disruption as possible to other parts of the network. Broadcasting failure information
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around the network could seriously disrupt other signaling and data traffic. It is
worth noting that the typical requirement is to survive a single network failure. Many
network providers and device vendors are not attempting to provide solutions that
survive multiple concurrent network failures. While this does reduce complexity, it
implies that the recovery time of failed component must be low to ensure that the
period of vulnerability is as short as possible.

All of the solutionsk to these requirements involve forms of redundancy whether
within links, as extra links in the network, or through the provision of additional
hardware components within a switch. The cost of these solutions imposes an ad-
ditional requirement: those redundant resources should be kept to a minimum and

preferably shared among potential users.

2.2 Types of Failures

Any of the resources within a network might fail. To provide a proper high availability
network, the network provider must predict and plan for any of these failures.

As MPLS is connection oriented, it has greater vulnerability towards failures.
Failures can occur in link and node. After a fault is detected, the LSRs notify the
occurence of fault to all affected LSRs and search for alternate or backup path for an
alternate traffic.

Figure 2.1 shows node and link failures in a unicast MPLS network.

When fault occurs in the network at point A, it is treated as node failure, ingress
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Figure 2.1: Node and Link failures in MPLS Network

will come to know about failure as there will not be any data transfer from LSR 1.
When the failure occurs at point B, it is treated as link failure. Here when node fails,
links associated with the node also fail. A link failure may be distinguished from a
node failure by a method explained in [11]. The link failure is detected when the
RSVP “Hello” messages are not reachable via the primary path, the point of local
recovery (PLR) uses the RSVP “Hello” to determine whether its neighbor is reachble
via another path instead of the failed link. If this is the case, the PLR can conclude

that a link failure has occured. If not, the failure is a node failure.

2.3 Fault Recovery Mechanisms

Different types of protection schemes have been deployed in different layers of the
network. These schemes can be classified as Dynamic Restoration and Preplanned
Restoration.

Dynamic restoration dynamically allocates spare resources for the alternate route.
It has the advantage of being cost efficient since none of the resource is allocated
before the failure. The drawbacks of this approach are that the restoration may not
be guaranteed if the allocation of a new route fails and restoration time could be

longer due to searching and deployment of an alternate route. This makes these
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schemes only suitable for best effort services, which have been deployed in the IP
layer.

Preplanned restoration reserves backup resources at the time of establishing the
working paths. Since these schemes do not need the time-consuming connection
establishment process, preplanned restoration is capable of restoring traffic within a
very short time. However drawback of this scheme is high cost.

For better resource utilization, resource sharing can be used. If two primary paths
do not fail at the same time, their backup paths can be shared with each other, and
thus cost is reduced.

In the following subsections, we discuss the different mechanisms that deal with

fault recovery in general.

2.3.1 Link Failure Recovery

Fault recovery may be done as link rerouting or end-to-end rerouting [12]. In link
rerouting an alternate path is found between the two LSRs on the ends of the failed
link. For fast recovery alternate path may be pre-stablished, or saught dynamically
after fault notification. In end-to-end rerouting, an alternate path between the ingress
and Egress LSRs that is completely disjoint from the failed path is found. Recovering
based on end-to-end rerouting is more capable of handling node faults or multiple
link failures. Again the alternate path may be pre-established and resources may be

reserved along the alternate path.
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2.3.2 Local Repair

Another method used to recover from faults is based on Local Repair [13]. In this
method, when a failure occurs in the network, an LSR upstream of the failure can
attempt to re-signal the LSP. LSP signaling relies on IP routing, and therefore can
take advantage of the fact that the routing table may be updated with new routes
to the downstream nodes. Note, however, that this may take many seconds, and will
not necessarily result in a new route being available. This is explained in Figure 2.2.
If the failure occurs in link between nodes A and B, LSR A will direct the traffic on

the next route to LSR A - LSR D - LSR E - LSR C.

oo
Ingress > LSRA \/ > LSRB > LSRC Lgress | = Error Message
-
AN N /4
\\\ J/ === Data Flow
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Backup
Path

Figure 2.2: Local Re-routing around Link Failure

Data are forwarded based on the (incoming interface, incoming label) to (outgoing
interface, outgoing label) mappings and not on the information in the IP routing table.
Therefore updates to the IP routing table do not affect the data flow. Data paths can
only change once a new LSP has been signaled and devices on the LSP programmed
with the new label mappings.

When there is a link node failure within an IP network, the change in topology
is distributed by the routing protocol and the routing tables are updated at each

node. An LSP can be re-signaled from the ingress and may merge with components
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of the old LSP downstream of the fault. Re-routing is, however, usually restricted to
the point of failure detection and the ingress—if each LSR on the path attempted to
re-route and re-signal the LSP, but failed (e.g., due to inability to find a route that
matched the requested constraints), it might take far too long for the error to finally
propagate back to the ingress node.

Because this re-signaling is time consuming and may in any case not result in suc-
cessful re-establishment of the LSP, the signaling protocols impose some restrictions
on the extent of local repair that is supported. Since network topologies are rarely
full meshes, local repair might not succeed, and re-routing may need to be resolved
at the ingress.

Local repair relies on the speed of propagation of routing table updates. This
can be slow (up to 30 seconds), which is unacceptable for many MPLS applications.
Further, even if the routing table update is quick, this solution requires additional

signaling at the time of failure, which will further delay the restoration of a data path.

2.3.3 Protection Switching

Another method called Protection Switching [14] is used to ensure recovery from link
or node failure with minimal disruption to the data. Many references to this function
include a target failover time of 60ms, which is reputed to be the longest acceptable
disruption to voice traffic.

In Protection switching, data are switched from a failed LSP to a backup LSP

at the repair point (conventionally at the ingress). The backup LSP is usually pre-
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provisioned. This can be considerably quicker than local repair since the backup LSP

does not need to be signaled at time of failure.
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Figure 2.3: Protection Switching

As shown in Figure 2.3 data are switched on the primary path. The backup LSP
takes a less favorable path, is ready and is set up, but does not carry any data. When
any failure in primary LSP is reported back to the ingress LER (perhaps using notify
messages), data are immediately switched to the backup LSP.

It is also possible to consider a scenario where the backup LSP is configured in
advance at the ingress, but is not signaled until the failure is reported. This has the
advantage that the network resources are not tied up by the backup LSP, but increases
the failover time and is subject to the prospect of no resources being available when
the backup is needed.

The main concern with protection switching is the speed of repair. The error must
be detected and reported to the repair point. The backup LSP must be prepared, and
finally the data must be transferred to the back up LSP. The options described above
all require some amount of protocol signaling at the time of failover. This varies from
simply propagating the error from the point of detection to the point of repair, to the

full signaling of the backup LSP.
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Obviously, the more signaling is required, the less likely the failover is to be timely.
It is generally accepted that significant amounts of signaling (especially if more than
one LSP has been broken by the failure) will not provide good enough failover times
for most uses of LSPs. In fact, many people are suspicious that simply signaling the
failure back to the repair point may compromise the failover.

The cost of providing backup facilities increases as the required speed of the
failover increases. Recovery systems that require substantial signaling at the time
of failure also take less network resources and are therefore cheaper. Quick mecha-
nisms require more dedicated resources and are therefore more expensive.

Another important concern with the protection switching is that the resources
must be pre-allocated to protect each primary LSP. This can be very expensive since
resources used for the backups cannot be used to carry revenue-generating traffic.

The simplest has a single LSP providing the backup for more than one primary
LSP. Since it is unlikely that more than one primary will fail, this offers a good
solution, but it does require that there is more than one primary LSP between ingress
and egress—something that may often not be the case.

Another option that works when there are multiple data flow between ingress and
egress is to use the backup LSP for low priority data. When the primary fails, the
low priority data are dropped or reverts to best effort IP transfer.

In a complex network, the issue may be wider than reducing the number of end-
to-end backup LSPs. In this case, there is a need to reduce the amount of resource

used on links in the core of the network.
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Problems and Remedies

1. If the system has two primary paths, the question is how should LSR 1 behave
if both primary LSPs do fail and data start to flow on both backup LSP/LSPs.
A probable answer is that the backups are treated as first-come first served
so that the data on the second backup are to be used as simply dropped at
LSR 1. This is hardly satisfactory, however, if both primary LSPs believe they
are protected, and better answer involves signaling to the ingress of the second
primary that it is no longer protected.

2. This leads to another question, which is how to detect and indicate to the
ingress points that a backup has dropped being used (after restoration of a
failed primary) and both primaries can consider themselves protected again.

3. This system can lead to another level of complexity where links and nodes can
have both primary and backup resources. Primary resources can be committed
only once, but backup resources could be over committed many times, leading

to two separate resource spaces to0 be managed.

2.3.4 Fast Re-route

Fast re-route [15] is a process where MPLS data can be directed around a link failure
without the need to perform any signaling at the time failure is detected. Unlike
protection switching, described above, there is typically not even a requirement to

propagate the error to the repair point using the signaling protocol—the repair point
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is the point of detection.

Most fast re-route protection schemes rely on pre-signaled backup resources [16].
When the failure is reported to the repair point, it simply updates the programming
of its switch so that data that were previously sent out of one interface with one label
are sent out of a different interface with another label.

The simplest form of fast re-route is called link protection. For link failure fast
re-route an LSP tunnel is set up through the network to provide a backup for a
vulnerable physical link. The LSP provides a parallel virtual link. When the link
fails, the upstream node switches traffic from the physical link to the virtual link so

that data continue to flow with minimal disruption. This is explained in Figure 2.4.

Ingress = LSR A >/ LSRB = [SRC Egress
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Figure 2.4: Fast Reroute Link Protection

Figure 2.4 shows a backup tunnel that has been set up to protect the link/node
between LSRs A and B. When the link and/or node fails, the primary LSP is redi-
reéted down the backup tunnel so that the data still flow from A to B. The capacity
of the backup LSP should, of course, be sufficient to carry the data from the pri-
mary LSP. If all LSPs on a link are to be protected then the capacity should equal
the bandwidth of the protected link. This can potentially lead to a huge amount of

backup bandwidth being reserved, especially if multiple links must be protected in
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this way. But there are some specific limits placed on the use of label spaces when
this method of fast re-route is in use. The LSP that provides the backup virtual link
is used as an LSP tunnel. That is, the data packets that would have been sent down
the physical link have an additional label added and that top label is used to forward
the packet along the backup LSP. When the other side of the broken link is reached
(the egress of the backup LSP) the top label is stripped from the packet, and the
data are forwarded according to the lower label like label stacking.

The main issues with link protection are increased complexity of configuration
(each protected link must have a backup tunnel configured) and the amount of re-
source that must be preserved in the network.

Link protection only handles the case where a single link between two LSRs has
failed. However, it is also possible that an entire LSR will fail. Once this information
has been passed back upstream, each LSR can determine the correct labels to use
in the label stack when it re-routes an LSP after failure. Note that fast re-route
path protection requires a considerable investment in network resources as the LSP
may need three times the resources to cover forward, reverse and alternate paths.
Several proposals have been made to allow resource sharing, but these methods are
as complicated as those described in protection switching.

A more sophisticated fast re-route scheme is described in [17]. This provides a
protection path for a given LSP that is established at the same time as the primary
LSP. The protection path provides an alternate path that can be directly accessed

from any point on the primary LSP such that data can be switched over to that
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path without communicating the failure to any other devices. This is different from
protection switching where the rerouting of the data can only occur at certain repair
points, which must be first notified about the failure.

To establish this protection path

1. the primary LSP is signaled from ingress to egress

2. a reverse path is signaled from egress back to ingress using the same route

3. an alternate path is signaled from ingress back to the egress using a path that
is disjoint from the primary LSP.

4. the ingress sets up its label mappings so that any data flowing on the reverse

path are forwarded to the alternate path.

A major concern with this technique is the length of the data path that results
from repairing a failure near the egress. Certain applications (such as voice) are
sensitive to the delay in data transfer. If the LSP is long, the delay may already be
close to the maximum limit. Tripling the path length may degrade the transfer data
too much. This can be mitigated at the ingress, which can be sensitive to data flow
on reverse path. If data are detected on the reverse path, the ingress can assume
that there has been a failure down stream and can start sending data directly on the
alternate route. Some small delay may be possible if packet ordering is important.

To overcome the problem of length of the data path described above, a shortcut
path can be set up to connect through the alternate path. A failure upstream of
the shortcut path is handled as described above, but a failure occurring downstream
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results in data being routed back up the reverse path, along the shortcut path and
out along the alternate path.

This shortcut approach however, brings significant additional complexities. Choices
must be made as to which short cuts need to be established and which extra functions
the signaling protocols are required to do. Furthermore, the device where the short
cut meets the alternate path must be capable of handling LSP merge or must be
able to detect data arriving on either the shortcut or alternate path and dynamically

update its label mappings accordingly.

2.4 MPLS Unicast Network

Until now most of the methods are proposed for unicast failure recovery [12, 14, 18].

Thomas et al [12] examined distributed methods for fast fault recovery using
modified Label Distribution Protocol messages. He also focused on link rerouting
and end-to-end rerouting for traffic and performance monitoring. He also suggested
fast rerouting techniques for traffic monitoring to collect feedback information about
network conditions.

Protection switching and fast reroute methods are explained in [14]. Fast rerouting
is a method where traffic is reversed at the point of the failure back to the ingress and
redirected via an alternative preconfigured LSP. This method is known for low packet
loss as it redirects the data near a fault without prior notification to the ingress node,

however it may cause long delays not suitable for real-time services.
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Shandilya [18] explains the modified OSPF protocol, for finding a secondary fault-
tolerant backup path. This also brings forth extension to the OSPF to allow finding
local fast rerouting paths on all the nodes along an LSP. He also proposed to run
instance of another algorithm on LERs to calculate explicit routes (E-LSPs) satisfying
the end-to-end delay QoS criterion.

One scheme is suggested in [19] called adaptive segment path restoration. The
basic idea behind this approach is to divide an LSP into several segments. Each
segment of the primary path is provided with a backup path. The segmentation of
the primary path is adaptive to the toéology of the network, allowing for more efficient
resource usage whilst yielding restoration times comparable to link restoration. The
segmenting principle is that all the LSRs having the same restoration length are put
in the same segment. Then in each segment, a backup path is found to cover possible
link failures within this segment. The purpose is to make the restoration length and

backup hops satisfy the QoS requirement of the different services being transported.
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Figure 2.5: Recovery through Adaptive Segment Path Restoration

This is explained in Figure 2.5, where the primary path is divided into different
segments and each segment is provided with a backup path. Here the last LSR of
each segment is called Segmentation Point. However, if the network is large there

will be many backup paths which will cause more resource utilisation. To avoid this,
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the concept of sharing resources explained in [20] may be used. In this method,
data will flow through a backup path after failure occurs. This backup path is the
primary path of another network. But this leads to the problem of traffic engineering
and bandwidth utilisation as data will get overflowed. This can be well explained in
Figure 2.6. Here if the failure occurs anywhere in the path 1 (Ingress - LSR A - LSR
B - Egress), ingress will forward the traffic on the primary of another path 2 (Ingress
1-LSR C-LSR D - Egress 1). Here at LSR C merging of data takes place and extra
label will be stacked and splitting takes place at LSR D. Here we also have to think
about sizing of LSP after data flow on the primary LSP of another path or backup
path so that LSP does not overflow [21]. One has to decide guranteed bandwidth

requirement for Class of Service (CoS) [22].

Ingress \I;SR A LSR B Egress
Ingress 1 LSRC = LSRD ™ Bgress 1

Figure 2.6: Recovery through Sharing Resources

Partial ingress failure recovery is mentioned in [23]. The recovery method proposes
a solution of having the redundant image of the control plane(CP) that is the part of
the ingress, so that when the failure occurs in the ingress, packets will be forwarded
according to the updated CPI (Control Plane Identity). Here in addition to the
CP in ingress, CPI is introduced as shown in Figure 2.7. CP operates the software
and is responsible for the coordination of the other components. When the CP fails

it is treated as an ingress failure. So after the failure, all data will get forwarded
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through CPI, which gets updated after each data transfer. When a failure occurs in
the ingress, the bandwidth of the flow is distributed among the best possible path
giving the priority to the new flow with guranteed service [24, 25, 26]. Bandwidth of
each link is partitioned into two fractions, one for low priority data traffic, and one
for the high priority stream traffic. This is described in dynamic partitioning [27].
Here partitioning is defined by a partitioning parameter, which changes according to

traffic profile and intensity.
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Figure 2.7: Ingress Failure Recovery in MPLS Network

Another approach has been defined in [28]. Here primary path is viewed as made
up of small contiguous paths called primary segments. Many backups are provided

to protect the small primary segments as shown in Figure 2.8.
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Figure 2.8: Multiple Backup Paths for Multihop Network [28]

Moreover backup consists of different links. As shown in Figure 2.8, 1 to 9 are

the links of the primary path with intermediate nodes and backup links are A to L.
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The primary segment span links 1-3, 3-5, 5-7, 7-9, while their corresponding backup
segments span links A-C, D-F, G-I, J-L, respectively. Links A, B and C constitute a
single backup segment. But when there is a big network and there are multiple hops,
there will be many primary segments. This may lead to more resource utilization in

terms of backup paths for each primary segment.

2.5 MPLS Multicast Network

Failure recovery in MPLS unicast is relatively easy to achieve as compared to multicast
network. Not much work has been done for MPLS multicast. Recently published RFC
3353 [29] provides an overview on IP Multicast in MPLS environment and is in the
primary stage. In MPLS multicasting, data are sent to different users at the same
time using different LSPs according to bandwidth requirements. Analyses of general
issues on supporting QoS for multicast applications and review of different ways to
implement IP multicasting in different architectures including MPLS based networks
are discussed in [30]. In case of failures in such networks, one still needs to deal with
bandwidth and traffic engineering. A method that is available for recovery in MPLS
multicast networks is proposed in [31] and is based on providing recovery through
the receiver end points. In this case a backup path is provided between receiver end
routers as shown in Figure 2.9.

After a failure occurs in the link, each edge router node is notified of the failure by

Notification Messages (NM). When end points A and B receive the NMs, switchover
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Figure 2.9: Recovery through receiver LERs for MPLS Multicast [31]

will take place. Here no matter where the failure occurs, NM needs to be received
by all nodes in the network including end nodes for switchover. If the failure occurs
in link C-D, NMs are sent to each node as shown in Figure 2.9. Here we see that
NM may unnecessarily be sent to nodes other than A and B. It adds to more traffic
in the network than sending NMs to only end nodes where backup exists. Moreover,
the recovery mechanism in [31] deals with only link failure recovery but does not deal

with node or link-node failure recovery.

2.6 Summary

In this chapter we briefly discussed different types of failures and different methods
available to achieve failure recovery. We discussed these different approaches in the
context of MPLS unicast and multicast networks. In the next chapter we will discuss

our approach for MPLS multicast networks.
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Chapter 3

MPLS Multicasting Recovery

Mechanism

In this chapter, we discuss in detail our recovery approach for MPLS multicast net-
works along with proposed algorithm to form a backup path.

In this chapter, we describe MPLS multicast Fast and Local Reroute (FLR), a
rerouting mechanism adapted to protect multicast routing trees from failures. MPLS
multicast FLR extends the unicast mechanisms presented in Chapter 2. MPLS mul-
ticast FLR makes it possible to repair a multicast routing tree if a failure occurs by
rerouting traffic on a pre-planned backup path. The local rerouting feature is provided
by limiting the rerouting to its multicast root point. This rerouting mechanism uses
the same components as unicast rerouting. A backup path must first be established
in a multicast routing tree. Then, when a node detects a failure or recovery, it sends

a notification message to the Path Switching LERs, which perform either switchover
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or switchback. MPLS multicast Fast Reroute assumes that multicast routing trees

are core-based trees.

3.1 Overview

Here we introduce multicast LSPs, which are the multicast counterpart to unicast
Label Switching Paths. MPLS is able to create virtual circuits that map multicast
routing trees without the need of establishing a distinct virtual circuit between a
particular node and all multicast hosts of a multicast group. This is not the case
with other switching circuits. A multicast LSP is a point-to-multipoint MPLS virtual
circuit. Packets are forwarded on multicast LSPs the same way as they are forwarded
on unicast LSPs. But here they are multiplexed by MPLS routers and forwarded
on several links. Therefore, a multicast LSP must be established before a multicast
communication can actually take place and terminated when the communication is
over. Such tasks are performed by a signaling protocol. In MPLS networks, LSPs are
associated with FECs. Packets that enter an MPLS network are assigned to an FEC
and all packets from the same FEC entering in the network via the same ingress LER
are forwarded on the same LSP. The FEC associated with a multicast LSP is the IP
address of the multicast group whose traffic is carried by the multicast LSP.

In this chapter, we propose and evaluate a new scheme to construct a backup
path, called Segmented Backup Path, which is a link between segmentation points

(SPs). This is unlike end-to-end receiver edge router based recovery where the backup
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is between edge routers. Segmentation approach is followed in [19] for unicast MPLS
networks. There the segmentation point is the end point of each segment while in our
case SP is the node that multicast data to more than one node and this SP becomes
root for the next cluster. More details are given in section 3.3. Using example and
studies we show that segmented backup has many advantages over end-to-end receiver

edge router backups such as:

1. Better QoS
2. Number of backup paths

3. Number of NMs

In this chapter, we specifically provide an algorithm for segmentation point and cluster

formation.

3.2 Segmentation and Cluster Formation

We define a Segmentation Point [33] as a point where traffic is multicast to more than
one link. A segmented backup is provided between two or more SPs. Once the SPs
and backup is defined, we define a cluster. A cluster consists of root node, SPs and
backup path joining these SPs.

Here we propose a new algorithm to provide a backup path in the multicast
network. This backup path allows recovery from multiple failures. The flow of the
algorithm is explained in Figure 3.1.

The algorithm is described in Figure 3.2.
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Figure 3.1: Flow to find Segmentation Point and Backup Path
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1) Initialize Current_Node to be Cluster_Node

2) Initialize segmentation point array SP[ ] to NULL with
Num_SP =0 ; Temp_Num_SP=0;

3) Repeat Steps I and II for each link of Cluster_Root

StepI:
Initialize Current_Node to be Cluster_Root ;
If (Current_Node.next is not Egress)
Current_Node = Current_Node.next ;
Step Il :
If ((Current_Node is not Cluster_Root) And
(Current_Node.links is greater than or equal to 2))
{ Initialize SP[Num_SP] to Current_Node ;
Increment Num_SP ;
}
Else
{ If (Current_Node.next is not Egress)
{ Current_Node = Current_Node.next ;
Do Step 11 ;
}
}

4) Repeat Step III until SP[Temp_Num_SP+1] is not equal to NULL
Step 111 :
Provide backup between SP[Temp_Num_SP] and SP[Temp_Num_SP+1} ;

Increment Temp_Num_SP ;

5) Define cluster between all SPs and Cluster_Root.
Each SP becomes Root for the next Cluster.

6) Repeat Steps 2 to 5 for each Cluster formed in Step 5

Figure 3.2: Algorithm to find Segmented Backup and form a Cluster
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The algorithm to obtain SPs and backup paths is applied clusterwise. Here we
start from the first node (in this case LSR I) of the network as a root node and we
check for each multicast LSPs for the root. Then we check for the next available LSR
in each LSP. If that LSR sends data to more than one link we treat it as an SP as
it is a multicasting point. The same is applied to each available LSP. After finding
all SPs on all possible LSPs for that root node, we define the cluster. The cluster is
formed of root node, SPs and backup LSPs joining these SPs. Here each SP acts as

a root node for next cluster formation. This is explained in Figure 3.3.
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Figure 3.3: Cluster Formation

After applying the algorithm to the network as shown in Figure 3.3, we get LSR
2 and LSR 3 as LSRs that send data to more than one node. So we treat these LSRs
as SPs. CL1 represents cluster 1, which is formed by root (Ingress), two SPs (LSR. 3

and LSR 2) and backup path joining these SPs. Now LSR 2 (which was one of the

SPs for CL1) becomes the root for the next cluster (CL2) formation. Herc CL2 is
formed by Root (LSR 2), SPs (LSR 4, LSR 5 and LSR 6) and backup path joining
these SPs (path between LSR 4 and LSR 5, and LSR 5 and LSR 6). Our algorithm
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deals failures only when cluster is formed. The link joining the egress is not recovered
as cluster does not include that link. So we have not considered failure of the link

joining the egress.

3.3 Recovery Mechanism

Figure 3.3 shows an example of how a Segmentation Point is found and how the
backup LSP and hence cluster is defined. Here we will see how failure recovery is

achieved with different scenarios.

3.3.1 Failure and Recovery Detection

In this thesis, we took into cosideration that links connect properly when the network
is set up. A failure in the link is considered as software failure. Joins of the links to
the nodes are firm even during the failure.

To detect failure, nodes regularly send KeepAlive messages on all the links on
which they send traffic, and listen for KeepAlive messages on the links from which
they receive traffic. In the context of bidirectional multicast LSPs, nodes actually
send and listen for KeepAlive messages on each link they are attached to. KeepAlive
messages are small messages that take a low percentage of the bandwidth of the link
on which they are sent [31].

A failure must be detected as early as possible in order to keep the total repair

time low. To do so, KeepAlive messages should be sent at a high frequency. However,
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since detecting a failure triggers traffic switchover, failures should not be detected
when a link/node has not actually failed. We call Tp the period used by nodes to
send KeepAlive messages.

In case of link failure, we consider that a link has failed only when several
KeepAlive messages are missing in sequence. Let the beat checking number n >= 2
be the number of KeepAlive messages that must be missing before a node reports a
link failure. The failure detection time Tfgetect is the time between the instant when
a link fails and the instant at which a node that receives KeepAlive messages via this
link considers that the link has failed. The distribution of the failure detection time

is shown in Figure 3.4 [31].

Node 1 Node 3
0 Last KeepAlive message
11 ¥12 before failure
Link 1-3 fails
TpT

nTp T3 Tfdetect

2Tp+

3 detects the failure

Figure 3.4: Failure Detection Scenario [31]

Suppose Node 1 is sending probes to Node 3 as shown in Figure 3.4. At time t
= 0, Node 1 sends the last KeepAlive message before link 1-3 fails. Link 1-3 fails at
time T1. Time T1 is uniformly distributed between 0 and Tp. Every period nTp,
Node 3 checks whether it received at least one KeepAlive message from Node 1. Since
the sender of KeepAlive messages at Node 1 and the receiver of KeepAlive messages
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at Node 3 are not synchronized, the time T2 at which Node 3 checks and records
the presence of the last KeepAlive message sent by Node 1 is uniformly distributed
between 0 and nTp. Node 3 detects the failure at time T2 + nTp since no KeepAlive
message is received between t = T2 and t = T2 + nTp. Therefore the time T3 at
which the failure is detected is uniformly distributed between nTp and 2nTp. The
failure detection time T7gesec: is given by T3-T1.

The same mechanism can be used to detect the repair of a link. When a link is
reported as failed, its two end nodes keep trying to send KeepAlive messages with
period Tp. When one of these two nodes receives such a KeepAlive message, then
the link is detected as repaired. Different from link failure detection where a single
missing KeepAlive message is not enough for an end node to infer that a failure has
occurred, the arrival of the first KeepAlive message on a link previously reported as
failed indicates the recovery. For instance, suppose that node 1 sends a KeepAlive
message on link 1-3 time T1 after link 1-3 has been repaired as shown in Figure 3.5.
Since node 1 tries to send KeepAlive messages every period Tp, T1 is uniformly
distributed between 0 and Tp. Node 3 detects the repair as soon as it receives a
KeepAlive message, thus the recovery detection time 7}4eer to detect the repair is

equal to T1 and is uniformly distributed between 0 and Tp.

3.3.2 Failure and Recovery Notification

It is assumed in the proposed failure recovery mechanism that SPs do not fail. If

failure occurs in any other point in the network data will be forwarded through the
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Y Repair of link 1-3
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it receives the KeepAlive message

Tp 1 sends KeepAlive to 3

Figure 3.5: Failure Repair Scenario [31]

segmented backup paths rather than using receiver edge router technology as proposed

in the literature.
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Figure 3.6: MPLS Multicasting and Notification
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Consider the tree rooted at ingress I mapped by the bidirectional multicast LSP
as shown in Figure 3.6. A segmented backup path SPs; has been computed between
nodes 3 and 2. There are different primary paths that can be formed like I-E1, I-
E4, I-E9 etc. The cluster C'Lrs; consists of links I-1, 1-3 and I-2, and SFP3;. MPLS
multicast can repair the multicast routing tree if any of these links within the cluster
fails. Failure is detected by the end nodes for the link failure and by upstream and

downstream nodes for node failure as described in section 3.3.1. After link/node
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failure is detected, MNs are sent upstream/downstream to the root and SPs of its
cluster and the backup path is activated.

When a failure occurs, the multicast routing tree gets split into two trees. For
instance, if nodes 1 and 3 detect the failure of link 1-3, the original multicast routing
tree gets split into one tree rooted at node 3 and another tree rooted at node 1. These
two trees are shown in Figure 3.7. Each of the two nodes that detect the failure sends
out a signaling protocol failure notification message to each SP of its cluster. When
SPs receive the notification message, switchover will take place.

PRaiN

'3 1---=>1--->2 6

—————— O—O— —O—C0O®

- ---> Notification Message
7 8 4 5 ES

El E2 E3 E4 E5 E6 E7

Figure 3.7: Spliting of Multicast Tree after Failure

When a failure is repaired, we use the same mechanism to propagate the repair
information. Only the type of message used changes, i.e., signaling protocol recovery
notification messages are used. When link 1-3 is repaired, nodes 1 and 3 send the
recovery notification messages to the SPs of its cluster. When SPs receive the repair
notification message, switchback will take place.

The failure notification time is the time between the instant at which a failure
is detected and the instant at which both SPs are notified of the failure. Likewise,
the recovery notification time is the time between the instant at which a repair is
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detected and the instant at which both SPs are notified of the recovery. Since the
notification mechanism is the same for failure and recovery, failure notification time

and recovery notification time are the same.

3.3.3 Switchover and Switchback

Switchover consists of merging the backup path with multicast LSP that maps the
original multicast tree (before failure). When both SPs receive the failure notification
message, switchover takes place. After switchover is performed data flow through the
segmented backup path. When the switchover is done, the cluster will look like as
shown in Figure 3.8. When the failure is recovered, switchback is performed and the

network returns to its original tree structure.

E1l E2 E3 E4 E5 E6 E7 ~—— LSP

- -~-»=  Segmented Backup

Figure 3.8: MPLS network after Switchover

If the link between nodes 1 and 3 fails, both the nodes 1 and 3 detect the failure of
link 1-3. Then, both nodes 1 and 3 send failure notification messages which are propa-
gated through the tree. All nodes of that cluster are notified of the link failure. When

the end nodes of the cluster, i.e., SPs 3 and 2 receive failure notification messages,
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they perform switchover by merging the backup path in the multicast LSP. A new
multicast LSP results from the merging of the backup path and the multicast LSP
that mapped the multicast routing tree before the failure. This new multicast LSP
maps the multicast routing tree. Nodes now forward packets over the new multicast

LSP and no LSR is dropped from the tree.

O LEr

"y ISR

. Segmentation Point
~—» ] SP
- - == Segmented Backup

—* Regular Label Mapping

~<—=-=> Backup Label Mapping

Figure 3.9: Data Transfer by node I after Switchover

So when node I sends any message in the network, it goes to nodes 1 and 2
with regular label mapping. But node 2 will forward it to node 3 with backup label
mapping as shown in Figure 3.9.

Both SPs do not perform switchover simultaneously. When a link fails, a multicast
routing tree is split into two smaller subtrees TA and TB. Suppose TA is the subtree
that contains SP 3 and TB is the subtree which contains SP 2 as shown in Figure 3.9.
After the link failure and before nodes 3 and 2 are notified of the failure, traffic sent
by node 3 from TA cannot reach node 2 of TB and traffic sent by node 2 from TB
cannot reach node 3 of TA. Suppose node 3 is notified of the failure and performs
switchover before node 2. After node 3 has performed switchover and before node
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2 has performed switchover, traffic sent by node 3 can reach node 2 but conversely
traffic sent by node 2 cannot reach node 3. After both SPs have performed switchover,
no node is dropped from the multicast routing tree. Switchover consists of a change
in the MPLS forwarding table of the LSRs, thus switchover is almost instantaneous.
The total time to repair the tree is therefore Trepair = Ttdetect + Trnotif-

When nodes 1 and 3 resume receiving live messages over the previously failed link
1-3, they detect that the failure has been repaired. Then Nodes 1 and 3 send link
recovery notification messages, which are propagated through the multicast routing
tree. When nodes 3 and 2 receive those messages, they perform switchback by stop-
ping the forwarding of packets over the backup path. After switchback is completed,
the multicast routing tree is exactly the same as the original multicast routing tree
that was in use before the failure. Here segmented backup path becomes active only

after failure and becomes inactive after recovery.

3.3.4 Multiple Failures

Our approach can also recover from multiple failures like links, link-node or nodes.
As explained in Figure 3.10 multiple failures can occur in links 1-3, 2-4, 2-5 and Node
1.

If the failures occur in different links of the same or different clusters, neighbouring
nodes will detect the failure and send the NMs. If the failure occurs in any node, then
next neighbouring nodes will detect the failure and send the NMs to SPs. As our

algorithm treats the failures clusterwise, it recovers from multiple failures. However,
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Figure 3.10: Multiple Failure Recovery
the necessary condition for recovery is that there should be at least a path available

for NMs to reach SPs and it is possible to create a connected multicast tree.

3.3.5 Complexity Analysis

Assume that it takes time ‘t’ to send NM from one node to another. If failure occurs
in link 1-3, nodes 1 and 3 will detect it and send the notification messages to their
SPs. But as Node 3 itself is an SP it updates itself for switchover with another SP.
Node 1 will forward NM to Node 2 via node L. In this case, therefore it requires time
‘2t” and switchover will take place between nodes 3 and 2. In case of backup recovery
based on receiver edge routers as described in [31] and in section 2.5 of chapter 2, it
requires time ‘2t’ for NM from 3 to E1 and time ‘4t’ for 1 to E4, with a maximum of
‘4t’ time. Here we assume backup is between receiver edge routers E1 and E4. The
shortest backup between E1 and E3 would require time ‘2¢’.

With our proposed mechnism we can achieve the following advantages over recov-

ery based on receiver label edge routers:
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1. Better QoS: As failures are treated cluster wise, it allows faster failure recovery
with minimum delay. In our case, as network gets divided into clusters, it is
easy to identify and recover failures locally within the cluster. Also failure in

one cluster does not affect other clusters.

2. Number of backup paths: Since the number of core routers that are SPs are
relatively fewer than the number of edge routers, it is anticipated that the
number of backup paths required will be lower than the approach in [31].

3. Number of NMs: Number of NMs are fewer as NMs are confined to clusters as

opposed to sending them over the entire multicast tree.

3.4 Summary

In this chapter, we have discussed in detail our approach for recovery in MPLS mul-
ticast networks. We discussed failure recoveries in multicast networks along with
failure and recovery detection, repair and notification messages. Nodes must perform
switchover or switchback when they are notified about failure. We also proposed an
algorithm to form backup paths. In the next chapter, we present simulation of our

approach for multicast MPLS network and compare different scenarios.
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Chapter 4

Simulation and Results

In this chapter, we present the simulation of multicast MPLS using Fast and Local
Reroute. At first we will give an overview of MPLS ulticast in OPNET, problem

definition and its deployment strategies.

4.1 MPLS Network Modeling

OPNET [32] provides techniques that are well suited to understanding and solving
MPLS related problems. Techniques for alternate decisions are documented along
each step. In this methodology, we describe a tactical deployment where core and
TE routing are combined. LSPs are sized based on traffic parameters. Traffic is

associated with L.SPs using the automatic binding options. Constrained Shortest

Path First (CSPF) is used for routing the LSPs.
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4.1.1 Methodology Steps

Figure 4.1 describes in detail about the methodological steps to create a network in

OPNET.

Start

!

Model Topology and Traffic

!

Baseline Network Performance

[
Identify MPLS Domain

\
Decide on LSP
Layout/ Create LSPs

!

| Associate Traffic to LSPs

!

Size LSP

!

Configure Routing Protocols,
Configure Admin Constraints

Run Simulation, Analyse Results

Figure 4.1: Steps for MPLS Network Modeling

These steps are described as follows:

Model Topology and Traffic

The first step in the methodology is to model topology and traffic.
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1. Topology: OPNET provides a number of techniques to build or import the
network topology. One may also build the topology manually by dragging and
dropping objects from an object palette. Import techniques include text file
import, Router configuration import (RCI) and import from supported vendor
products.

2. Traffic: Traffic can be modeled explicitly using the application models or ana-
lytically using the background traffic models. Since MPLS is deployed typically
in a service provider environment where there are many customers and hence,
large amounts of traffic, it is recommend to use the analytical models to repre-

sent traffic flows.

Baseline Current Network

Once topology and traffic are modeled, Flow Analysis can be run to study the current
network performance. Additionally, sections of network are identified that are under-
utilized and are good candidates for traffic engineering. Results and reports generated
by Flow Analysis are used to understand the routing behavior of the network in its

current state.

Identify MPLS Domain

Identify the section of the network or devices/routers where MPLS needs to be pro-
vided. If a tactical deployment is performed, this may be a subset of the network. If

a full deployment is performed, all the device interfaces in the network are selected.
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MPLS is enabled on the relevant interfaces selected. In general, the number of routers

running MPLS determines the memory requirements and the number of LSPs set up.

Create LSPs

LSPs can be created based on bandwidth available, type of traffic sent. A single LSP
is created for each demand that exists in the network. The advantage of creating
LSPs based on traffic information is that LSPs are created only between points where
there is network traffic. Sections of the network that do not carry traffic will not have
LSPs. Additionally; traffic is automatically associated or bound to the LSP. The LSP
sizes are set to the flow rates.

The MPLS object palette provides a choice of creating static or a dynamic LSP.
Static LSPs have their routes and label mappings specified when the LSPs are created.
The routes for dynamic LSPs are set up dynamically at runtime using a signaling

protocol such as RSVP.

Associate Traffic with LSPs

If LSPs are created based on traffic flows, the LSP are automatically configured to

associate traffic using the IGP Shortcuts approach.

Size LSP

For LSPs created based on traffic, the default LSP size is set to the bit rate specified

within the flow.
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Configure Signaling and Routing Protocols

This step involves selecting a signaling protocol in order to set up the LSP and a

routing protocol that will be used for routing the LSP during the simulation.

1. Configure Signaling Protocol Parameters: OPNET uses RSVP signaling to set
up LSPs. RSVP will support the bandwidth requirements and will reserve
appropriate bandwidth on the links that the LSP traverses.

2. Configure Routing Protocol Parameters: Routing LSPs involves deciding on the
path that the LSP should take. Dynamic LSPs use CSPF by default. In this
case, constraints can be specified when selecting a path. CSPF selects routes
based on the requirements of each LSP. Routes can be calculated offline and

configured as explicit routes.

Configure Administrative Constraints

There are a number of constraints that can be configured to control the paths taken

by the LSPs.

1. Allocation or subscription factor: The maximum reservable bandwidth specifi-
cation for RSVP can be set such that the link is over-subscribed or undersub-
scribed. Typically, links are oversubscribed to improve overall utilization. Links
may be under-subscribed in order to guarantee quality of service or allocate a

portion of the link to non-MPLS traffic.

2. Resource classes (affinities): Links can be colored and LSPs can be configured
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to prefer or not prefer a certain set of colors, thus controlling their routes. A
32-bit string is used to represent color and is referred to as a resource class.

LSPs can be configured to include or exclude resource classes.

3. TE parameters: TE constraints such as the bandwidth, hop count and delay

can be configured on the LSP.

Run Simulations, Analyze Results

The important statistics to monitor in an MPLS scenario are link utilizations, number
of rejected LSPs and traffic statistics. OPNET provides two simulation technologies:
Discrete-Event Simulation (DES) and Flow Analysis. In general, the trade-off is
that DES provides more detailed simulation, but takes longer to run. The DES
environment provides highly detailed models that explicitly simulate packets and
protocol messages. Flow Analysis uses analytical techniques and algorithms to model
networks. In general, DES is used to study the dynamic effects of protocols, such as
TCP windowing or frame relay shaping. Also DES is used if application models are
used and response times are to be analyzed to study transient network behavior, such
as convergence times for routing protocols. Flow Analysis is appropriate to study
networks in a steady state. Routing tables may be analyzed; iterative failure analysis
may be performed and resource utilizations are studied as an example.

After following these methodological steps, we create an MPLS model as shown
in Figure 4.2.

Here three different LSPs are created for three different egressess. LSP 1 for egress
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Figure 4.2: Model in OPNET

1 is Ingress - E1. LSP 2 for egress 2 is Ingress - LSR 2 - E2. LSP 3 for egress 3 is
Ingress - E3. These are logical LSPs. We will see actual paths configured by different

LSPs in section 4.2.2.

4.2 MPLS Multicast-OPNET

In MPLS, multicast trees are built on a per interface basis by combining label value
and incoming interface. Multicast routing protocol is used to find one or more network
topologies for a given group. One such topology is shared based tree where the
source does not matter, e.g. Protocol Independent Multicast, Sparse Mode (PIM-
SM) discussed in [35]. In OPNET, Multicasting routing uses the PIM-SM multicast
routing protocol.

The OPNET model broadcasts multicast packets at the MAC layer. Multicast
packet filtering is done at the IP layer instead of at the MAC layer. (In the real-
world implementation of IP multicasting, some filtering occurs at the IP layer, but

most filtering occurs at the MAC layer). The model’s multicast routers can generate
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application layer traffic. Generally, this is not a supported feature of most multicast

routers.

4.2.1 Model Architecture

Each node in the network intended to use IP Multicast has an IP module, which
spawns IP Multicast processes as child processes. IP Multicasting is implemented

through the following process models as shown in Figure 4.3.

Process Model Description
ip_igmp_host Implements the Internet Group Management Protocol (IGMP) in Hosts
ip_igmp_rte_intf Implements the IGMP in routers (with ip_igmp_rte_grp). ip_rte_V4

spawns an instance of this process for each multicast-enabled
interface on a router.

ip_igmp_rte_grp Implements the IGMP in routers (with ip_igmp_rte_intf).
ip_igmp_rte_intf spawns a child instance of this process for every
multicast group in the subnetwork.

ip_pim_sm Implements the Protocol-Independant Multicasting-Sparse Mode
(PIM-SM) multicast routing protocol in router nodes.

Figure 4.3: IP Multicast Process Model

The following sequence occurs when a host joins an IP multicast group. This is

shown in Figure 4.4.

1. Application A joins a multicast group, Group 1, by sending a join request to

the ip_igmp_host process using a remote interrupt.

2. The ip_igmp._host process sends an IGMP Membership Report message to the

ip_igmp_rte_intf process on the neighboring multicast router. The IGMP Mem-
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Remote Interrupt

ip_pim_sm sets up
a distribution tree

Figure 4.4: Multicasting Operation: Joining a Group

bership Report informs the neighboring multicast router that a local host has
joined Group 1.

3. The ip_igmp rte_intf process (on the router) spawns an ip_igmp rte_grp process
to handle Group 1.

4. The ipigmp_rte_grp process sends a remote interrupt to the ip_pim_sm process,
signifying that a local host has joined Group 1.

5. The ip_pim_sm process sets up a distribution tree for Group 1 so that packets

sent to the group can receive Application A.

The following sequence occurs when a host sends packets to an IP multicast group

as shown in Figure 4.5:

1. Application B sends a packet to a multicast group by broadcasting the packet

on Interface 0. The workstation’s IP process forwards the packet to its upper
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Figure 4.5: Multicasting Operation: Sending Traffic to a Group

layers.
2. The router’s IP process forwards the multicast packet to the ip_pim_sm process.
3. The ip_pim_sm process on the router creates and sends one copy of the multicast

packet for each out interface specified in the multicast route table.

4.2.2 Design in OPNET

The design of the network as created by OPNET is shown in Figure 4.6.

Here we have created three different LSPs as described in section 4.1.1. For all
LSPs we have applied OSPF. So for LSP 1, it takes the path Ingress - LSR 1 - Egress
1. It takes Ingress - LSR 2 - LSR 5 - Egress 2 for LSP 2 where as Ingress - LSR 2
- LSR 5 - Egress 3 for LSP 3. For all these LSPs these are the shortest paths. We

have made some changes in the design according to the OPNET functionality.

1. OPNET does not support the creation of an LSP directly between two nodes.

The two nodes connect directly and there is an LSP directly going over this
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Figure 4.6: Original network in OPNET with its primary paths
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link. This is not a valid configuration in real world. To overcome this, we have
to add one extra LSR between the two nodes and configure LSP going through
the LSR. So instead of adding extra node which will add extra resource, we
changed the LSP starting from one of the SPs to root, which is already in the

network, passing over the SPs.

Note: This problem is software problem identified as SPR-53642: “Simulation
abort with single hop MPLS static LSP”. Known workarounds include: Don’t
use single hop LSPs or add a LSR between the LERs. OPNET developers will
investigate this problem and provide a fix in a future release of OPNET.

2. In OPNET, bypass tunnel can not be originated from Ingress. For our seg-
mented backup, we are using bypass tunnel as a backup as that is the only way
to create a bypass from intermediate node. So we created a root node(which
will act as a dummy node) and originate segmented backup from root for the
first cluster formation as Ingress is the root initially.

3. For the design of end-to-end backup LSP, OPNET can not create a backup path
flowing over two end nodes. In OPNET one can not use LSP to protect the exit
interface from the egress, however, as at that point, the packets are no longer
travelling on an LSP, but are being routed via IP. So we had to add extra nodes
on the exit interfaces after the original egresses, which will act as new egresses
and use the end-to-end backup LSP flowing over the original egresses (e.g., LSR
7, LSR 8 and LSR 9 in the design).

4. For the design of end-egress backup LSP, as OPNET can not create a backup
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path between two end nodes (as explained in 3) we have to create a backup
going through either of LSR 7, LSR 8, LSR 9. As backup in OPNET should be
ingress - engress, we have to create end-egress backup as a bypass tunnel. But
as explained in 2, we can not originate bypass tunnel from ingress, we have to

create it from root node.

With these changes applied to the network of the Figure 4.6, we get Figures 4.7,
4.8, 4.9 for segmented backup approach, end-egress backup approach and end-to-end
backup approach respectively. In these figures, for all these networks, we are dealing
with the failure of the link Root - LSR 1.

In Figure 4.7, primary path is Ingress - Root - LSR 1 - LSR 7 - Egress 1. Here
segmented backup is Root - LSR 2 - LSR 1.

In Figure 4.8, end-egress backup is Root - LSR 2 - LSR 5 - LSR 8 - LSR 7.

In Figure 4.9, end-to-end backup is Root - LSR 2 - LSR 1 - LSR 7. To compare
the results on equal grounds, we have simulated end-to-end backup approach with
backup from Root - LSR 7 rather than Ingress - Egress 1. Here backup follows the
same path as that of segmented backup path as it is the shortest path. But this is not
the case everytime. If there are more nodes on the primary path, it will take other

shortest path.
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4.3 Simulation Results

The MPLS network simulator with multicast traffic support has been simulated over
OPNET Modeler 10.0 with PIM-SM module. Various kinds of scenarios are used to
analyze the simulation results among segmented backup approach, end-egress backup

approach and end-to-end backup approach.

4.3.1 Simulation Topology

In our simulation, we use the MPLS Object Palette of OPNET simulator to generate
a random network as shown in Figure 4.6. In the MPLS network, there are 17 nodes
and 22 different links. In the network, 13 nodes are MPLS nodes and 4 nodes are
source and destination nodes. Nodes are connected to each other by various links. In
the MPLS domain, one node is ingress LER, 9 nodes are intermediate LSRs and 3

nodes are egress LERs.

4.3.2 Simulation Traffic

The simulation traffic used in this experiment is PCM Quality Speech with one voice
frame per packet. The ToS specified is Interactive Voice (6) compatible for PCM
quality speech. The traffic is generated in the source node and propagated to different
number of destinations (receivers) in the topology. Default traffic trunk is created with
32,000 max bit rate (bits/sec). FEC is created with different destination addresses

with respective ToS. Source node is connected to Ingress of the MPLS network and
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destination nodes are connected to the Egresses of the MPLS network by point-to-

point duplex links.

4.3.3 Experimental Setup

In the experiment, all source and destination nodes are Ethernet workstations. The
ethernet_wkstn node model represents a workstation with client-server applications
running over TCP/IP and UDP/IP. The workstation supports one underlying Eth-
ernet connection at 10 Mbps, 100 Mbps, or 1000 Mbps. This workstation requires
a fixed amount of time to route each packet, as determined by the “IP Forwarding
Rate” attribute of the node. Packets are routed on a first-come-first-serve basis and
may encounter queuing at the lower protocol layers, depending on the transmission
rates of the corresponding output interfaces.

All ingress, egress and intermediate routers are Ethernet gateways. The ether-
net2 slip8_gtwy node model represents an IP-based gateway supporting up to two
Ethernet interfaces and up to 8 serial line interfaces at a selectable data rate. IP
packets arriving on any interface are routed to the appropriate output interface based
on their destination IP address. The Open Shortest Path First (OSPF) protocol is
used to automatically and dynamically create the gateway’s routing tables and select
routes in an adaptive manner. This gateway also requires a fixed amount of time to
route each packet, as determined by the “IP Forwarding Rate” attribute of the node.
Packets are routed on a first-come-first-serve basis and may encounter queuing at

the lower protocol layers, depending on the transmission rates of the corresponding
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output interfaces.

Multicast LSPs are established using model of dynamic Label Switched Path
(LSP). When this model is used, CR-LDP will establish an LSP from the source
node of this LSP to the destination node of this LSP. Setup time, reroute time, total
flow delays etc. are measured to analyze the performance under different scenarios.

All intermediate LSRs are connected PPP_DS3. This point-to-point duplex link
connects two nodes running IP with data rate of 44.736 Mbps.

Here we have implemented OSPF protocol for the data transfer. Data flow on
different paths for different scenarios is as shown in Figures 4.6, 4.7, 4.8, 4.9. The dif-
ference between end-egress backup and end-to-end backup is that end-egress backup
includes two egresses while end-to-end backup has maximum of one egress. It follows

through some intermediate LSRs.

4.4 Performation Evaluation

We have run the simulation for 3 mins (180s). We set link failure to occur at time

160s. We have simulated the network design for three different recovery approaches:

1. Segmented backup approach
2. End receiver backup approach

3. End-to-end backup approach
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Figure 4.10: Comparison of LSP Setup Times on Segmented Backup, End-egress
Backup and End-to-end Backup LSP

68



4.4.1 LSP Setup Time

Figure 4.10 shows the setup time taken by segmented backup, end-egress backup and
end-to-end backup paths. LSP.Setup time is the time that LSP takes to establish itself
in the network. In case of segmented backup path, setup time is the time required
by the backup path to switch the flow on the backup path after the failure occurs in
the network. In this case, segmented backup path takes approximately 0.005 seconds
for its setup while end-egress backup takes approximately 0.0072 seconds. For end-

to-end backup the setup time is approximately 0.008 seconds. This is explanied in

Figure 4.11.

Segmented Backup End-egress Backup End-to-end Backup
LSP Setup Time 0.005 0.0072 0.008
in seconds

Figure 4.11: Comparison of LSP Setup Times on Segmented Backup, End-egress
Backup and End-to-end Backup LSP

When a LSP fails, LSP teardown NM (RSVP RESV TearDown) is sent upstream
to all the nodes for end-egress backup along the LSP path. In case of segmented
backup it is sent to all the nodes of that cluster only. Each upstream node checks if

it has a bypass tunnel configured.

1. If yes, reroute traffic to bypass

2. If no, send the LSP tear message to the next upstream node.

When the teardown message reaches ingress and there is backup it switches all
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the traffic to backup LSP in case of end-to-end backup path.

4.4.2 LSP Delay

Figure 4.12: LSP Delay on Segmented Backup, End-egress Backup and End-to-end
Backup LSP

In Figure 4.12, delay experienced by segmented backup, end-egress backup and
end-to-end backup LSP in time_average is shown. LSP.Delay is the delay experienced
by packet in the LSP, i.e., time spent by packet within the LSP from ingress node
to egress node. Depending upon the size of the network and routing protocol used,
traffic will be sent on LSP. LSPs are usually setup around 100s, we wait until around
150s before sending application traflic.

Figure 4.13 shows LSP.Delay on all primary LSP for different scenarios. The delay
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Figure 4.14: LSP Delay on Primary LSPs for different scenarios
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on primary LSP includes the delay of the backup path also. Here delay for end-egress
backup scenario is smaller than the other two scenarios while delay for segmented
backup scenario lies in between other two. Increase or decrease of LSP delay depends
on LSP’s size, link’s size, node’s processing rate etc. So in some cases LSP delay
for end-egress backup scenario may be higher. This is observed in Figure 4.14. We
have failed the link LSR 1 to LSR 7 of the network for this graph result. In this case
primary delay for end-egress backup scenario is more than that of segmented backup
scenario. Initially it is constant and after some time, it increases while for segmented
backup scenario it is constant initially and after some time it decreases. Delay for

primary for end-to-end lies in between these two scenarios.

4.4.3 Flow Delay

Figure 4.15 shows the flow delay for primary and segmented backup LSP. Flow.Delay
is the delay experienced by packet belonging to a traffic flow in the LSP, i.e., time
spent by a packet of a given flow inside the LSP. A flow can be defined as packets going
from same source to same destination. These delay statistics include all the delays
experienced by a packet from end-to-end, i.e., including transmission and processing
delays. Increase or decrease of flow delay depends upon LSP’s size, link’s size, node’s
processing rate etc.

Flow.delay on LSP after recovery already includes delay incurred by packet on
bypass LSP. Before failure, a packet enters from ingress LER, traverses through pri-

mary route and exits from egress LER. Let the total end-to-end delay be T1. After
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Figure 4.15: Flow Delay on Segmented Backup, End-egress Backup and End-to-end
Backup LSP

failure, the packet enters from ingress LER, traverses through another route including
backup part and exits from egress LER. Let total end-to-end delay including backup
be T2, and delay of the failed segment be T3 and delay of the segmented backup be
T4.

T2=T1-T3+ T4

This is explained in Figure 4.16.

4.4.4 Traffic In/Out

Figure 4.17 shows traffic In/Out (bits/sec) by segmented backup LSP, end-egress
backup LSP and end-to-end backup LSP. In the figure, there are only two traffic
flows, one for traffic In (bits/sec) and other for traffic Out (bits/sec). Traffic In
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Figure 4.16: Relation between different times

(bits/sec) is the same for all three cases and also Traffic Out for all cases is the same.
That is why the graph shows only two traffic flows instead of total six.

We have used segmented backup as a bypass tunnel. The bypass tunnel functions
locally, to heal a damaged segment in the primary LSP, by pushing an additional
label onto the label stack and switching the frames along the tunnel path. When the
frames arrive at the merge point (MP), which is where the two LSPs intersect, the
second label is popped, and the MP LSR continues to switch the frames along the
primary LSP. So the frames still exit from the primary LSP.

Now, when failed link/node recovers, the local node does not know where to
inform about this recovery, as it has already deleted all the LSP related states and
information. New mechanisms are required to save the PATH state information for

switchback.
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Figure 4.17: Traffic In/Out on Segmented Backup, End-egress Backup and End-to-
end Backup LSP
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4.5 Summary

In this section we described the modeling of MPLS network in OPNET. We also
discussed how MPLS multicast is implemented in OPNET modeler. We also gave
details about our experimental setup. We compared in detail simulation results for

different recovery approaches with different scenarios.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

The explosive growth of Internet has driven the trend of combining layer 3 routing
and layer 2 switching together to improve its performance. In addition to the current
data services provided over the Internet, new voice and multimedia services are being
developed and deployed. An important delivery mode of the Internet is multicasting,
where the information sent by a member of a multicast group is received by all other
members of the group. MPLS was introduced mainly for improving packet forwarding
and it should also be able to support multicasting in order to meet the requirements of
new servies. Because of congestion and failures in the MPLS network, it is necessary
to develop a fault tolerant MPLS network for real time services. If a failure occurs,
it is crucial to repair the routing tree for multicast communication in a short time.
Establishing a backup path to protect a multicast routing tree is a resource consuming
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process. Therefore, it is desirable to protect a large number of members of a multicast
group with a low number of backup paths. In this thesis, our main approach is to
develop a solution for multiple failures in MPLS multicast network.

In this thesis, we presented an algorithm that is able to choose such a backup
path to protect a multicast routing tree, and we provided design and simulation of an
MPLS-based rerouting mechanism for the protection of multicast routing trees. The
backup path is computed after the multicast routing tree establishment and before
a link failure occurs, making it suitable for pre-planned rerouting mechanisms. Qur
approach is based on segmenting the network into clusters after obtaining segmenta-
tion points. The backup path is formed by joining these segmentation points, which
are also the multicasting points of the same cluster. The segmented backup path and
hence cluster formation aims at minimizing the number of receivers of the multicast
routing tree that are dropped from the communication if a failure occurs. We showed
how a backup path determined by the algorithm could be used to reroute traffic when
a path fails.

We have simulated multicast over the MPLS network in the OPNET modeler and
evaluated its performance. Our simulation results show significant improvement on
the network recovery in terms of LSP setup time, LSP switchover time, and total
LSP and flow delay. MPLS multicast Fast and Local Reroute algorithm can repair a
multicast routing tree in a few tens of milliseconds, which mostly corresponds to the

time to detect the failure.
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5.2 Future Work

The mechanism proposed in this thesis deals with failures in the same cluster. Cluster
is formed by SPs, which are the multicasting points. Our algorithm stands firm when
cluster is formed. But there are chances that in smaller networks one can not form a
cluster, or the network itself is one cluster.

Also due to the limitations on OPNET working, we could not create LSP between
only two nodes as it treats these LSRs as end nodes whereas the two nodes are
directly connected and there is this LSP directly going over this link. This is software
problem identified as SPR-53642: “Simulation abort with single hop MPLS static
LSP” in OPNET modeler. We had to add an extra node in this segmented backup
LSP to work around the problem. We therefore had to include root in the cluster
formation. In future release of the OPNET modeler, this problem should be fixed.

When failure is recovered, the local node does not know where to inform about
the recovery. This is because it has already deleted all the LSP related states and
information. New mechanisms are required to save the PATH state information for
switchback.

Finally, we simulated our designs on a small network modeler. We performed our
experiments on a multicast LSP and a single flow. An extension to our work includes

an implementation in commercial routers and deployment in large scale networks.
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