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ABSTRACT

New Approaches for the Design of Low-Complexity
Radix-Based FFT and FHT Algorithms

Saad Bouguezel, Ph. D.
Concordia University, 2004

The discrete Fourier transform (DFT) and discrete Hartley transform (DHT) play a crucial role in one- and multi-dimensional digital signal processing applications. Traditionally, the main concern in the design of fast Fourier transform (FFT) and fast Hartley transform (FHT) algorithms has been the reduction of the arithmetic complexity. However, with the recent advances in the digital technology and the present demands of such transforms in low-power high-performance real-time applications, a more comprehensive treatment of the computational and structural complexities must be considered in the design of the algorithms. The objective of this thesis is to design one- and multi-dimensional FFT and FHT algorithms that address the problem of reducing the number of arithmetic operations, data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table, while possessing features such as simplicity, regularity, modularity, easy indexing scheme, and butterfly-style and in-place computations that are highly desirable characteristics for software or hardware implementations of the algorithms. To achieve these objectives, radix-based algorithms are proposed by introducing new decomposition strategies, efficient index mappings, and by an appropriate use of the Kronecker product.
A general decomposition method, which is based on the radix-2 approach, valid for any dimension and applicable to both the DHT and DFT, and which significantly reduces the complexity of the FHT algorithms, is proposed. This method enables us to develop multidimensional FHT and FFT algorithms. A new approach for computing the DFT and DHT using a unified structure is proposed by establishing a close relationship, valid for any dimension, between the radix-2 based FHT and FFT algorithms.

An efficient method, based on the radix-2 approach, for pruning output samples of a 1-D or 2-D DFT is proposed by grouping in its 1-D or 2-D FFT algorithm all the stages that involve unnecessary operations into a single stage and by introducing a new recursive technique for the computations required in the resulting stage.

A technique is presented to improve the performance of the radix-4, radix-8 and radix-16 FFT algorithms in terms of the number of twiddle factor evaluations or accesses to the lookup table without any increase in the computational or structural complexities of the algorithms.

In order to take advantage of the lowest structural complexity provided by the radix-2 approach and reduced computational complexity offered by the radix-4 approach, a technique suitable for combining these two approaches is introduced in order to develop efficient 3-D FFT and FHT algorithms.

A radix-2/8 approach for reducing the complexity in the computation of the 1-D DFT and DHT of lengths $N = q \times 2^m$ is proposed by appropriately mixing the radix-2 and radix-8 index maps. This approach is extended to 2-D and 3-D DFTs. It is shown that the proposed radix-2/8 approach is superior to all the other existing radix-based approaches in providing low-complexity 1-D, 2-D and 3-D FFT, and 1-D FHT algorithms.
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Chapter 1

Introduction

1.1 General

The discrete Fourier transform (DFT) plays a central role in many applications such as frequency-domain analysis and design of signals and systems in communications, image processing, multi-dimensional digital signal processing, and in many other areas of science and engineering [1], [2]. Since the discovery of the radix-2 fast Fourier transform (FFT) algorithm by Cooley and Tukey in 1965 [3], intensive research efforts have been made by several investigators resulting in a number of fast algorithms for the computation of the one-dimensional (1-D) DFT [4]-[21] and the multi-dimensional (M-D) DFT [22]-[35]. All these FFT algorithms have been derived specifically for computing complex-valued DFTs.

There are many practical applications that involve only real data. The direct use of the complex-valued FFT algorithms in such applications is time consuming and memory intensive. To overcome this problem, specific FFT algorithms have been derived to compute real-valued DFTs [36]-[41]. An alternative solution is through the use of the discrete Hartley transform (DHT) introduced by Bracewell in 1983 [42], which has now become an important tool in image and signal processing. The main difference between the DHT and
the DFT is that the former is a real-to-real transform, whereas the latter is, in general, a complex-to-complex transform. In other words, the kernel of the DHT is real, whereas that of the DFT is complex. An important property of the DHT is that the forward and inverse transforms have the same form except for the scaling factor. This property is also preserved by the M-D DHT introduced by Buneman [43] and can be used as an alternative to the M-D DFT for applications that involve real data. Almost all the approaches that have been used for deriving complex-valued FFT algorithms have been applied to derive fast Hartley transform (FHT) algorithms. Since the introduction of the FHT algorithm by Bracewell in 1984 [44], considerable research has been conducted resulting in a number of algorithms for computing the 1-D DHT [45]-[57] and the M-D DHT [58]-[68]. It has been shown in [45] that the structure of a real-valued FFT algorithm is complicated compared to that of an FHT algorithm and, in general, the forward and inverse versions of the former are completely different, which is not the case with the latter. Due to these drawbacks of the real-valued FFT and due to the fact that the DHT is an efficient alternative to the DFT for real-data applications, development of real-valued FFT algorithms is not attractive.

Until the nineties, the DFT and DHT have found their practical applications mainly in those that involve 1-D and 2-D signals, thus motivating researchers to concentrate on 1-D and 2-D transform algorithms. However, in recent years, there is also a growing interest in applications that involve 3-D and 4-D DFTs [69]-[76].

1.2 Structural and Computational Complexities

As mentioned in Section 1.1, a large number of algorithms, based on a number of different approaches, have been proposed in the literature for the computation of the DFT and DHT; however, only a few of them are popular and widely used. One of the most interesting approaches is that of Cooley-Tukey [3], which has been used to develop radix-2 [3], [10],
[21], [38], [41], [45], radix-4 [12], [45], radix-8 [4], [36], mixed radix [5], and vector radix [22]-[24], [26], [32], [33], [58], [65], [66] transform algorithms. Although the arithmetic complexities of these algorithms are not optimum, the algorithms have been found to be more attractive for software and hardware implementations than all the other ones. This is mainly due to their features of simplicity, regularity, modularity, easy indexing scheme, and butterfly-style and in-place computations, which comprise the structural complexity of the algorithms. The split-radix (or radix-2/4) approach introduced by Duhamel and Hollmann in [11] has provided attractive algorithms for one [11], [17], [45], [56], [57] and higher [29], [30], [39], [64] dimension transforms. These algorithms possess a good compromise between the arithmetic and structural complexities. All the other approaches that have been proposed so far are less popular than the radix-based ones, since the resulting algorithms [6], [7], [9], [19], [25], [34], [35], [47], [48], [50], [51], [59], [61], [63], [67], [68] have structures that are rather complicated. Consequently, the structural complexity is an important factor that should be considered in the development of an efficient algorithm.

From the mid-sixties to the mid-eighties, the main concern of the researchers in this areas was to optimize the number of multiplications [77]-[79], since the most costly operation in hardware or software implementation of an algorithm at that time was multiplication. This led to algorithms requiring minimum number of multiplications [6], [7], [9], [25], and any further reduction in the number of multiplications became very difficult. Due to the rapid advances in the VLSI design and technology, the cost of a multiplication reduced significantly and became comparable to that of an addition in many computer architectures [80]-[84]. As a consequence, it became important to consider the optimization of the number of arithmetic operations (multiplications + additions) rather than optimizing the number of multiplications alone [11], [15], [19], [34], [38], [45], [47], [68], [85], [86]. Further reduction in the number of arithmetic operations has become difficult, especially for the case of 1-D transform algorithms. Due to the recent demands for the applications of the
DFT and DHT in wireless communication, radar and portable computation, the reduction of other operations such as data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table has become significantly important. Such reductions are also crucial in the design of low-power digital signal processors [87]-[97]. Therefore, in addition to the structural complexity, the factors that should be considered to determine the overall complexity of an algorithm must include the numbers of the 1) multiplications, 2) additions, 3) data transfers, 4) address generations, and 5) twiddle factor evaluations or accesses to the lookup table. We shall, henceforth, refer to the complexity of these five operations as computational complexity. To this date, no approach exists in the literature that addresses the problem of simultaneously reducing the complexity of the above five operations.

Recently, some attention has been given to reducing the number of twiddle factor accesses to the lookup table and address generations in the computation of the DFT [88], [89], [91]-[96]. This reduction has been achieved at the implementation level by suitable modifications of the existing FFT algorithms. However, in general, these modifications introduce additional complexity, and the improvements achieved are not that significant. In order to achieve a significant reduction in the computational complexity, it is essential to focus on this aspect at the algorithm design level itself.

1.3 Scope and Organization of the Thesis

The objective of this thesis is to devise techniques for the design of one- and multi-dimensional FFT and FHT algorithms that address the problem of reducing their computational and structural complexities. The emphasis is to introduce certain attributes in the algorithms at the design level itself so that the feature of reduced complexity is naturally achieved when the algorithms are implemented. The thesis is organized as follows.
Chapter 2 addresses the problem of reducing the complexity in the computation of the DHT and DFT of arbitrary dimensions and introduces a general decomposition method for these transforms by exploring the most popular approach, namely, the radix-2 approach, and by using appropriate index mappings and the Kronecker product. This chapter also introduces a new approach for a unified computation of the DHT and DFT.

There are many applications where a significant part of the output samples of a DFT are not needed, for example, where only a narrow band of the spectrum is of interest. Chapter 3 considers this case and introduces an efficient method for pruning the output samples of the 1-D and 2-D FFT algorithms that are based on the radix-2 approach.

Even though the radix-2 approach leads to algorithms having the lowest structural complexities, the computational complexities of these algorithms are still higher than those provided by a higher radix approach. Chapter 4 presents an efficient technique for improving the radix-4, radix-8, and radix-16 approaches for the computation of the DFT. This is achieved by introducing new indices for some of the sub-sequences resulting from the conventional decompositions in the radix-4, radix-8, and radix-16 FFT algorithms.

Algorithms requiring the lowest number of arithmetic operations have been obtained in the 1-D case [11], [17], [45], [56], [57] by a simultaneous use of the radix-2 and radix-4 approaches, which has lead to the so-called radix-2/4 approach. This approach has been exploited in developing effective algorithms for the computation of 2-D transforms [29], [30], [64]. However, this approach has not yet been exploited in the case of three or higher dimensions. This is mainly due to the fact that the simultaneous use of the radix-2 and radix-4 approaches in the case of higher dimensions is neither obvious nor straightforward. This problem, for the 3-D case, is efficiently solved in Chapter 5 by introducing a new decomposition strategy and appropriate mathematical tools.
Chapter 6 proposes a new approach that provides a substantial reduction in the number of data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table in the computation of the DFT and DHT, while maintaining the lowest number of arithmetic operations. This approach is based on an appropriate simultaneous use of the radix-2 and radix-8 approaches, and provides a natural reduction in the number of these operations.

Chapter 7 proposes efficient 2-D and 3-D FFT algorithms by exploiting the approach introduced in Chapter 6.

Finally, Chapter 8 concludes the thesis by highlighting the contributions made in this investigation and suggesting some possible future research work.
Chapter 2

Radix-2 Approach for the Computation of DFT and DHT of Arbitrary Dimensions

2.1 Introduction

The growing interest in applications involving higher-dimension signals has spurred a great deal of interest in the challenging problem of the computation of M-D DFT and DHT. Since the M-D DFT is separable and the M-D DHT is not, the use of the existing approaches in developing algorithms for fast computation of the former is much easier than for the case of the latter. Two approaches that have been used for computing the M-D DFT have also been applied to compute the M-D DHT. One is the conventional row-column decomposition approach, which requires matrix transposition operations and high computational complexity. Another approach, based on polynomial transforms, provides FHT algorithms [67], [68] with reduced arithmetic complexities at the expense of very complicated structures. Other algorithms [59], [61], [63] that have been specifically proposed for the M-D DHT have also
complicated structures and, in general, are not suitable for software and hardware implementations. To cope with the problems of prohibitively large computational complexity and the large volume of data for the computation of M-D DHT, there is a need to develop FHT algorithms that are more efficient and valid for any dimension, possessing highly desirable properties such as regularity, simplicity and in-place computation similar to the ones of the existing M-D radix-(2 × 2 × ... × 2) complex-valued FFT algorithms [24], [26], [32].

The most regular and simple algorithm among the ones reported for the fast computation of the one-dimensional (1-D) DHT is the radix-2 FHT algorithm [45]. It has been extended for the 2-D case using decimation-in-time (DIT) [58] and, recently, for the 3-D case using DIT [65] as well as decimation-in-frequency (DIF) [66]. These FHT algorithms have been specifically derived for the DHT of a particular dimension and their extension to other higher dimensions is neither obvious nor straightforward. However, it is desirable to generalize the radix-2 approach for computing the DHT of any dimension.

In this chapter, the problem of reducing the complexity in the computation of the DHT of an arbitrary dimension is addressed, and efficient M-D radix-(2 × 2 × ... × 2) DIF and DIT FHT algorithms are proposed [98], [99] by exploring the radix-2 approach and making use of an appropriate index mapping and the Kronecker product. The resulting butterflies of the proposed algorithms are characterized by simple closed-form expressions that allow easy implementations of these algorithms for any dimension.

Since the 1-D radix-2 complex-valued DIT and DIF FFT algorithms and their extensions to the M-D case are very popular and frequently used in practice for the computation of DFTs, it is highly desirable to investigate all the existing hardware and software implementations of these FFT algorithms in the computation of the M-D DHTs. By reformulating the existing M-D radix-(2 × 2 × ... × 2) complex-valued DIF and DIT FFT algorithms using an approach similar to that used for deriving the proposed M-D radix-(2 × 2 × ... × 2) DIF and DIT FHT algorithms, a close relationship between the former and the latter algorithms,
valid for any dimension, is established in this chapter [98], [99]. This type of relationship is of great importance for software and hardware implementations of the algorithms, since such a relationship along with the fact that the DHT is an alternative to the DFT for real data would make it possible for a single kind of software or hardware module to be used, possibly with some minor modifications, for the computation of the forward and inverse M-D DFTs for real- or complex-valued data and M-D DHTs. Thus, the same module (with a little or no modification) can be used to cover all domains of applications that involve DFT or DHT.

In Sections 2.2 and 2.3, we propose M-D radix-(\(2 \times 2 \times \ldots \times 2\)) DIF and DIT FHT algorithms and show how to map the mathematical expressions, derived for these algorithms, into actual structures for implementations. In Section 2.4, we study the performance of the proposed M-D FHT algorithms by analyzing their computational and structural complexities and comparing them with those of the existing M-D FHT algorithms. In Section 2.5, we show that there exists a close relationship between the M-D radix-(\(2 \times 2 \times \ldots \times 2\)) complex-valued FFT algorithms and the proposed M-D radix-(\(2 \times 2 \times \ldots \times 2\)) FHT algorithms.

### 2.2 Proposed M-D Radix-(\(2 \times 2 \times \ldots \times 2\)) DIF FHT Algorithm

Let \(x(k_1, \ldots, k_i, \ldots, k_M)\), where \(1 \leq i \leq M\), be a real data sequence of size \((N_1 \times N_2 \times \ldots \times N_M)\); its M-D DHT \(X(n_1, \ldots, n_i, \ldots, n_M)\) is also a real sequence of size \((N_1 \times N_2 \times \ldots \times N_M)\) defined by

\[
X(n_1, \ldots, n_i, \ldots, n_M) = \sum_{k_1=0}^{N_1-1} \ldots \sum_{k_{i-1}=0}^{N_{i-1}-1} \sum_{k_M=0}^{N_M-1} x(k_1, \ldots, k_i, \ldots, k_M) \cos \left(2\pi \sum_{i=1}^{M} \frac{n_i k_i}{N_i} \right),
\]

\[
0 \leq n_i \leq N_i - 1, \ 1 \leq i \leq M \quad (2.1)
\]
where \( \text{cas}(\theta) = \cos(\theta) + \sin(\theta) \). Without loss of generality, we assume that \( N_i = N \), for \( 1 \leq i \leq M \), where \( N \) is an integral power of two. Then, (2.1) becomes a size-(\( N \times N \times \ldots \times N \)) M-D DHT given by

\[
X(n_1,\ldots,n_i,\ldots,n_M) = \sum_{k_1=0}^{N-1} \cdots \sum_{k_i=0}^{N-1} \cdots \sum_{k_M=0}^{N-1} x(k_1,\ldots,k_i,\ldots,k_M) \text{cas}\left(\frac{2\pi}{N} \sum_{i=1}^{M} n_i k_i \right),
\]

\[0 \leq n_i \leq N - 1, \quad 1 \leq i \leq M \quad (2.2)\]

Let us start by deriving in matrix form, using the Kronecker product, the M-D DHT for the interesting case of \( N = 2 \). Then, the size-(\( 2 \times 2 \times \ldots \times 2 \)) M-D DHT given by (2.2) can be expressed in a matrix form as

\[
X = H_{2^M}x
\]

(2.3)

where \( x \) and \( X \) are, respectively, the input and output vectors. Their \( m \)th components are related to the input and output sequences, respectively, by

\[
x(m) = x(m_1,\ldots,m_i,\ldots,m_M)
\]

(2.4)

and

\[
X(m) = X(m_1,\ldots,m_i,\ldots,m_M)
\]

(2.5)

where \( m \) varies from 0 to \( 2^M - 1 \) and \( m_i \), for \( 1 \leq i \leq M \), are the binary bits of \( m \), that is,

\[
m = m_1 2^{M-1} + m_2 2^{M-2} + \ldots + m_i 2^{M-i} + \ldots + m_M 2 + m_M
\]

(2.6)
The transform operator in (2.3) is a Hadamard matrix of order $2^M$, which can be generated from the second-order Hadamard matrix given by

$$H_2 = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$$

using the Kronecker product [32], [100]

$$H_{2^M} = H_2 \otimes H_2 \otimes \ldots \otimes H_2$$  \hspace{1cm} (2.7)

The matrix $H_{2^M}$ in (2.7) can be efficiently factored as

$$H_{2^M} = \prod_{i=1}^{M} (I_{2^{i-1}} \otimes H_2 \otimes I_{2^{M-i}})$$  \hspace{1cm} (2.8)

where $I_L$ is an identity matrix of order $L$. Since the right side of (2.8) can be considered as a product of $M$ matrices each requiring $2^M$ additions, the matrix $H_{2^M}$ introduces $M2^M$ additions in the computation of the size-$(2 \times 2 \times \ldots \times 2)$ M-D DHT given by (2.3).

Let us now consider the general case of (2.2). Since $\text{cas}(\theta) = \text{Re}[(1 + j)\exp(-j\theta)]$, $j = \sqrt{-1}$, (2.2) can be written as

$$X(n_1, \ldots, n_i, \ldots, n_M) = \sum_{k_1=0}^{N-1} \ldots \sum_{k_i=0}^{N-1} \ldots \sum_{k_M=0}^{N-1} x(k_1, \ldots, k_i, \ldots, k_M) \text{Re} \left[ (1 + j) \exp \left( -j \frac{2\pi}{N} \sum_{i=1}^{M} n_i k_i \right) \right],$$

$$0 \leq n_i \leq N - 1$$  \hspace{1cm} (2.9)

In order to exploit the matrix representation derived above for the special case of $N = 2$, we
change the variables \( k_i \) and \( n_i \) in (2.9), respectively, by

\[
k_i + q_i \frac{N}{2}, \quad 0 \leq k_i \leq \frac{N}{2} - 1, \quad q_i = 0, 1
\]

(2.10)

and

\[
2n_i + p_i, \quad 0 \leq n_i \leq \frac{N}{2} - 1, \quad p_i = 0, 1
\]

(2.11)

Then, (2.9) becomes

\[
X(2n_1 + p_1, ..., 2n_i + p_i, ..., 2n_M + p_M)
= \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} \left( \sum_{q_1=0}^{1} \ldots \sum_{q_M=0}^{1} \right)
\times \left( k_1 + q_1 \frac{N}{2}, \ldots, k_i + q_i \frac{N}{2}, \ldots, k_M + q_M \frac{N}{2} \right)
\times \left( \sum_{i=1}^{M} p_i q_i \exp \left( -j \frac{2\pi}{N} \sum_{i=1}^{M} p_i k_i \right) \right)
\times \left( 1 + j \exp \left( -j \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right) \right)
\]

(2.12)

The quantity \( \text{Re}[\bullet] \) in (2.12) can be expressed as

\[
(-1)^{\sum_{i=1}^{M} p_i q_i} \left( \cos \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i k_i \right) \right) \left( \cos \left( \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right) \right)
+ \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i k_i \right) \left( \cos \left( \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right) \right)
\]

(2.13)

Substituting (2.13) in (2.12) and using the fact that
\[
\sum_{k_1=0}^{N/2-1} \ldots \sum_{k_{i}=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} x \left( k_1 + q_1 \frac{N}{2}, \ldots, k_i + q_i \frac{N}{2}, \ldots, k_M + q_M \frac{N}{2} \right) \\
\times \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i k_i \right) \cos \left( \frac{-2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right) \\
= \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_{i}=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} x \left( \frac{N}{2} - k_1 + q_1 \frac{N}{2}, \ldots, \frac{N}{2} - k_i + q_i \frac{N}{2}, \ldots, \frac{N}{2} - k_M + q_M \frac{N}{2} \right) \\
\times \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i \left( \frac{N}{2} - k_i \right) \right) \cos \left( \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right)
\] (2.14)

we see that (2.12) corresponds to a set of \(2^M\) size-\(\left(\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2}\right)\) M-D DHTs given by

\[
X(2n_1 + p_1, \ldots, 2n_i + p_i, \ldots, 2n_M + p_M) = \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_{i}=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1}
F_{k_1, \ldots, k_i, \ldots, k_M}(p_1, \ldots, p_i, \ldots, p_M) \cos \left( \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right), \\
0 \leq n_i \leq \frac{N}{2} - 1, \ p_i = 0, 1
\] (2.15)

The \(2^M\) input sequences of (2.15) are given by

\[
F_{k_1, \ldots, k_i, \ldots, k_M}(p_1, \ldots, p_i, \ldots, p_M) = \cos \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i k_i \right) \left[ \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} \right] \\
x \left( k_1 + q_1 \frac{N}{2}, \ldots, k_i + q_i \frac{N}{2}, \ldots, k_M + q_M \frac{N}{2} \right) (-1)^{\sum_{i=1}^{M} p_i q_i} \\
+ \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} p_i \left( \frac{N}{2} - k_i \right) \right) \left[ \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} \right] \\
x \left( \frac{N}{2} - k_1 + q_1 \frac{N}{2}, \ldots, \frac{N}{2} - k_i + q_i \frac{N}{2}, \ldots, \frac{N}{2} - k_M + q_M \frac{N}{2} \right) (-1)^{\sum_{i=1}^{M} p_i q_i}, \\
p_i = 0, 1
\] (2.16)

It is clear that (2.16) can be considered, for a given combination of \(k_i, 1 \leq i \leq M\), as a sum
of two size-\((2 \times 2 \times \ldots \times 2)\) M-D DHTs that are multiplied by twiddle factors. Therefore, using (2.3), (2.16) can be expressed in a matrix form as

\[
F_{k_1, \ldots, k_M} = D^c_{k_1, \ldots, k_M} H^{2M} x_{k_1, \ldots, k_M} + D^i_{\frac{N}{2} - k_1, \ldots, \frac{N}{2} - k_M} H^{2M} x_{\frac{N}{2} - k_1, \ldots, \frac{N}{2} - k_M} 
\]  

(2.17)

where the \(m\)th component of the input vector \(x_{k_1, \ldots, k_M}\) is given by

\[
x_{k_1, \ldots, k_M}(m) = x \left( k_1 + m_1 \frac{N}{2}, \ldots, k_M + m_M \frac{N}{2} \right),
\]  

(2.18)

the \((m, m)\)th component of the diagonal matrix \(D^c_{k_1, \ldots, k_M}\) by

\[
d^c_{k_1, \ldots, k_M}(m, m) = \cos \left( \frac{2\pi}{N} \sum_{i=1}^{M} m_i k_i \right),
\]  

(2.19)

and the \((m, m)\)th component of the diagonal matrix \(D^i_{k_1, \ldots, k_M}\) by

\[
d^i_{k_1, \ldots, k_M}(m, m) = \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} m_i k_i \right),
\]  

(2.20)

The components of the vector \(F_{k_1, \ldots, k_M}\) in (2.17) are related to the input sequence of (2.15) by

\[
F_{k_1, \ldots, k_M}(m) = F_{k_1, \ldots, k_M}(m_1, \ldots, m_M).
\]  

(2.21)

Since the in-place computation property is highly desirable to reduce the storage, especially for the multidimensional case, we use the same input samples of (2.17) in the computation of the vector \(F_{\frac{N}{2} - k_1, \ldots, \frac{N}{2} - k_1, \frac{N}{2} - k_M}\). This can be achieved by replacing \(k_i\) by \(\frac{N}{2} - k_i\) in (2.17). Then, we obtain

\[14\]
\[
F_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M} = D_{k_1, \ldots, k_i, \ldots, k_M}^f H_{2M} x_{k_1, \ldots, k_i, \ldots, k_M} + D_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}^e H_{2M} x_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}
\] (2.22)

It is seen that the application of the Hadamard matrix on the input vector is required in the computation of the vectors given by (2.17) and (2.22). Some of these operations are redundant and can be avoided by combining the two equations. Therefore, we may obtain a closed-form expression for the general butterfly of the proposed M-D radix-(2 × 2 × ... × 2) DIF FHT algorithm as

\[
\begin{bmatrix}
F_{k_1, \ldots, k_i, \ldots, k_M} \\
F_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}
\end{bmatrix}
= D_{k_1, \ldots, k_i, \ldots, k_M}^f \begin{bmatrix}
H_{2M} & O \\
O & H_{2M}
\end{bmatrix}
\begin{bmatrix}
x_{k_1, \ldots, k_i, \ldots, k_M} \\
x_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}
\end{bmatrix}
\] (2.23)

where \(O\) is a null matrix and the twiddle factor matrix \(D_{k_1, \ldots, k_i, \ldots, k_M}^f\) is the transpose of the matrix given by

\[
D_{k_1, \ldots, k_i, \ldots, k_M} = \begin{bmatrix}
D_{k_1, \ldots, k_i, \ldots, k_M}^f & D_{k_1, \ldots, k_i, \ldots, k_M}^e \\
D_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}^e & D_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}^f
\end{bmatrix}
\] (2.24)

In order to avoid the redundant computations in (2.23), one of the indices \(k_i\) \((1 \leq i \leq M)\) varies from 0 to \(\left(\frac{N}{4} - 1\right)\), whereas the others vary from 0 to \(\left(\frac{N}{2} - 1\right)\). It is interesting to note some useful properties of the elements of the twiddle factor matrix given by (2.24). It can be seen from (2.19) that

\[
d_{\frac{N}{2}-k_1, \ldots, \frac{N}{2}-k_i, \ldots, \frac{N}{2}-k_M}^e(m, m) = (-1)^{\sum_{m=1}^{M} m_i} d_{k_1, \ldots, k_i, \ldots, k_M}^e(m, m)
\] (2.25)
and
\[ d^c_{k_1,\ldots,k_M}(0,0) = d^c_{\frac{N}{2}-k_1,\ldots,\frac{N}{2}-k_i,\ldots,\frac{N}{2}-k_M}(0,0) = 1 \] (2.26)

Similarly, from (2.20), we have
\[ d^e_{\frac{N}{2}-k_1,\ldots,\frac{N}{2}-k_i,\ldots,\frac{N}{2}-k_M}(m,m) = -(-1)^{\sum_{i=1}^{M} m_i} d^c_{k_1,\ldots,k_i,\ldots,k_M}(m,m) \] (2.27)

and
\[ d^e_{k_1,\ldots,k_i,\ldots,k_M}(0,0) = d^e_{\frac{N}{2}-k_1,\ldots,\frac{N}{2}-k_i,\ldots,\frac{N}{2}-k_M}(0,0) = 0 \] (2.28)

It is seen from (2.25) and (2.27) that the transposition operation of the matrix given by (2.24) to obtain the twiddle factor matrix \( D^t_{k_1,\ldots,k_i,\ldots,k_M} \) corresponds to just changing the sign of the off-diagonal sub-matrices in (2.24). In addition, it is clear from (2.25)-(2.28) that, for a given combination of \( k_i \)'s, the computation of the operation given by (2.23) requires only \( 2 \times (2^M - 1) \) twiddle factors, including trivial factors, to be evaluated or loaded from a lookup table. Using (2.25) and (2.27), the twiddle factor matrix for the butterfly, given by (2.23), of the proposed M-D radix-\( (2 \times 2 \times \ldots \times 2) \) DIF FHT algorithm can be expressed as

\[ D^t_{k_1,\ldots,k_i,\ldots,k_M} = T^t_{k_1,\ldots,k_i,\ldots,k_M} \begin{bmatrix} I_{2^M} & 0 \\ 0 & E_{2^M} \end{bmatrix} \] (2.29)

where
\[ T^t_{k_1,\ldots,k_i,\ldots,k_M} = \begin{bmatrix} D^c_{k_1,\ldots,k_i,\ldots,k_M} & D^c_{k_1,\ldots,k_i,\ldots,k_M} \\ -D^c_{k_1,\ldots,k_i,\ldots,k_M} & D^c_{k_1,\ldots,k_i,\ldots,k_M} \end{bmatrix} \] (2.30)

and \( E_{2^M} \) is a diagonal matrix whose elements are given by

\[ e(m,m) = (-1)^{\sum_{i=1}^{M} m_i} \] (2.31)

Let us first consider the particular cases of \( M = 1, 2, 3 \) and 4. By setting \( M = 1 \) and
Figure 2.1: General butterfly of the proposed 2-D DIF FHT algorithm, $c_i = \cos(\theta k_i), s_i = \sin(\theta k_i), c_{12} = \cos(\theta (k_1 + k_2)), s_{12} = \sin(\theta (k_1 + k_2)), \theta = 2\pi/N$.

3 in (2.23), the proposed M-D radix-(2 x 2 x ... x 2) DIF FHT algorithm reduces to the existing 1-D [45] and 3-D [66] DIF FHT algorithms, respectively. For $M = 2$ and 4, the butterflies of the proposed 2-D and 4-D DIF FHT algorithms are depicted in Figs. 2.1 and 2.2, respectively. In these figures, we have adopted the same notation for the input and output samples, since the proposed algorithms have the property of in-place computation. They are obtained by a direct mapping of the expression given by (2.23) for $M = 2$ and 4, respectively. It is noted that at present no radix-(2 x 2 x ... x 2) DIF FHT algorithm exists in the literature for $M \geq 4$.

This direct mapping can be easily generalized; the butterfly for the proposed DIF FHT algorithm for any dimension $M$ is illustrated in Fig. 2.3. In this figure, the gain denoted by * depends only on the dimension $M$ and its value is either +1 or -1. The value of the gain can be obtained from the matrix $E_{2M}$ given by (2.31). Due to the closed-form expression of the butterfly given by (2.23), the proposed DIF FHT algorithm can be mapped very
Figure 2.2: General butterfly of the proposed 4-D DIF FHT algorithm, $c_i = \cos \left( \theta k_i \right)$, $s_i = \sin \left( \theta k_i \right)$, $c_{ij} = \cos \left( \theta (k_i + k_j) \right)$, $s_{ij} = \sin \left( \theta (k_i + k_j) \right)$, $c_{ijl} = \cos \left( \theta (k_i + k_j + k_l) \right)$, $s_{ijl} = \sin \left( \theta (k_i + k_j + k_l) \right)$, $c_{1234} = \cos \left( \theta (k_1 + k_2 + k_3 + k_4) \right)$, $s_{1234} = \sin \left( \theta (k_1 + k_2 + k_3 + k_4) \right)$, $\theta = 2\pi/N$. 
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Figure 2.3: General butterfly of the proposed M-D DIF FHT algorithm, $c_i = \cos(\theta k_i)$, $s_i = \sin(\theta k_i)$, $c_{ij} = \cos(\theta (k_i + k_j))$, $s_{ij} = \sin(\theta (k_i + k_j))$, $c_{ij...l} = \cos(\theta (k_i + k_j + ... + k_l))$, $s_{ij...l} = \sin(\theta (k_i + k_j + ... + k_l + k_h))$, $\theta = 2\pi/N$. 
easily into structures for implementation for any dimension. It is clear that the operation
given by (2.23) can be performed in two steps. In the first step, a pair of $2^M$ samples
that are regularly selected from the input sequence according to (2.18) are processed by
applying the operator $H_{2^M}$. As seen earlier, $H_{2^M}$, a Hadamard matrix of order $2^M$, is a
size-$(2 \times 2 \times \ldots \times 2)$ M-D DHT operator. The mapping of this matrix (which introduces
only additions and subtractions) into a structure can be easily obtained according to the
decomposition given by (2.8). Addition and subtraction operations of two samples are
mapped using the well-known radix-2 butterfly. The second step consists of multiplying
the results obtained from the first step by the matrix given by (2.29). In this step, a change
of signs of some of the results obtained from the first step is performed according to the
diagonal matrix $E_{2^M}$. Then, multiplication by the transpose of the matrix given by (2.30) is
carried out. Each row of this matrix contains only two non-zero elements, except for the first
and $(2^M + 1)$th rows. These non-zero elements are twiddle factors and are obtained from
(2.19) and (2.20). Hence, the basic operation required in this step consists of multiplying
two samples, one by cosine and the other by sine, and adding (or subtracting) the results of
these multiplications. It is clear from (2.26) and (2.28) that the first and $(2^M + 1)$th rows
of the matrix given by (2.30) contain only one non-zero element that is unity. Hence, the
additions (or subtractions) and multiplications of the two samples corresponding to these
two rows are not needed.

Finally, the proposed M-D radix-$(2 \times 2 \times \ldots \times 2)$ DIF FHT algorithm corresponds to de-
composing a size-$(N \times N \times \ldots \times N)$ M-D DHT into $2^M$ size-$(\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})$ M-D DHT's
given by (2.15) in the first stage of the decomposition. This is achieved by repeating $\frac{N^M}{2 \times 2^M}$
times the butterfly given by (2.23) and illustrated in Fig. 2.3. It is clear from (2.15) and
(2.23) that the input sequence of the resulting $i$th size-$(\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})$ M-D DHT is ob-
tained from the $i$th and $(2^M + i)$th rows of the butterfly. This decomposition scheme can be
repeated successively for each of the new resulting DHTs until size-$(2 \times 2 \times \ldots \times 2)$ M-D
DHTs result in the last stage. The entire algorithm requires \( \log_2 N \) stages. It can be seen that the operations such as multiplications, additions, and twiddle factor evaluations or accesses to a lookup table introduced by the twiddle factor matrix of the butterfly of the proposed algorithm in the last two stages are all trivial.

2.3 Proposed M-D Radix-\((2 \times 2 \times \ldots \times 2)\) DIT FHT Algorithm

To derive a M-D radix-\((2 \times 2 \times \ldots \times 2)\) FHT algorithm using the DIT decomposition, we change the variables \( k_i \) and \( n_i \), \( 1 \leq i \leq M \), in (2.9), respectively, by

\[
2k_i + q_i, \ 0 \leq k_i \leq \frac{N}{2} - 1, \ q_i = 0, 1
\]

(2.32)

and

\[
n_i + p_i \frac{N}{2}, \ 0 \leq n_i \leq \frac{N}{2} - 1, \ p_i = 0, 1
\]

(2.33)

Then, (2.9) can be written as

\[
X \left( n_1 + p_1 \frac{N}{2}, \ldots, n_i + p_i \frac{N}{2}, \ldots, n_M + p_M \frac{N}{2} \right)
\]

\[
= \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} \left( \sum_{k_i=0}^{N/2-1} \ldots \sum_{k_i=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} \right)
\]

\[
x(2k_1 + q_1, \ldots, 2k_i + q_i, \ldots, 2k_M + q_M)
\]

\[
\text{Re} \left[ \exp \left( -j \frac{2\pi}{N} \sum_{i=1}^{M} n_i q_i \right) (1 + j) \right]
\]

\[
\exp \left( -j \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right) \right] (-1)^{\sum_{i=1}^{M} p_i q_i}
\]

(2.34)
Carrying out the operation of taking the real part in the above equation and using an appropriately modified form of (2.14), (2.34) can be expressed as

\[ X \left( n_1 + p_1 \frac{N}{2}, \ldots, n_i + p_i \frac{N}{2}, \ldots, n_M + p_M \frac{N}{2} \right) \]

\[ = \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} G_{n_1, \ldots, n_i, \ldots, n_M} (q_1, \ldots, q_i, \ldots, q_M) \]

\[ \cos \left( \frac{2\pi}{N} \sum_{i=1}^{M} n_i q_i \right) (-1)^{\sum_{i=1}^{M} p_i q_i} \]

\[ + \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} G_{n_1, \ldots, n_i, \ldots, n_M} \left( \frac{N}{2} - q_1, \ldots, \frac{N}{2} - q_i, \ldots, \frac{N}{2} - q_M \right) \]

\[ \sin \left( \frac{2\pi}{N} \sum_{i=1}^{M} n_i q_i \right) (-1)^{\sum_{i=1}^{M} p_i q_i}, \quad p_i = 0, 1 \] (2.35)

where

\[ G_{n_1, \ldots, n_i, \ldots, n_M} (q_1, \ldots, q_i, \ldots, q_M) = \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_i=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} \]

\[ \times (2k_1 + q_1, \ldots, 2k_i + q_i, \ldots, 2k_M + q_M) \cos \left( \frac{2\pi}{N/2} \sum_{i=1}^{M} n_i k_i \right), \quad 0 \leq n_i \leq \frac{N}{2} - 1, \quad q_i = 0, 1 \] (2.36)

For all combinations of \( q_i \)'s, (2.36) represents a set of \( 2^M \) size-\( \left( \frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2} \right) \) M-D DHTs. It is clear that for a given combination of \( n_i \)'s, (2.35) represents a sum of two size-\( (2 \times 2 \times \ldots \times 2) \) M-D DHTs whose input sequences are obtained from (2.36) after the multiplications by the twiddle factors (\( \cos(\bullet) \) and \( \sin(\bullet) \)). Therefore, exploiting the matrix representation given by (2.3), (2.35) can be expressed in a matrix form as
\[
X_{n_1,\ldots,n_i,\ldots,n_M} = H_{2^M} D^c_{n_1,\ldots,n_i,\ldots,n_M} G_{n_1,\ldots,n_i,\ldots,n_M} + H_{2^M} D^s_{n_1,\ldots,n_i,\ldots,n_M} G_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M}
\]  
(2.37)

where the components of the vector \( G_{n_1,\ldots,n_i,\ldots,n_M} \) are obtained from the output samples of the DHTs given by (2.36) as

\[
G_{n_1,\ldots,n_i,\ldots,n_M}(m) = G_{n_1,\ldots,n_i,\ldots,n_M}(m_1,\ldots,m_i,\ldots,m_M)
\]  
(2.38)

The desired output samples given by (2.35) are related to the component of the output vector \( X_{n_1,\ldots,n_i,\ldots,n_M} \) of (2.37) by

\[
X_{n_1,\ldots,n_i,\ldots,n_M}(m) = X\left(n_1 + m_1 \frac{N}{2}, \ldots, n_i + m_i \frac{N}{2}, \ldots, n_M + m_M \frac{N}{2}\right)
\]  
(2.39)

In order to derive an M-D radix-(2 \(\times\) 2 \(\times\) \(\ldots\) \(\times\) 2) DIT FHT algorithm, which possesses the property of in-place computation, we replace \(n_i \) by \(\frac{N}{2} - n_i \) in (2.37), thus yielding

\[
X_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M} = H_{2^M} D^c_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M} G_{n_1,\ldots,n_i,\ldots,n_M} + H_{2^M} D^s_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M} G_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M}
\]  
(2.40)

By combining (2.37) and (2.40), we may obtain a closed-form expression for the general butterfly of the proposed M-D radix-(2 \(\times\) 2 \(\times\) \(\ldots\) \(\times\) 2) DIT FHT algorithm as

\[
\begin{bmatrix}
X_{n_1,\ldots,n_i,\ldots,n_M} \\
X_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M}
\end{bmatrix} =
\begin{bmatrix}
H_{2^M} & O \\
O & H_{2^M}
\end{bmatrix}
D_{n_1,\ldots,n_i,\ldots,n_M}
\begin{bmatrix}
G_{n_1,\ldots,n_i,\ldots,n_M} \\
G_{\frac{N}{2}-n_1,\ldots,\frac{N}{2}-n_i,\ldots,\frac{N}{2}-n_M}
\end{bmatrix}
\]  
(2.41)

Just as for the proposed M-D radix-(2 \(\times\) 2 \(\times\) \(\ldots\) \(\times\) 2) DIF FHT algorithm derived in Section
2.2, in (2.41), one of the indices \(n_i\) \((1 \leq i \leq M)\) must vary from 0 to \(\left(\frac{N}{4} - 1\right)\) and the others from 0 to \(\left(\frac{N}{2} - 1\right)\), in order to avoid the redundant computations. The twiddle factor matrix for the butterfly, given by (2.41), of the proposed M-D radix-(\(2 \times 2 \times \ldots \times 2\)) DIT FHT algorithm can also be expressed as

\[
D_{n_1, \ldots, n_i, \ldots, n_M} = \begin{bmatrix} I_{2^M} & O \\ O & E_{2^M} \end{bmatrix} T_{n_1, \ldots, n_i, \ldots, n_M} \tag{2.42}
\]

Let us first consider the particular cases of \(M = 1, 2, 3\) and 4. By setting \(M = 1, 2\) and 3 in (2.41), the proposed M-D DIF FHT algorithm reduces, respectively, to the existing 1-D [45], 2-D [58] and 3-D [65] DIT FHT algorithms. For \(M = 4\), the butterfly of the proposed 4-D DIT FHT algorithm is depicted in Fig. 2.4. This is obtained by a direct mapping of the expression given by (2.41) for \(M = 4\). The direct mapping can be easily generalized as was done in the case of the DIF algorithm; the butterfly for the proposed DIT FHT algorithm for any dimension \(M\) is illustrated in Fig. 2.5. It is to be noted that at present no radix-(\(2 \times 2 \times \ldots \times 2\)) DIT FHT algorithm exits in the literature for \(M \geq 4\).

Finally, in the proposed M-D radix-(\(2 \times 2 \times \ldots \times 2\)) DIT FHT algorithm, the computation of the size-(\(N \times N \times \ldots \times N\)) M-D DHT given by (2.2) consists of computing the \(2^M\) size-(\(\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2}\)) M-D DHTs given by (2.36) whose output sequences are used in (2.41) for computing the desired output samples. The desired M-D DHT is obtained by repeating \(\frac{N^M}{2 \times 2^M}\) times the butterfly given by (2.41) and illustrated in Fig. 2.5. This computation process is applied recursively for the computation of each of the required DHTs until only size-(\(2 \times 2 \times \ldots \times 2\)) M-D DHTs need to be computed. The whole algorithm requires \(\log_2 N\) stages. It can be seen that the operations such as multiplications, additions, and twiddle factor evaluations or accesses to a lookup table introduced by the twiddle factor matrix of the butterfly of the proposed algorithm in the first two stages of the computation are all trivial.
Figure 2.4: General butterfly of the proposed 4-D DIT FHT algorithm, $e = -1$, $c_i = \cos(\theta n_i)$, $s_i = \sin(\theta n_i)$, $c_{ij} = \cos(\theta (n_i + n_j))$, $s_{ij} = \sin(\theta (n_i + n_j))$, $c_{1234} = \cos(\theta (n_1 + n_2 + n_3 + n_4))$, $s_{1234} = \sin(\theta (n_1 + n_2 + n_3 + n_4))$, $\theta = 2\pi/N$. 
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Figure 2.5: General butterfly of the proposed M-D DIT FHT algorithm. $e = -1$, $c_i = \cos (\theta n_i)$, $s_i = \sin (\theta n_i)$, $c_{ij} = \cos (\theta (n_i + n_j))$, $s_{ij} = \sin (\theta (n_i + n_j))$, $c_{ij...l} = \cos (\theta (n_i + n_j + ... + n_l))$, $s_{ij...l} = \sin (\theta (n_i + n_j + ... + n_l))$, $c_{ij...l} = \cos (\theta (n_i + n_j + ... + n_l + n_h))$, $s_{ij...l} = \sin (\theta (n_i + n_j + ... + n_l + n_h))$, $\theta = 2\pi / N$. 
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2.4 Computational Complexities of the Proposed M-D Radix-\((2 \times 2 \times \ldots \times 2)\) FHT Algorithms

In this section, we study the performance of the proposed M-D FHT algorithms by analyzing their computational and structural complexities and comparing them with those of the existing M-D FHT algorithms. Since the proposed DIF and DIT algorithms are based on the same decomposition philosophy, their structural and computational complexities are exactly the same. Therefore, the analysis of the computational complexity of only one would be sufficient. Let us consider the computational complexity of the proposed DIF algorithm. It is clear from (2.26) and (2.28) that the twiddle factor matrix given by (2.24) has for its first and \((2^M + 1)\)th rows, all the elements as zero except for one element which is unity. Therefore, in the computation of the right side of (2.23), the twiddle factor matrix introduces \(4 \times (2^M - 1)\) multiplications and \(2 \times (2^M - 1)\) additions. It is also observed that in the first step of this computation, \(2 \times 2^M\) samples of the input sequence \(x(k_1, \ldots, k_i, \ldots, k_M)\) are operated upon by the second-order Hadamard matrix \(H_2\). This step requires \(2 \times M2^M\) additions. Therefore, the butterfly based on (2.23), which computes \(2 \times 2^M\) samples, requires \(4 \times (2^M - 1)\) multiplications and \([2 \times (2^M - 1) + 2 \times M2^M]\) additions. The first stage of the algorithm consists of decomposing the size-\((N \times N \times \ldots \times N)\) M-D DHT given by (2.2) into \(2^M\) size-\((\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})\) M-D DHTs given by (2.15). This is achieved by repeating \(\frac{N^M}{2 \times 2^M}\) times the butterfly given by (2.23). This decomposition process is repeated for each of the new resulting DHTs until the problem is reduced to size-\((2 \times 2 \times \ldots \times 2)\) M-D DHTs. The desired output is obtained after performing \(\log_2 N\) such stages. It can be seen from the twiddle factor matrix given by (2.24) that some savings can be achieved in the number of operations for special combinations of \(k_i, 1 \leq i \leq M\). Specifically, the operations introduced by the twiddle factor matrix in the last two stages are trivial for any combination of \(k_i\). Consequently, the number of multiplications and additions required by the proposed M-D DIF
FHT algorithm are given by

\[ M_{\text{r}2}(M,N) = a \frac{2^M - 1}{2^M - 1} N^M \log_2 \frac{N}{2^s} \quad (2.43) \]

\[ A_{\text{r}2}(M,N) = \left( M + b \frac{2^M - 1}{2^M} \right) N^M \log_2 \frac{N}{2^s} + sMN^M \quad (2.44) \]

where \( s = 0 \) if no special butterfly is used in the implementation, \( s = 1 \) if we can avoid the trivial operations only at the last stage, and \( s = 2 \) if we can avoid the trivial operations at the last two stages. In (2.43) and (2.44), \( a = b = 1 \), if the twiddle factor matrix is implemented using the four-multiplication-two-addition (4mult-2add) scheme, whereas \( a = 3/4 \) and \( b = 3/2 \), if it is implemented using the three-multiplication-three-addition (3mult-3add) scheme.

The arithmetic complexities of the proposed algorithms can be further dramatically reduced by avoiding all trivial operations. Let us consider the 4mult-2add scheme. Then, by removing the trivial operations in the first or last stage of the proposed DIF or DIT algorithm, respectively, and applying the decomposition scheme derived in Section 2.2 or 2.3, it is seen that the expressions for the numbers of non-trivial multiplications and additions required by the proposed algorithms are given by

\[ \tilde{M}_{\text{r}2}(M,N) = \begin{cases} 
\frac{2^M - 1}{2^M - 1} N^M - 3 (2^M - 1) 2^{2M-1} (2^{M-1}) \log_2 N^{M-3} + 2^M \tilde{M}_{\text{r}2}(M, \frac{N}{2}), & N \geq 8 \\
0, & N < 8 
\end{cases} \quad (2.45) \]
\[ \tilde{A}_{t2}(M, N) = \begin{cases} 
(M + \frac{2^M - 1}{2^M - 1}) N^M - (2^M - 1) 2^{2M - 1} (2^{M-1}) \log_2 N - 2^M \tilde{A}_{t2}(M, \frac{N}{2}), & N \geq 8 \\
MN^M \log_2 N, & N < 8 
\end{cases} \] (2.46)

In the row-column approach, besides computing \( MN^{M-1} \) 1-D DHTs, \( MN^M \) extra additions are required in the computation of the M-D DHT. Therefore, if the simplest and the most regular existing 1-D radix-2 FHT algorithm is used to compute the 1-D DHTs, then the numbers of multiplications and additions required by the row-column approach are given by

\[ M_{tC}(M, N) = aMN^M \log_2 \frac{N}{2s} \] (2.47)

\[ A_{tC}(M, N) = M \left( \frac{b + 2}{2} \right) N^M \log_2 \frac{N}{2s} + (s + 1)MN^M \] (2.48)

By removing all trivial operations and considering the 4mult-2add scheme, the numbers of non-trivial multiplications and additions required by the row-column approach are given by

\[ \tilde{M}_{tC}(M, N) = MN^{M-1} \tilde{M}_{t2}(1, N) \] (2.49)

\[ \tilde{A}_{tC}(M, N) = MN^{M-1} \tilde{A}_{t2}(1, N) + MN^M \] (2.50)

Note that the bit-shift operations (multiplications by 1/2) required by the row-column approach in computing the M-D DHT are not included in (2.47) and (2.49). Table 2.1 presents the arithmetic complexities required by the row-column approach and proposed algorithms in the computation of the 4-D DHT. The results in this table are obtained by letting \( M = 4 \) and \( s = 0 \) in (2.43), (2.44), (2.47) and (2.48). It can be verified using (2.43)-(2.44)-(2.47)-
Table 2.1: Number of arithmetic operations required for the computation of the 4-D DHT using the 4mult-2add scheme for $s = 0$

<table>
<thead>
<tr>
<th>Transform Size</th>
<th>Row-Column method</th>
<th>Proposed Radix-$(2 \times 2 \times 2 \times 2)$ FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N \times N \times N \times N$</td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3 \times 2^3$</td>
<td>12</td>
<td>22</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4 \times 2^4$</td>
<td>16</td>
<td>28</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5 \times 2^5$</td>
<td>20</td>
<td>34</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6 \times 2^6$</td>
<td>24</td>
<td>40</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7 \times 2^7$</td>
<td>28</td>
<td>46</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8 \times 2^8$</td>
<td>32</td>
<td>52</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9 \times 2^9$</td>
<td>36</td>
<td>58</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10} \times 2^{10}$</td>
<td>40</td>
<td>64</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11} \times 2^{11}$</td>
<td>44</td>
<td>70</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12} \times 2^{12}$</td>
<td>48</td>
<td>76</td>
</tr>
</tbody>
</table>

(2.48) or (2.45)-(2.46)-(2.49)-(2.50) that significant savings in terms of the arithmetic operations are achieved by the proposed algorithms for any set of values of $M$ and $N$. In addition, these savings increase with the dimension $M$. Moreover, the matrix transposition and bit-shift operations required in the row-column method are not required in the proposed algorithms.

The row-column scheme has been exploited in [63] to derive an approach different from the traditional row-column method for the M-D DHT. This approach is based on a successive use of 1-D complex-valued FFT algorithms and special retrograde indexing manipulations. In addition, it requires matrix transposition operations and has a computational complexity comparable to that of the traditional row-column method for the M-D DHT. The only advantage of this approach over the traditional row-column method is the possibility of exploiting the existing hardware and software modules of the 1-D complex-valued FFT algorithm in the computation of the M-D DHT. This, however, is not of much importance compared to advantages offered by the proposed algorithms, since there exists a
close relationship between the structures of the M-D radix-(2 × 2 × ... × 2) complex-valued FFT algorithms and the proposed M-D radix-(2 × 2 × ... × 2) FHT algorithms, as shown in Section 2.5.

An approach for computing 2-D and 3-D DHTs has been proposed in [61], which requires a simultaneous use of 1-D FFT and FHT algorithms and a special interstage scheme for addition operations. Further, the number of arithmetic operations (additions + multiplications) needed is greater than those required by the 2-D radix-(2 × 2) and 3-D radix-(2 × 2 × 2) FHT algorithms. Hence, the extension of the approach in [61] to higher dimensions is not attractive.

In [59], an approach based on Fermat number transforms (FNTs) has been proposed for the computation of 2-D and 3-D DHTs. It requires the implementation of 1-D, 2-D, and 3-D forward FNTs, 2-D and 3-D inverse FNTs, and a very large number of bit-shift operations. In addition, the number of arithmetic operations needed is too large compared to those required by the 2-D radix-(2 × 2) and 3-D radix-(2 × 2 × 2) FHT algorithms. All these drawbacks would become more pronounced if the approach in [59] is extended to higher dimensions.

The only approach left for comparison is the one recently reported in [68] for the computation of the M-D DHT. It requires \( \frac{1}{2} N^M \log_2 N - \frac{2^{M+1}}{2^{M+1} - 2} N^M + \frac{2^{M+1}}{2^{M+1} - 2} + \frac{1}{2} \left( 2^M - 1 \right) \) multiplications, \( \left( M + \frac{1}{2} \right) N^M \log_2 N - \frac{2^{M+2}}{2^{M+2} - 2} N^M + \frac{2^{M+2}}{2^{M+2} - 2} + \frac{3}{2} \left( 2^M - 1 \right) \) additions, and a special sequence reordering. This reordering requires \( \left( \frac{1}{2} - \frac{1}{N} \right) N^M \) multiplications, \( \left( \frac{1}{2} - \frac{1}{N} \right) N^M \) additions, \( \left( \frac{1}{2} - \frac{1}{N} \right) N^M \) modulo operations, and \( \left( \frac{1}{2} - \frac{1}{N} \right) N^M \) bit-shift operations. These requirements along with those of the proposed algorithms are given in Tables 2.2 and 2.3 for \( M = 4 \) and 5. In these tables, \( m_p \) and \( a_p \) denote the total number of multiplications and additions required by the algorithm in [68]. The advantage of a slight reduction in the number of arithmetic operations provided by the approach in [68] compared to that of the proposed algorithms is achieved at the expense of certain severe drawbacks, as explained below.
Table 2.2: Number of non-trivial operations required for the computation of the 4-D DHT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform Size $N \times N \times N \times N$</th>
<th>Algorithm in [68]</th>
<th>Proposed Radix-(2 x 2 x 2 x 2) FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3 \times 2^3$</td>
<td>0.84</td>
<td>11.84</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4 \times 2^4$</td>
<td>1.40</td>
<td>16.40</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5 \times 2^5$</td>
<td>1.93</td>
<td>20.93</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6 \times 2^6$</td>
<td>2.45</td>
<td>25.45</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7 \times 2^7$</td>
<td>2.95</td>
<td>29.95</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8 \times 2^8$</td>
<td>3.46</td>
<td>34.46</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9 \times 2^9$</td>
<td>3.96</td>
<td>38.96</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10} \times 2^{10}$</td>
<td>4.46</td>
<td>43.46</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11} \times 2^{11}$</td>
<td>4.96</td>
<td>47.96</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12} \times 2^{12}$</td>
<td>5.46</td>
<td>52.46</td>
</tr>
</tbody>
</table>

Table 2.3: Number of non-trivial operations required for the computation of the 5-D DHT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform Size $N \times N \times N \times N \times N$</th>
<th>Algorithm in [68]</th>
<th>Proposed Radix-(2 x 2 x 2 x 2 x 2) FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3 \times 2^3 \times 2^3$</td>
<td>0.85</td>
<td>14.86</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4 \times 2^4 \times 2^4$</td>
<td>1.42</td>
<td>20.42</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5 \times 2^5 \times 2^5$</td>
<td>1.95</td>
<td>25.95</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6 \times 2^6 \times 2^6$</td>
<td>2.46</td>
<td>31.46</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7 \times 2^7 \times 2^7$</td>
<td>2.97</td>
<td>36.97</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8 \times 2^8 \times 2^8$</td>
<td>3.48</td>
<td>42.48</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9 \times 2^9 \times 2^9$</td>
<td>3.98</td>
<td>47.98</td>
</tr>
</tbody>
</table>
The main reason behind the importance of the DHT is the fact that the software or hardware implementation of only a single FHT algorithm is sufficient to compute both the forward and inverse transforms. Unfortunately, this very useful property of the DHT in requiring only a single algorithm is lost when we consider the approach reported in [68], since the latter requires the implementation of two different complicated algorithms, one for computing the 1-D type-II-DWTs and the other for the M-D polynomial transforms. Moreover, the approach in [68] requires a special sequence reordering, thus necessitating extra multiplications, additions, modulo operations, and bit-shift operations. Further, these time-consuming overhead operations contribute significantly to an increase in the overall structural complexity of the algorithm. Another drawback of this approach is that it does not have the butterfly-style and in-place computation properties, thereby requiring a large memory. Hence, even though this approach has the advantage of a slight reduction in the number of arithmetic operations compared to that required by the proposed algorithms, its complicated structure and overhead operations make it unsuitable for software or hardware implementation. However, the proposed algorithms possess attractive and highly desirable properties such as the regularity, modularity, simplicity, easy indexing scheme, and the butterfly-style and in-place computations. Thus, they are more suitable for software or hardware implementations.
2.5 Relationship Between the Structures of the M-D Radix-
\[ (2 \times 2 \times \ldots \times 2) \] Complex-Valued FFT Algorithms and the Proposed M-D Radix-(2 \times 2 \times \ldots \times 2) FHT Algorithms

In this section, we reformulate the existing M-D radix-(2 \times 2 \times \ldots \times 2) complex-valued FFT algorithms using an approach similar to that used in Sections 2.2 and 2.3 for deriving the proposed M-D radix-(2 \times 2 \times \ldots \times 2) FHT algorithms in order to establish a relationship between the M-D radix-(2 \times 2 \times \ldots \times 2) complex-valued FFT algorithms and the proposed M-D radix-(2 \times 2 \times \ldots \times 2) FHT algorithms. Such a relationship would be highly desirable in order to investigate the possibility of using a single software or hardware module to compute the DHT as well as the forward and inverse complex-valued DFTs.

Let \( \bar{x}(k_1,\ldots,k_i,\ldots,k_M) \) be a complex data sequence of size \((N \times N \times \ldots \times N)\). Its M-D DFT \( \bar{X}(n_1,\ldots,n_i,\ldots,n_M) \), which is also a complex sequence of the same size, is defined by

\[
\bar{X}(n_1,\ldots,n_i,\ldots,n_M) = \sum_{k_1=0}^{N-1} \cdots \sum_{k_i=0}^{N-1} \cdots \sum_{k_M=0}^{N-1} \bar{x}(k_1,\ldots,k_i,\ldots,k_M) W_N^{n_1 n_{ki}},
\]

\[0 \leq n_i \leq N - 1, \ 1 \leq i \leq M \tag{2.51}\]

where \( W_N = \exp(-j2\pi/N) \). The input and output sequences in (2.51) can be expressed in terms of their real and imaginary parts, respectively, by

\[
\bar{x}(k_1,\ldots,k_i,\ldots,k_M) = x^{re}(k_1,\ldots,k_i,\ldots,k_M) + jx^{im}(k_1,\ldots,k_i,\ldots,k_M) \tag{2.52}
\]

and

\[
\bar{X}(n_1,\ldots,n_i,\ldots,n_M) = X^{re}(n_1,\ldots,n_i,\ldots,n_M) + jX^{im}(n_1,\ldots,n_i,\ldots,n_M) \tag{2.53}
\]
2.5.1 An M-D Radix-\((2 \times 2 \times \ldots \times 2)\) DIF Complex-Valued FFT Algorithm

To derive the M-D radix-\((2 \times 2 \times \ldots \times 2)\) complex-valued FFT algorithm using the DIF decomposition, we replace \(k_i\) and \(n_i\) in (2.51), respectively, by the expressions given in (2.10) and (2.11). Then, we see that (2.51) corresponds to a set of \(2^M\) size-\(\left(\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2}\right)\) M-D DFTs given by

\[
\tilde{X}(2n_1 + p_1, \ldots, 2n_i + p_i, \ldots, 2n_M + p_M) = \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_i=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} \tilde{F}_{k_1, \ldots, k_i, \ldots, k_M}(p_1, \ldots, p_i, \ldots, p_M) W_N^{\sum_{i=1}^{M} n_i k_i},
\]

\[
0 \leq n_i \leq \frac{N}{2} - 1, \quad p_i = 0 \quad (2.54)
\]

where their \(2^M\) input sequences are given by

\[
\tilde{F}_{k_1, \ldots, k_i, \ldots, k_M}(p_1, \ldots, p_i, \ldots, p_M) = W_N^{\sum_{i=1}^{M} p_i k_i} \left[ \sum_{q_1=0}^{1} \ldots \sum_{q_i=0}^{1} \ldots \sum_{q_M=0}^{1} \tilde{x} \left( k_1 + q_1 \frac{N}{2}, \ldots, k_i + q_i \frac{N}{2}, \ldots, k_M + q_M \frac{N}{2} \right) (-1)^{\sum_{i=1}^{M} p_i q_i} \right],
\]

\[
p_i = 0, 1 \quad (2.55)
\]

For a given combination of \(k_i\)'s, (2.55) is recognized as a size-\((2 \times 2 \times \ldots \times 2)\) M-D DFT whose output samples are multiplied by the twiddle factors. This DFT is similar to the size-\((2 \times 2 \times \ldots \times 2)\) M-D DHT. Hence, using (2.3), (2.55) can be expressed in a matrix form as

\[
\tilde{F}_{k_1, \ldots, k_i, \ldots, k_M} = D_{k_1, \ldots, k_i, \ldots, k_M}^w H_{2^M} \tilde{x}_{k_1, \ldots, k_i, \ldots, k_M} \quad (2.56)
\]
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where the $m$th component of the input vector $\tilde{x}_{k_1,\ldots,k_i,\ldots,k_M}$ is given by
\[
\tilde{x}_{k_1,\ldots,k_i,\ldots,k_M}(m) = \tilde{x}\left(k_1 + m_1 \frac{N}{2}, \ldots, k_i + m_i \frac{N}{2}, \ldots, k_M + m_M \frac{N}{2}\right)
\]
\[
= x^e\left(k_1 + m_1 \frac{N}{2}, \ldots, k_i + m_i \frac{N}{2}, \ldots, k_M + m_M \frac{N}{2}\right)
\]
\[
+ jx^i\left(k_1 + m_1 \frac{N}{2}, \ldots, k_i + m_i \frac{N}{2}, \ldots, k_M + m_M \frac{N}{2}\right)
\]  
(2.57)

and the $(m, m)$th component of the diagonal matrix $D^w_{k_1,\ldots,k_i,\ldots,k_M}$ by
\[
d^w_{k_1,\ldots,k_i,\ldots,k_M}(m, m) = \exp\left(-\frac{2\pi}{N} \sum_{i=1}^{M} m_ik_i\right)
\]
\[
= d^e_{k_1,\ldots,k_i,\ldots,k_M}(m, m) - jd^i_{k_1,\ldots,k_i,\ldots,k_M}(m, m),
\]  
(2.58)

The components of the vector $\tilde{F}_{k_1,\ldots,k_i,\ldots,k_M}$ in (2.56) are related to the input sequence of (2.54) by
\[
\tilde{F}_{k_1,\ldots,k_i,\ldots,k_M}(m) = \tilde{F}_{k_1,\ldots,k_i,\ldots,k_M}(m_1, \ldots, m_i, \ldots, m_M)
\]
\[
= F^e_{k_1,\ldots,k_i,\ldots,k_M}(m_1, \ldots, m_i, \ldots, m_M)
\]
\[
+ jF^i_{k_1,\ldots,k_i,\ldots,k_M}(m_1, \ldots, m_i, \ldots, m_M)
\]  
(2.59)

The input vector $\tilde{x}_{k_1,\ldots,k_i,\ldots,k_M}$, the vector $\tilde{F}_{k_1,\ldots,k_i,\ldots,k_M}$ and the matrix $D^w_{k_1,\ldots,k_i,\ldots,k_M}$ are complex-valued, which can be expressed in terms of their real and imaginary parts, respectively, by
\[
\tilde{x}_{k_1,\ldots,k_i,\ldots,k_M} = x^e_{k_1,\ldots,k_i,\ldots,k_M} + jx^i_{k_1,\ldots,k_i,\ldots,k_M},
\]  
(2.60)

\[
\tilde{F}_{k_1,\ldots,k_i,\ldots,k_M} = F^e_{k_1,\ldots,k_i,\ldots,k_M} + jF^i_{k_1,\ldots,k_i,\ldots,k_M},
\]  
(2.61)

and
\[
D^w_{k_1,\ldots,k_i,\ldots,k_M} = D^e_{k_1,\ldots,k_i,\ldots,k_M} - jD^i_{k_1,\ldots,k_i,\ldots,k_M}
\]  
(2.62)
Substituting (2.60)-(2.62) in (2.56), we get a matrix form for the butterfly of the M-D radix-
\((2 \times 2 \times \ldots \times 2)\) DIF complex-valued FFT algorithm

\[
\begin{bmatrix}
F_{k_1,\ldots,k_M}^{re} \\
F_{k_1,\ldots,k_M}^{im}
\end{bmatrix} = T_{k_1,\ldots,k_M} \begin{bmatrix}
H_{2^M} & 0 \\
0 & H_{2^M}
\end{bmatrix}
\begin{bmatrix}
x_{k_1,\ldots,k_M}^{re} \\
x_{k_1,\ldots,k_M}^{im}
\end{bmatrix},
\]

\[0 \leq k_i \leq \frac{N}{2} - 1, \ 1 \leq i \leq M \quad (2.63)\]

The M-D radix-\((2 \times 2 \times \ldots \times 2)\) DIF FFT algorithm consists of decomposing a size-\((N \times N \times \ldots \times N)\) M-D DFT into \(2^M\) size-\((\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})\) M-D DFTs given by (2.54) in the first stage. This is achieved by repeating \(\frac{N^M}{2^M}\) times the butterfly given by (2.63). This decomposition scheme is repeated recursively for each of the new resulting DFTs until size-\((2 \times 2 \times \ldots \times 2)\) M-D DFTs result in the last stage. The entire algorithm requires \(\log_2 N\) stages. It can be seen that the operations such as multiplications, additions, and twiddle factor evaluations or accesses to a lookup table introduced by the twiddle factor matrix of the butterfly given by (2.63) in the last two stages are all trivial. Therefore, it can be shown that the numbers of real multiplications, real additions, storage locations for real data, data transfers, and twiddle factor evaluations or accesses to the lookup table required by the M-D radix-\((2 \times 2 \times \ldots \times 2)\) DIF FFT algorithm are exactly twice the corresponding numbers required by the proposed M-D radix-\((2 \times 2 \times \ldots \times 2)\) DIF FHT algorithm. This result is obvious, since the M-D DIF FFT algorithm, actually, computes \(2N^M\) real output samples (real and imaginary parts of the output sequence) from \(2N^M\) real input samples (real and imaginary parts of the input sequence), whereas the proposed M-D DIF FHT algorithm computes \(N^M\) real output samples from \(N^M\) real input samples.

Let us now discuss the relationship between the structures of the M-D DIF FHT and FFT algorithms. It is seen that the butterfly given by (2.63) of the DIF FFT algorithm is very similar to the butterfly given by (2.23) of the proposed DIF FHT algorithm; both
the butterflies have the same size and in-place computation property, and are processed by applying the Hadamard operator matrix to the input samples followed by a twiddle factor matrix multiplication. In addition, all the twiddle factors required to be evaluated or read from a lookup table in a given stage of the DIF FHT algorithm are also required in the corresponding stage of the DIF FFT algorithm and the twiddle factor matrices of the two butterflies differ only in the sign of some elements. This difference in sign depends only on the dimension \( M \). The special butterflies that can be used to further reduce the arithmetic operations in the DIF FHT algorithm can also be used in the DIF FFT algorithm for the same objective. It is interesting to note that, for computing the inverse DFT, we use the twiddle factor matrix \( T_{k_1, ..., k_M}^* \) instead of \( T_{k_1, ..., k_M} \) in (2.63). Therefore, the butterfly of the DIF FHT algorithm is more similar to that used for computing the inverse DFT than to that used for the forward DFT. Moreover, the similarity between the butterflies of the DIF FHT and FFT algorithms is comparable to the similarity between the butterflies used for the forward and inverse DFTs. The decomposition processes in the DIF FHT and FFT algorithms are very similar; both the algorithms have the same number of stages and perform similar operations. However, the number of butterflies required in each stage for the DIF FFT is twice that needed by the DIF FHT. This is due to the fact that in the DIF FFT algorithm all the indices \( k_i \)'s vary from 0 to \( \left( \frac{N}{2} - 1 \right) \) as indicated in (2.63), whereas in the DIF FHT algorithm, one of these indices must vary only from 0 to \( \left( \frac{N}{4} - 1 \right) \). In order to make the indexing process of the DIF FHT algorithm identical to that of the DIF FFT algorithm, the first half of the data that can be indexed by \( (k_1, ..., k_i, ..., k_M) \) in the FFT algorithm is stored at the locations designated for the real part in the FFT algorithm and the second half of the data that can be indexed by \( (\frac{N}{2} - k_1, ..., \frac{N}{2} - k_i, ..., \frac{N}{2} - k_M) \) is stored at the locations designated for the imaginary part. Finally, this close relationship between the two algorithms, which we have established, can be exploited to develop a single software or hardware module for the implementation of the algorithms to compute the forward and
inverse M-D complex-valued DFT as well as the M-D DHT. It should be noted that the M-D DHT can be used for efficiently computing the M-D forward and inverse real-valued DFTs as well.

2.5.2 An M-D Radix-\((2 \times 2 \times \ldots \times 2)\) DIT Complex-Valued FFT Algorithm

To derive the M-D radix-\((2 \times 2 \times \ldots \times 2)\) complex-valued FFT algorithm using the DIT decomposition, we replace \(k_i\) and \(n_i\) in (2.51) by the expressions given in (2.32) and (2.33), respectively. Then, we obtain

\[
\tilde{X} \left( n_1 + p_1 \frac{N}{2}, \ldots, n_i + p_i \frac{N}{2}, \ldots, n_M + p_M \frac{N}{2} \right) = \sum_{q_1=0}^{\frac{N}{2}-1} \ldots \sum_{q_i=0}^{\frac{N}{2}-1} \ldots \sum_{q_M=0}^{\frac{N}{2}-1} \left[ \tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}(q_1, \ldots, q_i, \ldots, q_M) W_{N/2}^{\sum_{i=1}^{M} n_i q_i} \right] (-1)^{\sum_{i=1}^{M} p_i q_i},
\]

\(p_i = 0, 1\) \hspace{1cm} (2.64)

where

\[
\tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}(q_1, \ldots, q_i, \ldots, q_M) = \sum_{k_1=0}^{N/2-1} \ldots \sum_{k_i=0}^{N/2-1} \ldots \sum_{k_M=0}^{N/2-1} \tilde{x}(2k_1 + q_1, \ldots, 2k_i + q_i, \ldots, 2k_M + q_M) W_{N/2}^{\sum_{i=1}^{M} n_i k_i},
\]

\(0 \leq n_i \leq \frac{N}{2} - 1, \quad q_i = 0, 1\) \hspace{1cm} (2.65)

For all combinations of \(q_i\)'s, (2.65) corresponds to a set of \(2^M\) size-\((\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})\) M-D DFTs. It is clear that for a given combination of \(n_i\)'s, (2.64) is recognized as a size-\((2 \times 2 \times \ldots \times 2)\) M-D DFT whose input sequences are obtained from (2.65) after multiplications by the twiddle factors. Therefore, exploiting the representation given by (2.3),
(2.64) can be expressed in a matrix form as
\[
\tilde{X}_{n_1, \ldots, n_i, \ldots, n_M} = H_s^M D^w_{n_1, \ldots, n_i, \ldots, n_M} \tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}
\]
(2.66)

where the components of the vector \(\tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}\) are obtained from the output samples of the DHTs given by (2.65) as
\[
\begin{align*}
\tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}(m) &= \tilde{G}_{n_1, \ldots, n_i, \ldots, n_M}(m_1, \ldots, m_i, \ldots, m_M) \\
&= G_{n_1, \ldots, n_i, \ldots, n_M}^{re}(m_1, \ldots, m_i, \ldots, m_M) \\
&+ j G_{n_1, \ldots, n_i, \ldots, n_M}^{im}(m_1, \ldots, m_i, \ldots, m_M)
\end{align*}
\]
(2.67)

The desired output samples are related to the components of the output vector \(\tilde{X}_{n_1, \ldots, n_i, \ldots, n_M}\) of (2.66) as given by
\[
\begin{align*}
\tilde{X}_{n_1, \ldots, n_i, \ldots, n_M}(m) &= \tilde{X} \left( n_1 + m_1 \frac{N}{2}, \ldots, n_i + m_i \frac{N}{2}, \ldots, n_M + m_M \frac{N}{2} \right) \\
&= X^{re} \left( n_1 + m_1 \frac{N}{2}, \ldots, n_i + m_i \frac{N}{2}, \ldots, n_M + m_M \frac{N}{2} \right) \\
&+ j X^{im} \left( n_1 + m_1 \frac{N}{2}, \ldots, n_i + m_i \frac{N}{2}, \ldots, n_M + m_M \frac{N}{2} \right)
\end{align*}
\]
(2.68)

The input and output vectors of (2.66) can be expressed in terms of their real and imaginary parts by
\[
\tilde{X}_{n_1, \ldots, n_i, \ldots, n_M} = X^{re}_{n_1, \ldots, n_i, \ldots, n_M} + j X^{im}_{n_1, \ldots, n_i, \ldots, n_M}
\]
(2.69)

and
\[
\tilde{G}_{n_1, \ldots, n_i, \ldots, n_M} = G^{re}_{n_1, \ldots, n_i, \ldots, n_M} + j G^{im}_{n_1, \ldots, n_i, \ldots, n_M}
\]
(2.70)
respectively. Using (2.62), (2.69) and (2.70) in (2.66), we have a matrix form for the
corner of the M-D radix-\( (2 \times 2 \times \ldots \times 2) \) DIT complex-valued FFT algorithm, as given by

\[
\begin{bmatrix}
X^{re}_{n_1, \ldots, n_M} \\
X^{im}_{n_1, \ldots, n_M}
\end{bmatrix} =
\begin{bmatrix}
H_{2^M} & 0 \\
0 & H_{2^M}
\end{bmatrix}
T_{n_1, \ldots, n_M}
\begin{bmatrix}
G^{re}_{n_1, \ldots, n_M} \\
G^{im}_{n_1, \ldots, n_M}
\end{bmatrix},
\]

\[
0 \leq n_i \leq \frac{N}{2} - 1, \quad 1 \leq i \leq M \tag{2.71}
\]

In the M-D DIT FFT algorithm, the computation of the size-\((N \times N \times \ldots \times N)\) M-D DFT
given by (2.51) consists of computing \(2^M\) size-\((\frac{N}{2} \times \frac{N}{2} \times \ldots \times \frac{N}{2})\) M-D DFTs given by (2.65)
whose output sequences are used in (2.64) for computing the desired output samples. The
desired M-D DFT is obtained by repeating \(\frac{NM}{2^M}\) times the butterfly given by (2.71). This
computation process can be applied recursively for the computation of each of the required
DFTs until only size-\((2 \times 2 \times \ldots \times 2)\) M-D DFTs need to be computed. The entire algorithm
requires \(\log_2 N\) stages. It can be seen that the operations such as multiplications, additions,
and twiddle factor evaluations or accesses to a lookup table introduced by the twiddle factor
matrix of the butterfly given by (2.71) in the first two stages of the computation are all trivial.
It can be shown that the complexity of the M-D DIT FFT algorithm is identical to that of
the M-D DIF FFT algorithm.

A discussion similar to that carried out above for establishing a relationship between the
M-D DIF FHT and FFT algorithms can be carried out to establish a relationship between
the M-D DIT radix-\((2 \times 2 \times \ldots \times 2)\) FHT and FFT algorithms. The similarity between the
proposed DIT FHT algorithm and the DIT FFT algorithm can be clearly seen from Figs.
2.4 and 2.5. If the first half of the data that can be indexed by \((n_1, \ldots, n_i, \ldots, n_M)\) in the FHT
algorithm is stored at the locations designated for the real part in the FFT algorithm and
the second half of the data that can be indexed by \((\frac{N}{2} - n_1, \ldots, \frac{N}{2} - n_i, \ldots, \frac{N}{2} - n_M)\) is stored
at the locations designated for the imaginary part, then the butterflies of the DIT FHT and
FFT algorithms for the corresponding dimension differ only in the value of \( e \). That is, \( e = 1 \) for the DIT FFT algorithms and \( e = -1 \) for the DIT FHT algorithms. This similarity is due to the fact that the twiddle factor matrix of the butterfly given by (2.71) of the M-D DIT FFT algorithm and the twiddle factor matrix given by (2.42) of the butterfly given by (2.41) of the proposed M-D DIT FHT algorithm differ only in the diagonal matrix \( E_{2^M} \). Note that, \( E_{2^M} \) depends only on the dimension \( M \) and its elements are +1 or -1.

It is interesting to note that such a close relationship between the proposed M-D FHT algorithms and the corresponding complex-valued FFT algorithms does not exist between the existing real-valued [36]-[41] and complex-valued FFT algorithms. Moreover, the existing real-valued FFT algorithms have complicated structures compared to those of the proposed FHT algorithms and, in general, their forward and inverse versions are completely different.

### 2.6 Summary

In this chapter, M-D radix-(2 \( \times \) 2 \( \times \) ... \( \times \) 2) DIF and DIT FHT algorithms have been proposed for efficiently computing the DHT of any dimension by using an appropriate index mapping and the Kronecker product. It has been shown that the proposed algorithms are more effective and highly suitable for hardware and software implementations compared to all the existing M-D FHT algorithms. The butterflies of the proposed algorithms are characterized by simple closed-form expressions that allow easy implementations of these algorithms for any dimension. The butterfly for a given dimension \( M \) can be readily obtained by assigning the corresponding value to \( M \) in the butterflies of the proposed FHT algorithms. For example, the butterflies of the existing 1-D radix-2 [45], 2-D radix-(2 \( \times \) 2) [58] and 3-D radix-(2 \( \times \) 2 \( \times \) 2) [65] DIT FHT algorithms, can be easily obtained by letting \( M = 1 \), 2 and 3, respectively, in the general butterfly of the proposed M-D radix-(2 \( \times \) 2 \( \times \) ... \( \times \) 2) DIT FHT algorithm. Similarly, for \( M = 1 \) and 3, the general butterfly of the proposed M-D
radix-(2 \times 2 \times \ldots \times 2) \text{ DIF FHT algorithm reduces to those of the existing 1-D radix-2 [45] and 3-D radix-(2 \times 2 \times 2) [66] DIF FHT algorithms, respectively. Moreover, the proposed algorithms possess properties such as high regularity, simplicity and in-place computation that are highly desirable characteristics for software and hardware implementations, especially for multidimensional applications. A close relationship between the proposed M-D radix-(2 \times 2 \times \ldots \times 2) \text{ FHT algorithms and the M-D radix-(2 \times 2 \times \ldots \times 2) complex-valued FFT algorithms has been established. This relationship along with the fact that the DHT is an alternative to the DFT for real data, can enable one to use a single software or hardware module for computing the forward and inverse M-D DFTs for real- or complex-valued data and M-D DHTs with a little or no modifications.}

One of the most interesting results that have been presented in this chapter is the general decomposition method, which is based on the radix-2 approach, valid for any dimension, applicable either for the case of the DHT or DFT, and significantly reducing the complexity of the algorithms. This method will be further exploited in developing efficient FFT and FHT algorithms in the succeeding chapters.
Chapter 3

Output-Pruning of DFTs

3.1 Introduction

Chapter 2 was devoted to the fast computation of full-length (size) transforms, by exploring the radix-2 approach. For the case of the Fourier transform, there are some applications where a significant part of the output samples of the DFT are not needed, for example, where only a narrow spectrum band is desired. The direct use of a full-length FFT algorithm in such applications is not advantageous, and in order to reduce the arithmetic complexity, methods for pruning 1-D [101]-[106] and 2-D [107]-[109] DFTs have been proposed in the literature.

In this chapter, the problem of increasing the computational and structural efficiencies of FFT algorithms for such applications is considered and efficient methods for pruning output samples of the DFT, based on the radix-2 approach, are proposed for both the 1-D [110] and 2-D [111] cases. These two cases are considered in detail in Sections 3.2 and 3.3, respectively.
3.2 Output-Pruning of the 1-D DFT

One of the methods of increasing the computational efficiency of an FFT algorithm in applications, where only a narrow spectrum band is of interest, is to remove unnecessary computations from the FFT algorithm. This case was studied by Markel, who proposed the well-known pruning algorithm [101] based on a modification of the radix-2 DIT FFT algorithm. Using (2.51), the 1-D DFT of length \( N \) is given by

\[
\tilde{X}(n) = \sum_{k=0}^{N-1} \tilde{x}(k) W_N^{nk}, \quad 0 \leq n \leq N - 1
\]  

(3.1)

Assuming that only the first \( L \), \( L < N = 2^r \), output points are needed and is restricted to be a power of two, \( L = 2^d \), Markel’s algorithm retains the first \( d \) stages of the radix-2 DIT FFT algorithm and alters the remaining \( r-d \) stages by avoiding the computations of the undesired \( (N-L) \) points. The \( i \)th stage, \( i = d+1 \) to \( r \), contains \( 2^{r-i}L \) half butterflies each requiring 4 real multiplications, 4 real additions, and 2 RAM read and 1 RAM write operations of complex numbers. Note that the complex multiplication can be computed by using 4 real multiplications and 2 real additions (4mult-2add scheme) or by using 3 real multiplications and 3 real additions (3mult-3add scheme). In this chapter, it is assumed that the 4mult-2add scheme is considered. The different requirements of the Markel’s algorithm are given in Table 3.1. Skinner proposed a method to prune the input samples by modifying the radix-2 DIT FFT algorithm [102]. Sorensen and Burrus [103] showed how this idea can be adapted to prune the output samples by modifying the radix-2 DIF FFT algorithm and called it as the Skinner algorithm. This Skinner’s algorithm retains the first \( d \) stages of the radix-2 DIF FFT algorithm and alters the remaining \( r-d \) stages by avoiding the twiddle factors, and using only additions. The \( i \)th stage, \( i = d+1 \) to \( r \), requires \( 2 \times 2^{r-i}L \) real additions, and \( 2 \times 2^{r-i}L \) RAM read and \( 2^{r-i}L \) RAM write operations of complex numbers. The requirements of the Skinner’s algorithm are also given in Table 3.1. Sorensen and
Table 3.1: Computational complexities of the different algorithms in the computation of a subset of output samples of the 1-D DFT

<table>
<thead>
<tr>
<th></th>
<th>Output-pruned radix-2 DIT FFT</th>
<th>Output-pruned radix-2 DIF FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Markel’s algorithm</td>
<td>Proposed algorithm</td>
</tr>
<tr>
<td>Real multiplications</td>
<td>$2N\log_2 L - 4L$</td>
<td>$2N\log_2 L - \frac{3}{2}N - \frac{3}{2}L - 4L$</td>
</tr>
<tr>
<td>Real additions</td>
<td>$3N\log_2 L + 2N - 4L$</td>
<td>$3N\log_2 L + \frac{3}{2}N - \frac{7}{2}L - 4L$</td>
</tr>
<tr>
<td>Address generations</td>
<td>$N\log_2 L + 2N - 2L$</td>
<td>$N\log_2 L$</td>
</tr>
<tr>
<td>complex numbers</td>
<td>$N\log_2 L + N - L$</td>
<td>$N\log_2 L - (N - L)$</td>
</tr>
<tr>
<td>Read operations of complex</td>
<td>$N\log_2 L + 2N - 2L$</td>
<td>$N\log_2 L$</td>
</tr>
<tr>
<td>numbers</td>
<td>$N\log_2 L + N - L$</td>
<td>$N\log_2 L - (N - L)$</td>
</tr>
<tr>
<td>Write operations of complex</td>
<td>$N\log_2 L + N - L$</td>
<td>$N\log_2 L - (N - L)$</td>
</tr>
</tbody>
</table>

Burrus proposed another method [103], that seems to be better than the algorithm of Markel or that of Skinner in terms of arithmetic complexity. This is due to the use of the radix-2/4 FFT in the computation of the sub-transforms. However, the overall structural complexity of the algorithm in [103] is much larger than those of the algorithms of Markel and Skinner, which are based on the simple and regular structure of the radix-2 FFT. These three pruning algorithms decrease the number of arithmetic operations relative to the full-length FFT. However, no attempt has been made to minimize the number of data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table.

In this section, we propose efficient algorithms for the pruning of the output samples based on both the DIT and DIF versions of the radix-2 FFT. The main difference between the proposed pruning algorithms and those mentioned above is in the decimation process. In the decomposition of the proposed method, the decimation is carried out only on a few stages, all the other stages being grouped by an appropriate recursive process so as to minimize the number of arithmetic operations, data transfers, address generations and twiddle operations.
factor evaluations or accesses to the lookup table.

3.2.1 Proposed Radix-2 DIT FFT Pruning Algorithm

The proposed method is similar to that of Markel in the sense that both the methods are based on the radix-2 DIT FFT algorithm. The main difference, however, is that in the proposed method only \( d \) stages are needed in pruning the output samples. Further, the remaining \( (r - d) \) stages are grouped and incorporated in the \( d \)th stage of the radix-2 DIT FFT. This grouping provides a significant reduction in the overall structural and computational complexities.

For the case of \( L = 2^d < N = 2^r \), the DFT given by (3.1) can be written as

\[
\tilde{X}(m) = \sum_{k=0}^{N-1} \tilde{x}(k) W_N^{mk}, \quad m = 0, 1, 2, \ldots, L - 1
\]  

(3.2)

Therefore, the index \( k \) can be expressed by \( r \) binary bits, whereas for the index \( m \), \( d \) bits are sufficient. Thus, the product \( mk \) can be written as

\[ mk = AB + CD \]  

(3.3)

where

\[
\begin{align*}
A &= 2^{d-1}m_{d-1} + 2^{d-2}m_{d-2} + \ldots + 2m_1 + m_0, \\
B &= 2^{r-1}k_{r-1} + 2^{r-2}k_{r-2} + \ldots + 2^{r-d+1}k_{r-d+1} + 2^{r-d}k_{r-d}, \\
C &= 2^{d-1}m_{d-1} + 2^{d-2}m_{d-2} + \ldots + 2m_1 + m_0, \\
D &= 2^{r-d-1}k_{r-d-1} + \ldots + 2k_1 + k_0,
\end{align*}
\]

\[ m_l, k_l = 0, 1 \text{ and } l \in [0, r - 1]. \]

We observe that the factor \( CD \) in (3.3) cannot provide the advantage of redundant operations when it is used to carry out the DIT decomposition of (3.2). Consequently, in order to compute (3.2) by using a minimum number of stages,
we apply the DIT only when we use the first factor $AB$ in (3.3), and group in one stage all
the stages resulting from the factor $CD$. Hence, we can perform the pruning operation using
only the $d$ stages corresponding to the expressions given by

$$
\tilde{X}_i (m_0 \ldots m_{i-1} k_{r-i-1} \ldots k_0) = \sum_{k_{r-i} = 0}^{1} \tilde{X}_{i-1} (m_0 \ldots m_{i-2} k_{r-i} \ldots k_0) W_N^{(a-1) m_{i-1} + \ldots + m_0} W_N^{2^{r-i} k_{r-i}} (3.4)
$$

and

$$
\tilde{X}_d (m_0 \ldots m_{d-1} 0 \ldots 0) = \sum_{k_0 = 0}^{1} \sum_{k_{r-d-1} = 0}^{1} \sum_{k_{r-d} = 0}^{1} \tilde{X}_{d-1} (m_0 \ldots m_{d-2} k_{r-d} \ldots k_0) W_N^{m 2^{r-d} k_{r-d}} W_N^{m (2^{r-d-1} k_{r-d-1} + \ldots + k_0)} (3.5)
$$

where $i = 1, 2, \ldots, d - 1$ and $\tilde{X}_0 (k) = \tilde{x} (k)$. The input is taken in the natural order so as
to obtain the output in the bit-reversed sequence. Thus, the desired narrow spectrum is
obtained by the bit-reversal of only $L$ points of the $d$th stage. The set of equations given
by (3.4) represents the first $(d - 1)$ stages of the radix-2 DIT FFT [32], and (3.5) represents
the $d$th stage obtained by a grouping of the last $(r - d + 1)$ stages. Therefore, the problem
of pruning the output samples using a radix-2 DIT FFT can be divided into two distinct
parts. After expressing the indices by a decimal notation, the first part that contains the
$(d - 1)$ stages corresponding to (3.4) can be efficiently calculated by the following recursive
relation

$$
\tilde{X}_{out}^{m, k, i} = H_2 \begin{bmatrix}
1 & 0 \\
0 & W_N^{m 2^{r-i}}
\end{bmatrix} \tilde{X}_{in}^{m, k, i}, \ i = 1, 2, \ldots, d - 1,
$$

$$
m = 0, 1, \ldots, (L/2) - 1, \ k = 0, 1, \ldots, 2^{r-i} - 1 (3.6)
$$
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where
\[
\tilde{X}^{ou}_{m,k,i} = \begin{bmatrix}
\tilde{x}_i \left( c^0_{m,i}(k) \right) \\
\tilde{x}_i \left( c^1_{m,i}(k) \right)
\end{bmatrix}
\]
\[
\tilde{X}^{in}_{m,k,i} = \begin{bmatrix}
\tilde{x}_{i-1} \left( c^0_{m,i}(k) \right) \\
\tilde{x}_{i-1} \left( c^1_{m,i}(k) \right)
\end{bmatrix},
\]
c^0_{m,i}(k) = 2^{r_i+1} \tilde{m} + k, c^1_{m,i}(k) = C^0_{m,i}(k) + 2^{r_i}, and \tilde{m} denotes the bit-reversed value of \( m \). For each value of \( i \), (3.6) corresponds to a stage. However, for a given stage and for a specific value of \( m \) and of \( k \), (3.6) represents a butterfly. For each stage there are \( N/2 \) such butterflies. Each butterfly requires 2 RAM address generations of complex numbers, 4 real multiplications, 6 real additions, and 2 RAM read and 2 RAM write operations of complex numbers. In order to simplify the procedure for the address generation, we do the bit-reversal of the exponents of the twiddle factors, which are generally precomputed and stored in a lookup table. Recall that the first stage of the radix-2 DIT FFT does not contain any twiddle factor and also the second stage requires only multiplications by \( -j \).

Therefore, the first \( (d - 1) \) stages require \((N\log_2 L - N)\) RAM address generations of complex numbers, \((2N\log_2 L - 6N)\) real multiplications, \((3N\log_2 L - 5N)\) real additions, and \((N\log_2 L - N)\) RAM read and \((N\log_2 L - N)\) RAM write operations of complex numbers.

It is seen from (3.6) that the indexing process introduced in the above development not only simplifies the address generation, but has two other advantages. First, it allows the processing of all the butterflies of the \( i \)th stage having the same twiddle factors, and this can be easily done by fixing \( m \) and varying \( k \) from 0 to \( (2^{r_i} - 1) \), \( i = 1, 2, \ldots, d - 1 \). This technique provides a significant reduction in the number of address generations and twiddle factor evaluations or accesses to the lookup table. The second advantage is that, by this indexing process, it is easy to avoid trivial multiplications in (3.6) by starting each stage with \( m = 0 \) and varying \( k \). Additional savings are possible if the implementation is
designed to take advantage of the twiddle factors at the third stage.

The second part of the proposed algorithm is concerned with the last stage, represented by (3.5). The \((r - d + 1)\) summations in (3.5) are replaced by a single summation, and is expressed, after using the decimal notation of the indices, by

\[
\tilde{X}_{m,0,d}^{ou} = \sum_{k=0}^{(N/L)-1} \left( D_{m,k} H_2 D_m \tilde{X}_{m,k,d}^{in} \right), \quad m = 0, 1, \ldots, (L/2) - 1
\]  
(3.7)

where

\[
D_{m,k} = \begin{bmatrix} W_N^{mk} & 0 \\ 0 & W_N^{((L/2)+m)k} \end{bmatrix}
\]

and

\[
D_m = \begin{bmatrix} 1 & 0 \\ 0 & W_L^m \end{bmatrix}
\]

Since modern processors possess sufficient number of internal fast registers to store the intermediate results, (3.7) can be efficiently implemented without requiring intermediate storing in and loading from the RAM. This reduction in the number of RAM address generations, and read and write operations is one of the advantages of the equation given by (3.7). There are only \(L\) points to be computed using (3.7), hence this part of pruning requires only \(L\) write operations, and can be implemented as follows. For each value of \(m, m = 0, 1, \ldots, (L/2) - 1\), vary \(k\) in decreasing order from \((N/L) - 1\) to 0, generate the two addresses for reading, read two points from the RAM, process the general butterfly of the radix-2 DIT FFT, multiply the butterfly outputs by the twiddle factors, store the results in registers, repeat the process for the second value of \(k\), add these results to the previous ones and store in the same registers, and repeat the whole process until \(k = 0\). Write the final results in RAM using the last two address generated for reading. It is clear from (3.7) that a large number of trivial multiplications can be easily avoided when \(m = k = 0\). Thus, it
can be easily deduced that the second part of our decomposition requires $N$ RAM address
generations of complex numbers, $6N - (2N/L) - 4L$ real multiplications, $7N - (N/L) - 4L$
real additions, and $N$ RAM read and $L$ RAM write operations of complex numbers. If we
combine the computational complexities of the both the parts, we find that our decomposi-
tion presents a significant improvement in comparison with Markel’s algorithm, especially
in the address generation and data transfer; however, the number of real multiplications and
additions is only slightly reduced. In order to further decrease this number, we rearrange
(3.7) as
\[
\tilde{x}_{m,0,d}^{ou} = \sum_{k=0}^{(N/4L)-1} D_{m,k} \tilde{x}_{m,k}^{in}, \quad m = 0, 1, \ldots, (L/2) - 1
\]
(3.8)
where
\[
\tilde{x}_{m,k}^{in} = H_2 D_m \tilde{x}_{m,k,d}^{in} + J_2 H_2 D_m^2 \tilde{x}_{m,k+\frac{L}{4L},d}^{in} \\
+ c_2 \left( H_2 D_m^1 \tilde{x}_{m,k+\frac{L}{4L},d}^{in} + J_2 H_2 D_m^3 \tilde{x}_{m,k+\frac{3L}{4L},d}^{in} \right),
\]
(3.9)
\[
c_2 = \begin{bmatrix} 1 & 0 \\ 0 & \frac{(1-j)}{\sqrt{2}} \end{bmatrix},
\]
(3.10)
\[
J_2 = \begin{bmatrix} 1 & 0 \\ 0 & -j \end{bmatrix},
\]
(3.11)
\[
D_m^1 = \begin{bmatrix} W_{4L}^m & 0 \\ 0 & W_{4L}^{5m} \end{bmatrix},
\]
\[
D_m^2 = W_{4L}^m D_m^1
\]
and
\[
D_m^3 = W_{4L}^{2m} D_m^1.
\]
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A close examination of the computational complexity of (3.8), taking into account the number of operations introduced by each matrix in the calculation of (3.9) and the number of trivial multiplications that can be avoided when \( m = k = 0 \), shows that the second part of pruning requires only \( \left\{ (19/4)N - (7N/2L) - 4L \right\} \) real multiplications and \( \left\{ (13/2)N - (7N/4L) - 4L \right\} \) real additions.

The overall computational complexity of the proposed algorithm is summarized in Table 3.1. The comparison of this complexity is made only with that of Markel's pruning algorithm, since the both these are based on the radix-2 DIT FFT algorithm. It is clear that the proposed algorithm is far better than Markel's, since all the operations that contribute significantly to the execution time are reduced.

There remains another point, which needs to be discussed. It concerns the number of twiddle factor evaluations or accesses to the lookup table. It can be shown that the number of complex twiddle factors needed to compute (3.8) is \( \left\{ (9N/4) - (3N/2L) - 2L - 1 \right\} \). To reduce this number, we introduce a technique to implement (3.8) with a minimum number of twiddle factor evaluations or accesses to the lookup table. Since \( D_{m,k} \) is a diagonal matrix and \( W_N^{m(k+1)} = W_N^m W_N^m \), we get \( D_{m,k+1} = D_{m,k} D_{m,1} \). Hence, by performing an appropriate factorization, (3.8) can be efficiently implemented by expressing it as

\[
\tilde{X}_{m,0,d} = \chi_{m,0} + D_{m,1}(\chi_{m,1} + D_{m,1}(\chi_{m,2} + \ldots + D_{m,1}(\chi_{m,\frac{L}{2} - 2} + D_{m,1}(\chi_{m,\frac{L}{2} - 1})\ldots)) \tag{3.12}
\]

It is seen from (3.12) that for a given value of \( m, m = 0, 1, \ldots, (L/2) - 1 \), it requires only 9 complex twiddle factors. Note that for \( m = 0 \), one complex twiddle factor is enough. Thus, the number of complex twiddle factor evaluations or accesses to the lookup table is only \( (9L/2) - 8 \).
3.2.2 Proposed Radix-2 DIF FFT Pruning Algorithm

In this section, a second efficient algorithm for the pruning of the output samples is proposed. It is similar to that of Skinner in the sense that both the algorithms are based on the radix-2 DIF FFT algorithm. This algorithm is derived by using techniques similar to those in the previous section. It can be shown that it consists of two parts. The first part can be efficiently calculated by the recursive equation given by

\[
\tilde{X}_{m,k,i}^{ou} = \begin{bmatrix} 1 & 0 \\ 0 & W_N^{2^{i-1}k} \end{bmatrix} H_2 \tilde{X}_{m,k,i}^{in} \quad i = 1, 2, \ldots, d - 1, \\
k = 0, 1, \ldots, 2^{r-i} - 1, \quad m = 0, 1, \ldots, (L/2) - 1
\]

(3.13)

The second part is given by the expression

\[
\tilde{X}_{m,0,d}^{ou} = \tilde{X}_{m,0}^{in} + D_{0,1}(\tilde{X}_{m,1}^{in} + D_{0,1}(\tilde{X}_{m,2}^{in} + \\
\ldots + D_{0,1}(\tilde{X}_{m,\lfloor N/4 \rfloor - 2}^{in} + D_{0,1}(\tilde{X}_{m,\lfloor N/4 \rfloor - 1})\ldots)))
\]

(3.14)

where \( m = 0, 1, \ldots, (L/2) - 1 \). Since the entire second part needs only one complex twiddle factor, this decomposition not only reduces the number of twiddle factor evaluations or accesses to the lookup table, but also is suitable for the lookup table reduction techniques.

Note that the first \( d \) stages of Skinner’s algorithm can be computed by any radix-2 DIF FFT. Assuming now that they are computed by (3.13), the \( d \)th stage requires \( (N/L) - 1 \) complex twiddle factors, since in general \( N \gg L \). Other advantages of the proposed algorithm compared to that of Skinner are included in Table 3.1.
3.3 Output-Pruning of the 2-D DFT

Pruning algorithms are extremely important to avoid unnecessary computations in an FFT algorithm, especially in the 2-D case where the task is more complex and the volume of data larger. Using (2.51), the 2-D DFT of size \( (N \times N) \) is given by

\[
\hat{X}(n_1, n_2) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \hat{X}(k_1, k_2) W_N^{n_1 k_1 + n_2 k_2}, \quad 0 \leq n_1, n_2 \leq N - 1
\]  \( (3.15) \)

Some of the existing 1-D FFT pruning methods reviewed in Section 3.2 have been extended in the literature to the 2-D case, and there are two widely used approaches for this purpose [107]-[109]. One of them is based on the row-column decomposition and the other on a logical extension of the pruned 1-D FFT algorithm. It has been shown in [107] and [108] that the latter approach is better than the former in terms of the arithmetic complexity. For the case where only the first \( L \times L \), \( (L = 2^d < N = 2^e) \), output points of the DFT given by (3.15) are needed, the latter approach [107], [108] retains the first \( d \) stages of the radix-(2×2) DIT FFT algorithm and alters the remaining \( (e - d) \) stages by avoiding the computations of the undesired \( (N^2 - L^2) \) output points. The \( i \)th stage, \( i = d + 1, ..., r \), contains \( 4^{r-i}L^2 \) partial butterflies each requiring 3 complex multiplications, 3 complex additions, 4 RAM read and 1 RAM write operations of complex numbers. Note that the number of RAM address generations of complex numbers is equal to the corresponding number of RAM read operations of complex numbers. These requirements of the radix-(2×2) DIT FFT pruning algorithm [107], [108] are summarized in Table 3.2. Just as in the case of the existing radix-2 DIT FFT pruning algorithm, the existing radix-(2×2) DIT FFT pruning algorithm [107], [108] has been derived mainly to reduce the number of arithmetic operations relative to the full-size 2-D FFT. However, efficient 2-D FFT pruning algorithms are not available to minimize the computational and structural complexities.

In this section, we explore the pruning method introduced in Section 3.2.1 for the case
Table 3.2: Computational complexities of the different algorithms in the computation of a subset of output samples of the 2-D DFT

<table>
<thead>
<tr>
<th></th>
<th>Output-pruned radix-(2×2) DIT FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Algorithm in [107], [108]</td>
</tr>
<tr>
<td>Real multiplications</td>
<td>$3N^2 \log_2 L + 4N^2 - 4L^2$</td>
</tr>
<tr>
<td>Real additions</td>
<td>$\frac{11}{2} N^2 \log_2 L + 4N^2 - 4L^2$</td>
</tr>
<tr>
<td>Address generations of complex numbers</td>
<td>$N^2 \log_2 L + \frac{4}{3} N^2 - \frac{4}{3} L^2$</td>
</tr>
<tr>
<td>Read operations of complex numbers</td>
<td>$N^2 \log_2 L + \frac{4}{3} N^2 - \frac{4}{3} L^2$</td>
</tr>
<tr>
<td>Write operations of complex numbers</td>
<td>$N^2 \log_2 L - N^2 + L^2$</td>
</tr>
</tbody>
</table>

of the radix-2 DIT FFT algorithm to develop an algorithm for efficiently pruning the output samples of the radix-(2×2) DIT FFT.

3.3.1 Proposed Radix-(2 × 2) DIT FFT Pruning Algorithm

Without loss of generality, we assume that only the first $L \times L$, $(L = 2^d < N = 2^r)$, output points are needed. Then, the 2-D DFT given by (3.15) can be expressed as

$$
\bar{X}(m_1, m_2) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \tilde{x}(k_1, k_2) W_N^{m_1 k_1 + m_2 k_2}, \quad m_1, m_2 = 0, 1, 2, ..., L - 1
$$

\hspace{1cm} (3.16)

Therefore, each of the indices $k_1$ and $k_2$ can be expressed by $r$ binary bits, whereas for each of the indices $m_1$ and $m_2$, $d$ bits are sufficient. Thus, the product $m_qk_q$, $q = 1, 2$, can be written as

$$
m_qk_q = A_qB_q + C_qD_q
$$

\hspace{1cm} (3.17)

where

$$
A_q = 2^{d-1}(m_q)d_{d-1} + 2^{d-2}(m_q)d_{d-2} + ... + 2(m_q)_1 + (m_q)_0,
$$

$$
B_q = 2^{r-1}(k_q)r_{r-1} + 2^{r-2}(k_q)r_{r-2} + ... + 2^{r-d+1}(k_q)r_{r-d+1} + 2^{r-d}(k_q)r_{r-d},
$$

$$
C_q = 2^{d-1}(m_q)d_{d-1} + 2^{d-2}(m_q)d_{d-2} + ... + 2(m_q)_1 + (m_q)_0,
$$

$$
D_q = 2^{r-d-1}(k_q)r_{r-d-1} + ... + 2(k_q)_1 + (k_q)_0.
$$
\((m_q)_i, (k_q)_i = 0, 1\) for \(q = 1, 2\) and \(l \in [0, r - 1]\). We observe that the factor \(C_qD_q\) in (3.17) cannot provide the advantage of redundant operations when it is used to carry out the DIT decomposition of (3.16). Consequently, in order to compute (3.16) by using a minimum number of stages, we apply the DIT only when we use the first factor \(A_qB_q\) in (3.17), and group in one stage all the stages resulting from the factor \(C_qD_q\). Hence, we can perform the pruning operation using only the \(d\) stages corresponding to the expressions given by

\[
\tilde{X}_i ((m_1)_0...((m_1)_{i-1}(k_1)_{r-i-1}...((k_1)_0, (m_2)_0...((m_2)_{i-1}(k_2)_{r-i-1}...((k_2)_0 = \\
\sum_{(k_1)_{r-i} = 0}^{1} \sum_{(k_2)_{r-i} = 0}^{1} \tilde{X}_{i-1} ((m_1)_0...((m_1)_{i-2}(k_1)_{r-i-2}...((k_1)_0, (m_2)_0...((m_2)_{i-2}(k_2)_{r-i-2}...((k_2)_0)
\sum_{j=1}^{2} (2^{j-1}(m_q)_{i-1}+...+(m_q)_0)2^{-r}(k_q)_{r-i-1}
\tag{3.18}
\]

and

\[
\tilde{X}_d ((m_1)_0...((m_1)_{d-1}0...0, (m_2)_0...((m_2)_{d-1}0...0) = \\
\sum_{(k_1)_0 = 0}^{1} \sum_{(k_1)_{r-d-1} = 0}^{1} \sum_{(k_2)_{r-d-1} = 0}^{1} \sum_{(k_2)_{r-d-1} = 0}^{1} \tilde{X}_{d-1} ((m_1)_0...((m_1)_{d-2}(k_1)_{r-d}...((k_1)_0, (m_2)_0...((m_2)_{d-2}(k_2)_{r-d}...((k_2)_0)
\sum_{j=1}^{2} (2^{j-1}(m_q)_{d-1}+...+(m_q)_0)2^{r-d}(k_q)_{r-d-1}
\sum_{j=1}^{2} (2^{j-1}(m_q)_{d-1}+...+(m_q)_0)(2^{r-d-1}(k_q)_{r-d-1}+...+(k_q)_0)
\tag{3.19}
\]

where \(i = 1, 2, ... , d - 1\), \(\tilde{X}_0 (k_1, k_2) = \tilde{x} (k_1, k_2)\). The input is taken in the natural order so as to obtain the output in the bit-reversed sequence. Thus, the desired narrow 2-D spectrum is obtained by the bit-reversal of only \(L \times L\) points of the \(d\)th stage. The set of equations given by (3.18) may be recognized as corresponding to the first \((d - 1)\) stages of the radix-\((2\times 2)\) DIT FFT [32]. The remaining \((r - d + 1)\) stages of the FFT represented by (3.19) may be
grouped together into a single stage, the $d$th stage. Therefore, the problem of pruning the output samples using a radix-$(2 \times 2)$ DIT FFT can be divided into two distinct parts. After expressing the indices by a decimal notation, the first part that contains the $(d - 1)$ stages corresponding to (3.18) can be efficiently calculated by using the recursive relation given by

$$
\tilde{X}_{(m_1,k_1)(m_2,k_2)i}^{ou} = H_{2^2} \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & W_N^{m_2 2^{-i}} & 0 & 0 \\
0 & 0 & W_N^{m_1 2^{-i}} & 0 \\
0 & 0 & 0 & W_N^{m_1 2^{-i} + m_2 2^{-i}}
\end{bmatrix} \tilde{X}_{(m_1,k_1)(m_2,k_2)i}^{in} 
$$

$$
i = 1, 2, \ldots, d - 1, \quad m_1, m_2 = 0, 1, \ldots, 2^{i-1} - 1, \quad k_1, k_2 = 0, 1, \ldots, 2^{r-i} - 1 \quad (3.20)
$$

where

$$
\tilde{X}_{(m_1,k_1)(m_2,k_2)i}^{ou} = \begin{bmatrix}
\tilde{X}_i \left( c_{m_1,i}^0(k_1), c_{m_2,i}^0(k_2) \right) \\
\tilde{X}_i \left( c_{m_1,i}^0(k_1), c_{m_2,i}^1(k_2) \right) \\
\tilde{X}_i \left( c_{m_1,i}^1(k_1), c_{m_2,i}^0(k_2) \right) \\
\tilde{X}_i \left( c_{m_1,i}^1(k_1), c_{m_2,i}^1(k_2) \right)
\end{bmatrix},
$$

$$
\tilde{X}_{(m_1,k_1)(m_2,k_2)i}^{in} = \begin{bmatrix}
\tilde{X}_{i-1} \left( c_{m_1,i}^0(k_1), c_{m_2,i}^0(k_2) \right) \\
\tilde{X}_{i-1} \left( c_{m_1,i}^0(k_1), c_{m_2,i}^1(k_2) \right) \\
\tilde{X}_{i-1} \left( c_{m_1,i}^1(k_1), c_{m_2,i}^0(k_2) \right) \\
\tilde{X}_{i-1} \left( c_{m_1,i}^1(k_1), c_{m_2,i}^1(k_2) \right)
\end{bmatrix},
$$

$$
c_{m_q,i}^0(k_q) = 2^{r-i+1} \bar{m}_q + k_q, \quad c_{m_q,i}^1(k_q) = C_{m_q,i}^0(k_q) + 2^{r-i}, \quad \text{and} \quad \bar{m}_q \text{ denotes the bit-reversed value of } m_q. \quad \text{The second part of the proposed algorithm is concerned with the } d\text{th stage, represented by (3.19). After using the decimal notation of the indices, the two } (r-d+1)-
summations in (3.19) may be replaced by the relation given by

\[
\tilde{X}_{(m_1,0)(m_2,0)d}^{ou} = \sum_{k_1=0}^{(N/L)-1} \sum_{k_2=0}^{(N/L)-1} D_{(m_1,k_1)(m_2,k_2)} H_{2d} D_{m_1 m_2} \tilde{X}_{(m_1,k_1)(m_2,k_2)d}^{in},
\]

\[m_1, m_2 = 0, 1, \ldots, (L/2) - 1\]  

(3.21)

where

\[
D_{(m_1,k_1)(m_2,k_2)} = \begin{bmatrix}
W_N^{m_1 k_1 + m_2 k_2} & 0 & 0 & 0 \\
0 & W_N^{m_1 k_1 + (\frac{L}{2} + m_2) k_2} & 0 & 0 \\
0 & 0 & W_N^{\left(\frac{L}{2} + m_1\right) k_1 + m_2 k_2} & 0 \\
0 & 0 & 0 & W_N^{\left(\frac{L}{2} + m_1\right) k_1 + (\frac{L}{2} + m_2) k_2}
\end{bmatrix}
\]

\[
D_{m_1 m_2} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & W_L^{m_2} & 0 & 0 \\
0 & 0 & W_L^{m_1} & 0 \\
0 & 0 & 0 & W_L^{m_1 + m_2}
\end{bmatrix}
\]

In order to further improve the computation of the second part of our decomposition, let us rearrange (3.21) as

\[
\tilde{X}_{(m_1,0)(m_2,0)d}^{ou} = \sum_{k_1=0}^{(N/4L)-1} \sum_{k_2=0}^{(N/4L)-1} D_{(m_1,k_1)(m_2,k_2)} H_{2d} D_{m_1 m_2} \tilde{X}_{(m_1,k_1)(m_2,k_2)d}^{in},
\]

\[m_1, m_2 = 0, 1, \ldots, (L/2) - 1\]  

(3.22)

The expression of the input vector \(\tilde{X}_{(m_1,k_1)(m_2,k_2)}^{in}\) in (3.22) is given by
\[
\hat{X}^{in}_{(m_1,k_1)(m_2,k_2)} = \left\{ \hat{X}^{in}_{00} + (I_2 \otimes J_2) \hat{X}^{in}_{02} + (J_2 \otimes I_2) \left( \hat{X}^{in}_{20} + (I_2 \otimes J_2) \hat{X}^{in}_{22} \right) \\
+ (I_2 \otimes c_2) \left[ \hat{X}^{in}_{01} + (I_2 \otimes J_2) \hat{X}^{in}_{03} + (J_2 \otimes I_2) \left( \hat{X}^{in}_{21} + (I_2 \otimes J_2) \hat{X}^{in}_{23} \right) \right] \right\} \\
+ (c_2 \otimes I_2) \left\{ \hat{X}^{in}_{10} + (I_2 \otimes J_2) \hat{X}^{in}_{12} + (J_2 \otimes I_2) \left( \hat{X}^{in}_{30} + (I_2 \otimes J_2) \hat{X}^{in}_{32} \right) \right\} \\
+ (I_2 \otimes c_2) \left[ \hat{X}^{in}_{11} + (I_2 \otimes J_2) \hat{X}^{in}_{13} + (J_2 \otimes I_2) \left( \hat{X}^{in}_{31} + (I_2 \otimes J_2) \hat{X}^{in}_{33} \right) \right] \right\} (3.23)
\]

The input vectors \( \hat{X}^{in}_{\alpha \beta} \), \( \alpha, \beta = 0, 1, 2, 3 \), in (3.23) are expressed as

\[
\hat{X}^{in}_{\alpha \beta} = H_2 D^{\alpha \beta} \bar{X}^{in}_{(m_1,k_1+\alpha)\overline{\alpha}(m_2,k_2+\beta)\overline{\beta})} d (3.24)
\]

where \( D^{00} = D^{m_1,m_2} \), \( D^{0\beta} = D^{00} W_{4L}^{\beta m_2} \), and \( D^{\alpha \beta} = D^{0\beta} W_{4L}^{\alpha m_1} \).

Finally, to implement (3.22) with a minimum number of twiddle factor evaluations or accesses to the lookup table, a recursive technique is introduced. Since \( D_{(m_1,k_1)(m_2,k_2)} \) is a diagonal matrix and \( W_N^{m_1(k_1+1)} = W_N^{m_2(k_2+1)} W_N^{m_2} \), \( q = 1, 2 \), we get

\[
\begin{align*}
D_{(m_1,k_1)(m_2,k_2)} &= D_{(m_1,k_1)}^1 D_{(m_2,k_2)}^2, \\
D_{(m_q,k_q+1)}^q &= D_{(m_q,k_q)}^q D_{(m_q,1)}^q (3.25)
\end{align*}
\]

where

\[
D_{(m_1,k_1)}^1 = \begin{bmatrix} W_N^{m_1 k_1} & 0 \\ 0 & W_N^{(k_1+m_1)k_1} \end{bmatrix} \otimes I_2
\]

and

\[
D_{(m_2,k_2)}^2 = I_2 \otimes \begin{bmatrix} W_N^{m_2 k_2} & 0 \\ 0 & W_N^{(k_1+m_2)k_2} \end{bmatrix}
\]

Hence, by performing an appropriate factorization, (3.22) can be efficiently implemented.
by expressing it as

\[
\tilde{X}^\text{ou}_{(m_1,0)(m_2,0)d} = \tilde{X}^\text{ou}_{m_1m_2,0} + D^1_{(m_1,1)}(\tilde{X}^\text{ou}_{m_1m_2,1}) \\
+ D^1_{(m_1,1)}(\tilde{X}^\text{ou}_{m_1m_2,2} + \ldots + D^1_{(m_1,1)}(\tilde{X}^\text{ou}_{m_1m_2,\frac{N}{4L}-2} \\
+ D^1_{(m_1,1)}(\tilde{X}^\text{ou}_{m_1m_2,\frac{N}{4L}-1}))) \ldots)) \tag{3.26}
\]

where

\[
\tilde{X}^\text{ou}_{m_1m_2,k_1} = \tilde{X}^\text{in}_{(m_1,k_1)(m_2,0)} + D^2_{(m_2,1)}(\tilde{X}^\text{in}_{(m_1,k_1)(m_2,1)}) \\
+ D^2_{(m_2,1)}(\tilde{X}^\text{in}_{(m_1,k_1)(m_2,2)} + \ldots + D^2_{(m_2,1)}(\tilde{X}^\text{in}_{(m_1,k_1)(m_2,\frac{N}{4L}-2)}) \\
+ D^2_{(m_2,1)}(\tilde{X}^\text{in}_{(m_1,k_1)(m_2,\frac{N}{4L}-1})) \ldots)) \tag{3.27}
\]

\[m_1, m_2 = 0, 1, \ldots, (L/2) - 1 \text{ and } k_1 = 0, 1, \ldots, (N/4L) - 1.\]

We now consider the performance of the proposed pruning algorithm for the 2-D DFT computation of a subset of output samples, when it is implemented using (3.20) and (3.26). This is done by comparing its computational complexity with that of the existing 2-D pruning algorithm [107], [108], since both these are based on the radix-(2×2) DIT FFT algorithm. Note that when the desired output has a square support region \((L×L)\), the algorithm in [109] reduces to the existing algorithm [107], [108].

The proposed algorithm reduces the number of stages from \(r = \log_2 N\) to \(d = \log_2 L\). The advantage of this is that the overall structural complexity of the algorithm is significantly decreased in addition to the reduction of the data transfers. This is achieved by dividing the pruning operation into two distinct parts. The first part is concerned with the first \((d - 1)\) stages obtained by varying \(i\) in (3.20) from 1 to \((d - 1)\). Each of these stages is performed by repeating \((N^2/4)\) times the butterfly based on (3.20). Each butterfly operation requires 3 complex multiplications, 8 complex additions, 4 RAM read and 4 RAM write operations.
of complex numbers. It is seen from (3.20) that the indexing process introduced in the above development not only simplifies the address generation, but has two other advantages. First, it allows the processing of all the butterflies of the $i$th stage having the same twiddle factors, and this can be easily done by fixing $m_1$ and $m_2$, and varying $k_1$ and $k_2$ from 0 to $(2^{r-i} - 1)$, $i = 1, 2, ..., d - 1$. This technique provides a significant reduction in the number of address generations and twiddle factor evaluations or accesses to the lookup table. The second advantage is that, by this indexing process, it is easy to avoid trivial multiplications in (3.20) by starting each stage with $m_1$ or $m_2 = 0$ and varying $k_1$ and $k_2$. The first and second stages (corresponding to $i = 1, 2$ in (3.20)) do not require multiplications any more. Additional savings are possible if the implementation is designed to take advantage of the twiddle factors at the third stage.

The second part of the proposed algorithm is concerned with the $d$th stage corresponding to (3.26). The purpose of the recursive computation technique introduced in (3.26) is to provide further savings in the data transfers, address generations, arithmetic operations, and twiddle factor evaluations or accesses to the lookup table. From (3.26), it can be seen that the second part of the proposed algorithm requires $L^2[(N/4L) - 1]$ complex multiplications, $L^2[(N/4L) - 1]$ complex additions, $L^2$ RAM write operations of complex numbers and to perform $(LN/16)$ times the operation given by (3.27). The expression given by (3.27) requires $4[(N/4L) - 1]$ complex multiplications, $4[(N/4L) - 1]$ complex additions and to perform $(N/4L)$ times the operation given by (3.23). Finally, (3.23) requires 63 complex multiplications, 6 multiplications by $(1 - j)/\sqrt{2}$, 188 complex additions and 64 RAM read operations of complex numbers. It is shown that the number of complex twiddle factor evaluations or accesses to the lookup table needed by (3.26) is $(65L^2/4) + L$. In counting this number and that of the data transfers, it is assumed that sufficient number of internal fast registers are available in the processor to store the intermediate results and to keep the twiddle factors for the succeeding operations.
The overall computational complexity including the trivial multiplications (multiplications by \( \pm 1 \)) of the proposed algorithm as well as that of the existing output-pruned radix-(2\( \times \)2) DIT FFT algorithm [107], [108] is summarized in Table 3.2. It is assumed that the 4mult-2add scheme is considered. It is clear from this table that the proposed algorithm is far better than the algorithm of [107], [108], since all the operations that contribute significantly to the execution time are reduced.

3.4 Summary

In this chapter, we have proposed an efficient method, applicable for both DIT and DIF decompositions, for pruning the output samples in a radix-2 or radix-(2\( \times \)2) FFT algorithm. It has been achieved by grouping in a radix-2 or radix-(2\( \times \)2) FFT algorithm the last \((r - d + 1)\) stages that involve unnecessary operations into a single stage and introducing a new recursive technique for computing the resulting \(d\)th stage. Due to this grouping and the efficient indexing process introduced in this chapter, the implementation of the proposed pruning algorithms requires only \(d\) stages, whereas the existing pruning algorithms requires \(r\) \((r > d)\) stages. Therefore, the overall structural complexities of the algorithms are substantially reduced by using the proposed method. In addition, it has been shown that significant reduction in the computational complexity can be achieved using the proposed method, yet retaining all the features of the Cooley-Tukey FFT algorithms.
Chapter 4

Higher Radix Approach for the Computation of DFTs

4.1 Introduction

The previous two chapters dealt with the exploitation of the radix-2 approach in developing new attractive algorithms and methods that provide significantly reduced computational and structural complexities compared to those of the existing ones. The idea of the radix-2 approach was originally introduced by Cooley and Tukey in 1965 [3] for computing a length-$N$ DFT, where $N$ is an integral power of two. Later, it has been used to develop more efficient algorithms, namely radix-4 [12], [95], radix-8 [4], [92], [112] and radix-16 [32], [84] FFT algorithms. The number of stages required by the radix-16 FFT algorithm is three-quarters, one-half and one-quarter of that required respectively by the radix-8, radix-4 and radix-2 FFT algorithms. If the algorithms are implemented on processors that possess sufficient internal registers to perform an entire butterfly without extra transfers, a higher radix FFT algorithm reduces the number of all the operations such as arithmetic operations, data transfers, address generations, and twiddle factor evaluations or accesses to the lookup
table compared to the corresponding numbers required by lower radix FFT algorithms.

In this chapter, an efficient technique for further improving these higher radix FFT algorithms is proposed [113], [114]. It is achieved by introducing new indices for some of the sub-sequences resulting from the conventional decompositions in these algorithms. This is realized without any increase in the computational or structural complexities of the algorithms. Sections 4.2, 4.3 and 4.4 consider respectively the cases of radix-4, radix-8 and radix-16 FFT algorithms.

4.2 An Improved Radix-4 DIF FFT Algorithm

If \( N \) is assumed to be an integral power of four, the DIF decomposition of the length-\( N \) DFT given by (3.1) can provide in the first stage four length-\( \frac{N}{4} \) DFTs given by

\[
\tilde{X}(4n) = \sum_{k=0}^{N/4-1} \tilde{g}_0(k)W_{N/4}^{nk}, \quad n = 0, 1, \ldots, (N/4 - 1)
\]  

(4.1)

\[
\tilde{X}(4n + 1) = \sum_{k=0}^{N/4-1} \tilde{g}_1(k)W_{N/4}^{nk}, \quad n = 0, 1, \ldots, (N/4 - 1)
\]  

(4.2)

\[
\tilde{X}(4n + 2) = \sum_{k=0}^{N/4-1} \tilde{g}_2(k)W_{N/4}^{nk}, \quad n = 0, 1, \ldots, (N/4 - 1)
\]  

(4.3)

\[
\tilde{X}((N + 4n - 1) \text{mod} N) = \sum_{k=0}^{N/4-1} \tilde{g}_{-1}(k)W_{N/4}^{nk}, \quad n = 0, 1, \ldots, (N/4 - 1)
\]  

(4.4)

where the input sequences \( \tilde{g}_0(k), \tilde{g}_1(k), \tilde{g}_2(k) \) and \( \tilde{g}_{-1}(k) \) are expressed in a matrix form as

\[
\begin{bmatrix}
\tilde{g}_0(k) \\
\tilde{g}_1(k) \\
\tilde{g}_2(k) \\
\tilde{g}_{-1}(k)
\end{bmatrix} = F_{4,k} Z_4 D_4 R_4 \begin{bmatrix}
\tilde{x}(k) \\
\tilde{x}(k + N/4) \\
\tilde{x}(k + N/2) \\
\tilde{x}(k + 3N/4)
\end{bmatrix}, \quad k = 0, 1, \ldots, (N/4 - 1)
\]  

(4.5)
In (4.5), the twiddle factor matrix $F_{4,k}$ is given by

$$ F_{4,k} = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & W_N^k & 0 & 0 \\ 0 & 0 & W_N^{2k} & 0 \\ 0 & 0 & 0 & W_N^{-k} \end{bmatrix} \quad (4.6) $$

and the constant matrices $Z_4$, $D_4$ and $R_4$ by

$$ Z_4 = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & -1 \end{bmatrix} \quad (4.7) $$

$$ D_4 = \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & -j \end{bmatrix} \quad (4.8) $$

$$ R_4 = \begin{bmatrix} 1 & 0 & 1 & 0 \\ 1 & 0 & -1 & 0 \\ 0 & 1 & 0 & 1 \\ 0 & 1 & 0 & -1 \end{bmatrix} \quad (4.9) $$

This decomposition scheme is identical to that of the conventional radix-4 DIF FFT algorithm, except for a slight difference, yet with a significant implication. This difference is in the indexing of the output sub-sequence given by (4.4) and leads to the twiddle factor matrix given by (4.6). The radix-4 DIF FFT algorithm resulting from this new decomposition will, henceforth, be referred as the improved radix-4 DIF FFT algorithm. It is
seen from (4.6) that only 4 real twiddle factors (cosine and sine) need to be evaluated or loaded from the lookup table during the processing of the improved algorithm, since

\[ W_N^k = \cos \left( \frac{2\pi}{N} k \right) - j \sin \left( \frac{2\pi}{N} k \right) \quad \text{and} \quad W_N^{-k} = \cos \left( \frac{2\pi}{N} k \right) + j \sin \left( \frac{2\pi}{N} k \right). \]

However, the general butterfly of the conventional radix-4 DIF FFT algorithm requires 6 real twiddle factors. Consequently, a saving of 33% is achieved by the improved algorithm in terms of the twiddle factor evaluations or accesses to the lookup table. Note that, when the lookup table is used, similar savings are obtained in the address generation. This improvement is achieved without any increase in the computational and structural complexities of the algorithm. The generation of the new address \((N + 4n - 1) \mod N\) introduced in (4.4) does not require any additional complexity as compared to its corresponding address \((4n + 3)\) of the conventional radix-4 DIF FFT algorithm, since

\[
(N + 4n - 1) \mod N = \begin{cases} 
N - 1, & \text{for } n = 0 \\
4n - 1, & \text{elsewhere}
\end{cases} \quad (4.10)
\]

### 4.3 An Improved Radix-8 DIF FFT Algorithm

If the length \(N\) is assumed to be an integral power of eight, the length-\(N\) DFT given by (3.1) can be decomposed in the first stage, using the DIF scheme, into eight length-\(N/8\) DFTs given by

\[
\tilde{X}(8n) = \sum_{k=0}^{N/8-1} \tilde{h}_0(k) W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.11)
\]

\[
\tilde{X}(8n + 1) = \sum_{k=0}^{N/8-1} \tilde{h}_1(k) W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.12)
\]

\[
\tilde{X}(8n + 2) = \sum_{k=0}^{N/8-1} \tilde{h}_2(k) W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.13)
\]

\[
\tilde{X}(8n + 3) = \sum_{k=0}^{N/8-1} \tilde{h}_3(k) W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.14)
\]
\[ \tilde{X}(8n + 4) = \sum_{k=0}^{N/8-1} \tilde{h}_4(k)W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.15) \]

\[ \tilde{X}((N + 8n - 3) \mod N) = \sum_{k=0}^{N/8-1} \tilde{h}_{-3}(k)W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.16) \]

\[ \tilde{X}((N + 8n - 2) \mod N) = \sum_{k=0}^{N/8-1} \tilde{h}_{-2}(k)W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.17) \]

\[ \tilde{X}((N + 8n - 3) \mod N) = \sum_{k=0}^{N/8-1} \tilde{h}_{-1}(k)W_{N/8}^{nk}, \quad n = 0, 1, \ldots, (N/8 - 1) \quad (4.18) \]

where the input sequences in (4.11)-(4.18) are expressed in a matrix form as

\[
\begin{bmatrix}
\tilde{h}_0(k) \\
\tilde{h}_1(k) \\
\tilde{h}_2(k) \\
\tilde{h}_3(k) \\
\tilde{h}_4(k) \\
\tilde{h}_{-3}(k) \\
\tilde{h}_{-2}(k) \\
\tilde{h}_{-1}(k)
\end{bmatrix} = F_{8, k}Z_8D_8R_8T_8P_8
\begin{bmatrix}
\tilde{x}(k) \\
\tilde{x}(k + N/8) \\
\tilde{x}(k + N/4) \\
\tilde{x}(k + 3N/8) \\
\tilde{x}(k + N/2) \\
\tilde{x}(k + 5N/8) \\
\tilde{x}(k + 3N/4) \\
\tilde{x}(k + 7N/8)
\end{bmatrix}, \quad k = 0, 1, \ldots, (N/8 - 1) \quad (4.19)
\]
The twiddle factor matrix $F_{8,k}$ in (4.19) is given by

$$F_{8,k} = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & q & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & q^2 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & q^3 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & q^4 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & q^{-3} & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & q^{-2} & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & q^{-1}
\end{bmatrix}$$  \hspace{1cm} (4.20)

and the constant matrices $Z_8$, $D_8$, $R_8$, $T_8$ and $P_8$ by

$$Z_8 = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1
\end{bmatrix}$$  \hspace{1cm} (4.21)
$$D_8 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & -j & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -j & 0
\end{bmatrix} \quad (4.22)$$

$$R_8 = \begin{bmatrix}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & -1
\end{bmatrix} \quad (4.23)$$

$$T_8 = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & \alpha & 0 & 0 \\
0 & 0 & 0 & 0 & -j & 0 & \beta & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & \beta & 0
\end{bmatrix} \quad (4.24)$$
\[ P_8 = \begin{bmatrix}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 \\
1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & -1 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & -1 \\
\end{bmatrix} \]  (4.25)

where \( q = W_N^k \), \( \alpha = \frac{x^2}{2} (1 - j) \) and \( \beta = -\frac{x^2}{2} (1 + j) \).

This decomposition scheme is identical to that of the conventional radix-8 DIF FFT algorithm, except for a slight difference, yet with a significant implication. This difference is in the indexing of the output sub-sequences given by (4.16)-(4.18) and leads to the twiddle factor matrix given by (4.20). The radix-8 DIF FFT algorithm resulting from this new decomposition will, henceforth, be referred as the improved radix-8 DIF FFT algorithm. It is seen from (4.20) that only 8 real twiddle factors need to be evaluated or loaded from the lookup table during the processing of the improved algorithm, since

\[
W_N^{pk} = \cos \left( \frac{2\pi}{N} pk \right) - j \sin \left( \frac{2\pi}{N} pk \right) \quad \text{and} \quad W_N^{-pk} = \cos \left( \frac{2\pi}{N} pk \right) + j \sin \left( \frac{2\pi}{N} pk \right) \quad \text{for} \quad p = 1, 2, 3.
\]

However, since the elements of the corresponding diagonal twiddle factor matrix of the conventional radix-8 DIF FFT algorithm are \( W_N^{pk} \), for \( q = 1, 2, 3, 4, 5, 6, 7 \), the general butterfly of the conventional radix-8 DIF FFT algorithm requires 14 real twiddle factors. Consequently, a saving of 42% is achieved by the improved algorithm in terms of the twiddle factor evaluations or accesses to the lookup table. Note that, when the lookup table is used, similar savings are obtained in the address generation. This improvement is achieved without any increase in the computational and structural complexities of the algorithm. The generation of the new indices \((N + 8n - 1) \mod N\), \((N + 8n - 2) \mod N\) and \((N + 8n - 1) \mod N\)
introduced, respectively, in (4.16)-(4.18) do not require any additional complexity as compared to the corresponding indices \((8n+5), (8n+6)\) and \((8n+7)\) of the conventional radix-8 DIF FFT algorithm, since

\[
(N + 8n - p) \mod N = \begin{cases} 
N - p, & \text{for } n = 0 \\
8n - p & \text{elsewhere}
\end{cases}, \quad p = 1, 2, 3 \tag{4.26}
\]

### 4.4 An Improved Radix-16 DIF FFT Algorithm

Let us first give a brief review of the conventional radix-16 DIF FFT algorithm. By assuming that \(N\) is an integral power of 16 and changing the variables \(n\) and \(k\) in (3.1) by

\[
16n + p, \quad 0 \leq n \leq \frac{N}{16} - 1, \quad 0 \leq p \leq 15 \tag{4.27}
\]

and

\[
k + q \frac{N}{16}, \quad 0 \leq k \leq \frac{N}{16} - 1, \quad 0 \leq q \leq 15, \tag{4.28}
\]

respectively, the DFT given by (3.1) can be expressed as

\[
\tilde{X}(16n + p) = \sum_{k=0}^{N/16 - 1} \tilde{y}_p(k) W_N^{pk} W_{16}^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1 \tag{4.29}
\]

where

\[
\tilde{y}_p(k) = \sum_{q=0}^{15} \tilde{x}(k + q \frac{N}{16}) W_{16}^{pq}, \quad 0 \leq p \leq 15 \tag{4.30}
\]

For a given value of \(p\), (4.29) is recognized as a length-\(\frac{N}{16}\) DFT, whose input sequence is obtained from (4.30) after multiplying it by the twiddle factors. For a given value of \(k\), (4.30) is recognized as a 16-point DFT that can be expressed in a matrix form as

\[
\tilde{Y}_k = W_{16} \tilde{X}_k \tag{4.31}
\]
where \( \mathbf{W}_{16} \) is the operator matrix of the DFT of length 16. The components of the input and output vectors of (4.31) are related to the input and output sequences of (4.30) by

\[
\tilde{X}_k(p) = \tilde{x}(k + q \frac{N}{16})
\]

and

\[
\tilde{Y}_k(p) = \tilde{y}_p(k),
\]

respectively. From (4.29) and (4.31), the butterfly of the conventional radix-16 DIF FFT algorithm is given by

\[
\tilde{Y}_k = \mathbf{F}^{\text{conv}}_{16,k} \mathbf{W}_{16} \tilde{X}_k
\]

(4.32)
where

\[
\mathbf{F}^{\text{conv}}_{16,k} = \text{diag} \left( 1, \mathbf{W}^k_{16}, \mathbf{W}^{2k}_{16}, \mathbf{W}^{3k}_{16}, \mathbf{W}^{4k}_{16}, \mathbf{W}^{5k}_{16}, \mathbf{W}^{6k}_{16}, \mathbf{W}^{7k}_{16}, \mathbf{W}^{8k}_{16}, \mathbf{W}^{9k}_{16}, \mathbf{W}^{10k}_{16}, \mathbf{W}^{11k}_{16}, \mathbf{W}^{12k}_{16}, \mathbf{W}^{13k}_{16}, \mathbf{W}^{14k}_{16}, \mathbf{W}^{15k}_{16} \right)
\]

(4.33)

and the components of the vector \( \tilde{Y}_k \) are related to the input sequences of (4.29) by

\[
\tilde{Y}_k(p) = \tilde{y}_p(k)\mathbf{W}^{pk}_N
\]

Thus, the radix-16 DIF FFT algorithm decomposes the length-\( N \) DFT into 16 length-\( \frac{N}{16} \) DFTs given by (4.29) in the first stage. This is achieved by repeating \( \frac{N}{16} \) times the butterfly given by (4.32). This decomposition process is applied successively for each of the new resulting DFTs until the size is reduced to 16-point DFTs. The entire algorithm requires \( \log_{16} N \) stages.

In order to further decrease the number of twiddle factor evaluations or accesses to the lookup table in the conventional radix-16 DIF FFT algorithm, we introduce a slight
modification in the indexing process of some of the DFTs given by (4.29). This leads to a new algorithm that provides in its first stage 16 length $\frac{N}{16}$ DFTs given by

\[
\tilde{X}(16n) = \sum_{k=0}^{N/16-1} \tilde{y}_0(k) W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.34)

\[
\tilde{X}(16n + 1) = \sum_{k=0}^{N/16-1} \tilde{y}_1(k) W_N^{2k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.35)

\[
\tilde{X}(16n + 2) = \sum_{k=0}^{N/16-1} \tilde{y}_2(k) W_N^{2k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.36)

\[
\tilde{X}(16n + 3) = \sum_{k=0}^{N/16-1} \tilde{y}_3(k) W_N^{3k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.37)

\[
\tilde{X}(16n + 4) = \sum_{k=0}^{N/16-1} \tilde{y}_4(k) W_N^{4k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.38)

\[
\tilde{X}(16n + 5) = \sum_{k=0}^{N/16-1} \tilde{y}_5(k) W_N^{5k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.39)

\[
\tilde{X}(16n + 6) = \sum_{k=0}^{N/16-1} \tilde{y}_6(k) W_N^{6k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.40)

\[
\tilde{X}(16n + 7) = \sum_{k=0}^{N/16-1} \tilde{y}_7(k) W_N^{7k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.41)

\[
\tilde{X}(16n + 8) = \sum_{k=0}^{N/16-1} \tilde{y}_8(k) W_N^{8k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.42)

\[
\tilde{X}((N + 16n - 7) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_9(k) W_N^{-7k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.43)

\[
\tilde{X}((N + 16n - 6) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_{10}(k) W_N^{-6k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.44)

\[
\tilde{X}((N + 16n - 5) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_{11}(k) W_N^{-5k} W_N^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\]  
(4.45)
\[
\tilde{X}((N + 16n - 4) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_12(k)W_N^{-4k}W_{N/16}^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\] (4.46)

\[
\tilde{X}((N + 16n - 3) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_13(k)W_N^{-3k}W_{N/16}^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\] (4.47)

\[
\tilde{X}((N + 16n - 2) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_14(k)W_N^{-2k}W_{N/16}^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\] (4.48)

\[
\tilde{X}((N + 16n - 1) \mod N) = \sum_{k=0}^{N/16-1} \tilde{y}_15(k)W_N^{-k}W_{N/16}^{nk}, \quad 0 \leq n \leq \frac{N}{16} - 1
\] (4.49)

The radix-16 DIF FFT algorithm resulting from this modification in the indexing process will be referred as the improved radix-16 DIF FFT algorithm. The decomposition scheme of this improved algorithm is identical to that of the conventional radix-16 DIF FFT algorithm.

Similar to the conventional radix-16 DIF FFT algorithm, the butterfly of the improved radix-16 DIF FFT algorithm can be constructed from (4.34)-(4.49) as

\[
\tilde{Y}_k = F_{16, k}^{\text{imp}} W_{16} \tilde{X}_k
\] (4.50)

where

\[
F_{16, k}^{\text{imp}} = \text{diag} \begin{pmatrix} 1, W_{16}^{k}, W_{16}^{2k}, W_{16}^{3k}, W_{16}^{4k}, W_{16}^{5k}, W_{16}^{6k}, W_{16}^{7k}, W_{16}^{8k}, W_{16}^{-7k}, W_{16}^{-6k}, W_{16}^{-5k}, W_{16}^{-4k}, W_{16}^{-3k}, W_{16}^{-2k}, W_{16}^{-k} \end{pmatrix}
\] (4.51)

It is clear that the DFTs given by (4.34)-(4.42) in the improved radix-16 DIF FFT algorithm are identical to the corresponding DFTs in the conventional radix-16 DIF FFT algorithm. However, the remaining DFTs given by (4.43)-(4.49) slightly differ from the corresponding DFTs given by (4.29). The modification of the indexing process introduced in (4.43)-(4.49) leads to the twiddle factor matrix given by (4.51) of the butterfly of the improved radix-16 DIF FFT algorithm, which is different from that given by (4.33) of the
butterfly of the conventional radix-16 DIF FFT algorithm. This slight difference has a significant implication. It is seen from (4.51) that, since $W^p_N = \cos \left( \frac{2\pi}{N} pk \right) - j \sin \left( \frac{2\pi}{N} pk \right)$ and $W^{-p}_N = \cos \left( \frac{2\pi}{N} pk \right) + j \sin \left( \frac{2\pi}{N} pk \right)$ for $p = 1, 2, 3, 4, 5, 6, 7$, only 16 real twiddle factors need to be evaluated or loaded from the lookup table during the processing of the butterfly given by (4.50) of the improved FFT algorithm. However, since the elements of the matrix given by (4.33) are $W^q_N$, for $q = 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15$, the butterfly given by (4.32) of the conventional FFT algorithm requires 30 real twiddle factors. Consequently, savings of more than 46% are achieved by the improved algorithm in terms of the twiddle factor evaluations or accesses to the lookup table. Note that when the lookup table is used, similar savings are obtained in the address generation. This improvement is achieved without imposing any additional computational or structural complexity in the algorithm.

The generation of the new indices $(N + 16n - p) \mod N$, for $p = 1, 2, 3, 4, 5, 6, 7$, introduced in (4.43)-(4.49), of the improved radix-16 DIF FFT algorithm does not impose any additional complexity as compared to the corresponding indices $(16n + q)$, for $q = 9, 10, 11, 12, 13, 14, 15$, of the conventional radix-16 DIF FFT algorithm, since

$$(N + 16n - p) \mod N = \begin{cases} N - p, & \text{for } n = 0 \\ 16n - p & \text{elsewhere} \end{cases}$$

\begin{align*}
p = 1, 2, 3, 4, 5, 6, 7
\end{align*} (4.52)
4.5 Summary

In this chapter, improved algorithms for radix-4, radix-8 and radix-16 FFTs have been proposed by introducing new indices for some of the sub-sequences resulting from the conventional decompositions in the radix-4, radix-8 and radix-16 FFT algorithms. It has been shown that savings of more than 33%, 42% and 46% in the number of twiddle factor evaluations or accesses to the lookup table can be achieved using the proposed radix-4, radix-8 and radix-16 algorithms over the corresponding conventional FFT algorithms without imposing any additional computational or structural complexity. In addition, it should be mentioned that the hardware implementation of the architectures [115] employing the proposed FFT algorithms can result in a reduced number of ROM modules.

The technique introduced in this chapter for improving the higher radix approach will also be used in Chapter 6.
Chapter 5

Radix-2/4 Approach for the Computation of 3-D DFT and DHT

5.1 Introduction

The radix-2 approach was used in Chapter 2 to reduce the complexity in the computation of the DFT and DHT of arbitrary dimensions. As discussed in Chapter 4, the radix-4 approach provides a lower computational complexity compared to that provided by the radix-2 approach. It has been shown in the literature that the simultaneous use of these two approaches leads to 1-D [11], [17], [45], [56], [57] and 2-D [29], [30], [64] FFT and FHT algorithms having a good compromise between the arithmetic and structural complexities. The numbers of data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table required by these algorithms are lower than those required by the corresponding algorithms that are based on the radix-2 approach. However, in the case of three or higher dimensions, the simultaneous use of the radix-2 and radix-4 approaches that may provide efficient solutions has not yet been studied. This is mainly due to the fact that the simultaneous use of these two approaches in the case of higher dimensions is neither
obvious nor straightforward.

In this chapter, the problem of reducing the complexity in the computation of the 3-D DFT and DHT is addressed and a method proposed for the simultaneous use of the radix-2 and radix-4 approaches in the 3-D case. This method consists of two steps. In the first step, the general decomposition method proposed in Chapter 2 is used to decompose the 3-D DFT or DHT using the radix-(2 × 2 × 2) index maps. In the second step, a further decomposition is carried out to introduce radix-(4 × 4 × 4) index maps. The introduction of these two steps and an appropriate use of the Kronecker product enable us to design 3-D FFT [116], [117] and FHT [118], [119] algorithms whose butterflies are characterized by simple closed-form expressions. The proposed solutions for the 3-D DFT and DHT are given in Sections 5.2 and 5.3, respectively.

5.2 Radix-2/4 Approach for the Computation of 3-D DFT

The conventional method of reducing the computational complexity in the computation of the 3-D DFT is by applying sequentially a 1-D FFT algorithm to each of the three dimensions of the input sequence. This is called the row-column method [26], [35]. Another popular algorithm is the 3-D radix-(2 × 2 × 2) FFT algorithm [24], [26], [32], which is based on a philosophy similar to that of the 1-D radix-2 FFT algorithm [3]. The radix-(2 × 2 × 2) FFT substantially reduces the number of arithmetic operations over the row-column method. Although the polynomial transform algorithm [25], [34] requires the lowest number of multiplications, it is not widely used in view of its complicated structure compared to the existing radix-based FFT algorithms. Duhamel and Hollmann have shown that in the 1-D case the radix-2/4 approach provides the best compromise between the arithmetic and structural complexities [11]. This approach has been extended to the 2-D DFT case using DIT [39]. The DIF version of the algorithm in [39] has been formulated in
[28] using a matrix form. Alternate versions of these 2-D FFT algorithms have been given in [29] using an algebraic formulation. However, no algorithm exists for three or higher dimensions using the radix-2/4 approach.

In this section, we propose a new radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FFT algorithm for computing the 3-D DFT, based on a mixture of radix-\((2 \times 2 \times 2)\) and radix-\((4 \times 4 \times 4)\) index maps, coupled with an appropriate use of the Kronecker product.

### 5.2.1 Proposed Radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FFT Algorithm

Using (2.51), the 3-D DFT of size \((N \times N \times N)\) is given by

\[
\tilde{X}(n_1, n_2, n_3) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \sum_{k_3=0}^{N-1} \tilde{x}(k_1, k_2, k_3) W_N^{n_3 n_1 k_1} W_N^{n_2 n_1 k_2},
0 \leq n_i \leq N - 1, \ i = 1, 2, 3
\]  

(5.1)

In this section, we introduce a new DIF decomposition of the 3-D DFT given by (5.1) using the radix-2/4 approach. This decomposition is performed using two steps. In the first step, we use radix-\((2 \times 2 \times 2)\) index maps to decompose the DFT given by (5.1) into eight DFTs. In the second step, we introduce radix-\((4 \times 4 \times 4)\) index maps by further decomposing some of these resulting DFTs.

Let us first introduce radix-\((2 \times 2 \times 2)\) index maps by changing the variables \(k_i\) and \(n_i\) in (5.1) by

\[
k_i + \frac{N}{2} l_i, \ 0 \leq k_i \leq \frac{N}{2} - 1, \ l_i = 0, 1
\]  

(5.2)

and

\[
2n_i + m_i, \ 0 \leq n_i \leq \frac{N}{2} - 1, \ m_i = 0, 1
\]  

(5.3)
respectively. Then, (5.1) is decomposed into eight \((\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2})\)-point DFTs given by

\[
\tilde{X}(2n_1, 2n_2, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{000}(k_1, k_2, k_3) W_N^{k_1 n_{k_1}} W_{N/2}^{k_3 n_{k_3}},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.4}\]

\[
\tilde{X}(2n_1, 2n_2, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{001}(k_1, k_2, k_3) W_N^{k_3} W_{N/2}^{k_3 n_{k_3}},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.5}\]

\[
\tilde{X}(2n_1, 2n_2 + 1, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{010}(k_1, k_2, k_3) W_N^{k_2} W_{N/2}^{k_3 n_{k_3}},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.6}\]

\[
\tilde{X}(2n_1, 2n_2 + 1, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{011}(k_1, k_2, k_3) W_N^{k_2 + k_3} W_{N/2}^{k_3 n_{k_3}},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.7}\]

\[
\tilde{X}(2n_1 + 1, 2n_2, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{100}(k_1, k_2, k_3) W_N^{k_1} W_{N/2}^{k_3 n_{k_3}},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.8}\]

80
\[ X(2n_1 + 1, 2n_2, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{101}(k_1, k_2, k_3) W_N^{k_1+k_2} W_N^{\sum_{i=1}^{3} n_i k_i}, \]
\[ 0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.9) \]

\[ X(2n_1 + 1, 2n_2 + 1, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{110}(k_1, k_2, k_3) W_N^{k_1+k_2} W_N^{\sum_{i=1}^{3} n_i k_i}, \]
\[ 0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.10) \]

\[ X(2n_1 + 1, 2n_2 + 1, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \tilde{y}_{111}(k_1, k_2, k_3) W_N^{k_1+k_2+k_3} W_N^{\sum_{i=1}^{3} n_i k_i}, \]
\[ 0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.11) \]

The sequences \( \tilde{y} \) \((k_1, k_2, k_3)\) in (5.4)-(5.11) are obtained from the original input sequence \( \tilde{x}(k_1, k_2, k_3) \) using
\[ \tilde{y}_{k_1,k_2,k_3} = H_{12} \tilde{x}_{k_1,k_2,k_3}, \quad 0 \leq k_i \leq \frac{N}{2} - 1 \quad (5.12) \]

where
\[ \tilde{x}_{k_1,k_2,k_3} = \begin{bmatrix} \tilde{x}(k_1,k_2,k_3) \\ \tilde{x}(k_1,k_2,k_3+N/2) \\ \tilde{x}(k_1,k_2+N/2,k_3) \\ \tilde{x}(k_1,k_2+N/2,k_3+N/2) \\ \tilde{x}(k_1+N/2,k_2,k_3) \\ \tilde{x}(k_1+N/2,k_2,k_3+N/2) \\ \tilde{x}(k_1+N/2,k_2+N/2,k_3) \\ \tilde{x}(k_1+N/2,k_2+N/2,k_3+N/2) \end{bmatrix}, \quad (5.13) \]
\[
\tilde{y}_{k_1, k_2, k_3} = \begin{bmatrix}
\tilde{y}_{000}(k_1, k_2, k_3) \\
\tilde{y}_{001}(k_1, k_2, k_3) \\
\tilde{y}_{010}(k_1, k_2, k_3) \\
\tilde{y}_{011}(k_1, k_2, k_3) \\
\tilde{y}_{100}(k_1, k_2, k_3) \\
\tilde{y}_{101}(k_1, k_2, k_3) \\
\tilde{y}_{110}(k_1, k_2, k_3) \\
\tilde{y}_{111}(k_1, k_2, k_3)
\end{bmatrix}
\] (5.14)

and the Hadamard matrix \(H_{23}\) in (5.12) can be factored using (2.8). The decomposition of the DFT given by (5.1) into the DFTs given by (5.4)-(5.11) represents the first stage of the decomposition in the radix-\((2 \times 2 \times 2)\) DIF FFT algorithm presented in Section 2.5.1.

In order to develop a radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm, we further decompose the DFTs given by (5.5)-(5.11) to introduce radix-\((4 \times 4 \times 4)\) index maps. Let us start by the decomposition of the even-even-odd indexed terms, which correspond to (5.5). First, we change the variables \(k_i\)'s by

\[
k_i + \frac{N}{4} l_i, \ 0 \leq k_i \leq \frac{N}{4} - 1, \ l_i = 0, 1
\] (5.15)

Then, the DFT given by (5.5) becomes

\[
\tilde{X}(2n_1, 2n_2, 2n_3 + 1) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \left[ \sum_{l_1=0}^{1} \sum_{l_2=0}^{1} \sum_{l_3=0}^{1} \tilde{y}_{001} \left( k_1 + \frac{N}{4} l_1, k_2 + \frac{N}{4} l_2, k_3 + \frac{N}{4} l_3 \right) (-j)^{l_3} \right. \\
\left. (-j)^{l_1} \left(-j\right)^{\sum_{i=1}^{3} n_i l_i} \right] W_{N/2}^{k_3} W_{N/2}^{\sum_{i=1}^{3} n_i k_i},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1\] (5.16)
Now, we change the frequency variables $n_i$'s in (5.16) by

$$2n_i + m_i, \ 0 \leq n_i \leq \frac{N}{4} - 1, \ m_i = 0, 1 \quad (5.17)$$

Then, (5.16) becomes

$$\tilde{X}(4n_1 + p, 4n_2 + q, 4n_3 + \gamma) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \hat{y}_{001}^{p0q}(k_1, k_2, k_3) W^{\sum_{j=1}^{3} n_j k_j}_{N/4},$$

$$0 \leq n_i \leq \frac{N}{4} - 1, \ p, q = 0, 2, \ \gamma = 1, 3 \quad (5.18)$$

It is clear that (5.18) represents a set of eight $\left(\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4}\right)$-point DFTs that are obtained by further decomposition of the even-even-odd index terms given by (5.5) using the radix-(2 x 2 x 2) index maps given by (5.15) and (5.17). By a similar technique, the other odd-indexed terms given by (5.6)-(5.11) can be expressed, respectively, as

$$\tilde{X}(4n_1 + p, 4n_2 + \beta, 4n_3 + q) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \hat{y}_{010}^{p0q}(k_1, k_2, k_3) W^{\sum_{j=1}^{3} n_j k_j}_{N/4},$$

$$0 \leq n_i \leq \frac{N}{4} - 1, \ p, q = 0, 2, \ \beta = 1, 3 \quad (5.19)$$

$$\tilde{X}(4n_1 + p, 4n_2 + \beta, 4n_3 + \gamma) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \hat{y}_{101}^{p0q}(k_1, k_2, k_3) W^{\sum_{j=1}^{3} n_j k_j}_{N/4},$$

$$0 \leq n_i \leq \frac{N}{4} - 1, \ p = 0, 2, \ \beta, \ \gamma = 1, 3 \quad (5.20)$$

$$\tilde{X}(4n_1 + \alpha, 4n_2 + p, 4n_3 + q) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \hat{y}_{100}^{p0q}(k_1, k_2, k_3) W^{\sum_{j=1}^{3} n_j k_j}_{N/4},$$

$$0 \leq n_i \leq \frac{N}{4} - 1, \ p, q = 0, 2, \ \alpha = 1, 3 \quad (5.21)$$
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\[
\tilde{X}(4n_1 + \alpha, 4n_2 + p, 4n_3 + \gamma) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \gamma_{101}^{\alpha p} (k_1, k_2, k_3) W_{N/4}^{X_{n_1} n_{k_1}} W_{N/4}^{X_{n_2} n_{k_2}} W_{N/4}^{X_{n_3} n_{k_3}} \\
0 \leq n_i \leq N/4 - 1, \ p = 0, 2, \ \alpha, \gamma = 1, 3 \quad (5.22)
\]

\[
\tilde{X}(4n_1 + \alpha, 4n_2 + \beta, 4n_3 + p) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \gamma_{110}^{\alpha \beta p} (k_1, k_2, k_3) W_{N/4}^{X_{n_1} n_{k_1}} W_{N/4}^{X_{n_2} n_{k_2}} W_{N/4}^{X_{n_3} n_{k_3}} \\
0 \leq n_i \leq N/4 - 1, \ p = 0, 2, \ \alpha, \beta = 1, 3 \quad (5.23)
\]

\[
\tilde{X}(4n_1 + \alpha, 4n_2 + \beta, 4n_3 + \gamma) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \gamma_{111}^{\alpha \beta \gamma} (k_1, k_2, k_3) W_{N/4}^{X_{n_1} n_{k_1}} W_{N/4}^{X_{n_2} n_{k_2}} W_{N/4}^{X_{n_3} n_{k_3}} \\
0 \leq n_i \leq N/4 - 1, \ \alpha, \beta, \gamma = 1, 3 \quad (5.24)
\]

The input sequences \(\tilde{y}_{\cdot \cdot \cdot} (k_1, k_2, k_3)\) of the DFTs given by (5.18)-(5.24) are, respectively, the components of the vectors given by

\[
\tilde{y}_{k_1, k_2, k_3}^{001} = F_{k_1, k_2, k_3}^{001} H_{23} (I_2 \otimes I_2 \otimes J_2) \tilde{y}_{k_1, k_2, k_3}^{001}, 0 \leq k_i \leq N/4 - 1 \quad (5.25)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{010} = F_{k_1, k_2, k_3}^{010} H_{23} (I_2 \otimes J_2 \otimes I_2) \tilde{y}_{k_1, k_2, k_3}^{010}, 0 \leq k_i \leq N/4 - 1 \quad (5.26)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{011} = F_{k_1, k_2, k_3}^{011} H_{23} (I_2 \otimes J_2 \otimes J_2) \tilde{y}_{k_1, k_2, k_3}^{011}, 0 \leq k_i \leq N/4 - 1 \quad (5.27)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{100} = F_{k_1, k_2, k_3}^{100} H_{23} (J_2 \otimes I_2 \otimes I_2) \tilde{y}_{k_1, k_2, k_3}^{100}, 0 \leq k_i \leq N/4 - 1 \quad (5.28)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{101} = F_{k_1, k_2, k_3}^{101} H_{23} (J_2 \otimes I_2 \otimes J_2) \tilde{y}_{k_1, k_2, k_3}^{101}, 0 \leq k_i \leq N/4 - 1 \quad (5.29)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{110} = F_{k_1, k_2, k_3}^{110} H_{23} (J_2 \otimes J_2 \otimes I_2) \tilde{y}_{k_1, k_2, k_3}^{110}, 0 \leq k_i \leq N/4 - 1 \quad (5.30)
\]

\[
\tilde{y}_{k_1, k_2, k_3}^{111} = F_{k_1, k_2, k_3}^{111} H_{23} (J_2 \otimes J_2 \otimes J_2) \tilde{y}_{k_1, k_2, k_3}^{111}, 0 \leq k_i \leq N/4 - 1 \quad (5.31)
\]
In (5.25)-(5.31), the matrix $J_2$ is given by (3.11), while the components of the input and output vectors $\tilde{Y}_{k_1,k_2,k_3}$ and $\tilde{Y}_{k_1,k_2,k_3}$ and those of their corresponding diagonal twiddle factor matrices $F_{k_1,k_2,k_3}$ are given by

\[
\begin{align*}
\tilde{Y}_{001}^{001}(a) &= \tilde{y}_{001}(k_1 + p_{\frac{N}{8}}^N, k_2 + q_{\frac{N}{8}}^N, k_3 + (\gamma - 1)_{\frac{N}{8}}) \\
\tilde{Y}_{k_1,k_2,k_3}^{001}(a) &= \tilde{y}_{001}^{pq}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{001}(a,a) &= W_{N}^{pk_1+qk_2+yk_3}
\end{align*}
\tag{5.32}
\]

where $a = 2p + q + \frac{\gamma - 1}{2}$, $p, q = 0, 2$, $\gamma = 1, 3$

\[
\begin{align*}
\tilde{Y}_{010}^{010}(b) &= \tilde{y}_{010}(k_1 + p_{\frac{N}{8}}^N, k_2 + (\beta - 1)_{\frac{N}{8}}^N, k_3 + q_{\frac{N}{8}}^N) \\
\tilde{Y}_{k_1,k_2,k_3}^{010}(b) &= \tilde{y}_{010}^{pq}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{010}(b,b) &= W_{N}^{pk_1+\beta k_2+qk_3}
\end{align*}
\tag{5.33}
\]

where $b = 2p + \beta - 1 + \frac{q}{2}$, $p, q = 0, 2$, $\beta = 1, 3$

\[
\begin{align*}
\tilde{Y}_{011}^{011}(c) &= \tilde{y}_{011}(k_1 + p_{\frac{N}{8}}^N, k_2 + (\beta - 1)_{\frac{N}{8}}^N, k_3 + (\gamma - 1)_{\frac{N}{8}}) \\
\tilde{Y}_{k_1,k_2,k_3}^{011}(c) &= \tilde{y}_{011}^{pq}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{011}(c,c) &= W_{N}^{pk_1+\beta k_2+yk_3}
\end{align*}
\tag{5.34}
\]

where $c = 2p + \beta - 1 + \frac{\gamma - 1}{2}$, $p = 0, 2$, $\beta, \gamma = 1, 3$

\[
\begin{align*}
\tilde{Y}_{100}^{100}(d) &= \tilde{y}_{100}(k_1 + (\alpha - 1)_{\frac{N}{8}}^N, k_2 + p_{\frac{N}{8}}^N, k_3 + q_{\frac{N}{8}}^N) \\
\tilde{Y}_{k_1,k_2,k_3}^{100}(d) &= \tilde{y}_{100}^{pq}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{100}(d,d) &= W_{N}^{\alpha k_1+p k_2+q k_3}
\end{align*}
\tag{5.35}
\]

where $d = 2(\alpha - 1) + p + \frac{q}{2}$, $p, q = 0, 2$, $\alpha = 1, 3$

\[
\begin{align*}
\tilde{Y}_{101}^{101}(e) &= \tilde{y}_{101}(k_1 + (\alpha - 1)_{\frac{N}{8}}^N, k_2 + p_{\frac{N}{8}}^N, k_3 + (\gamma - 1)_{\frac{N}{8}}) \\
\tilde{Y}_{k_1,k_2,k_3}^{101}(e) &= \tilde{y}_{101}^{pq}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{101}(e,e) &= W_{N}^{\alpha k_1+p k_2+y k_3}
\end{align*}
\tag{5.36}
\]

where $e = 2(\alpha - 1) + p + \frac{\gamma - 1}{2}$, $p = 0, 2$, $\alpha, \gamma = 1, 3$
\[
\begin{aligned}
\tilde{y}_{k_1,k_2,k_3}^{\text{II}10}(f) &= \tilde{y}_{10}^{\text{II}11}(k_1 + (\alpha - 1)\frac{N}{8}, k_2 + (\beta - 1)\frac{N}{8}, k_3 + p\frac{N}{8}) \\
\tilde{y}_{k_1,k_2,k_3}^{\text{III}10}(f) &= \tilde{y}_{10}^{\text{III}11}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{\text{II}10}(f,f) &= W_N^{\alpha k_1 + \beta k_2 + p k_3} \\
\text{where } f &= 2(\alpha - 1) + \beta - 1 + p, \ p = 0, 2, \ \alpha, \beta = 1, 3
\end{aligned}
\] (5.37)

and

\[
\begin{aligned}
\tilde{y}_{k_1,k_2,k_3}^{\text{II}11}(g) &= \tilde{y}_{11}^{\text{II}11}(k_1 + (\alpha - 1)\frac{N}{8}, k_2 + (\beta - 1)\frac{N}{8}, k_3 + (\gamma - 1)\frac{N}{8}) \\
\tilde{y}_{k_1,k_2,k_3}^{\text{III}11}(g) &= \tilde{y}_{11}^{\text{III}11}(k_1, k_2, k_3) \\
F_{k_1,k_2,k_3}^{\text{II}11}(g,g) &= W_N^{\alpha k_1 + \beta k_2 + \gamma k_3} \\
\text{where } g &= 2(\alpha - 1) + \beta - 1 + \gamma - 1, \ \alpha, \beta, \gamma = 1, 3
\end{aligned}
\] (5.38)

For a given combination of \((k_1, k_2, k_3)\), each of the seven general sub-butterflies given by (5.25)-(5.31) computes 8 points using (5.12). In order to compute, for a given combination of \((k_1, k_2, k_3)\), all the points required in the computation of these sub-butterflies, we rearrange (5.12) as

\[
\tilde{y}_{k_1+i_1\frac{N}{4}, k_2+i_2\frac{N}{4}, k_3+i_3\frac{N}{4}} = H_{2^3} \tilde{x}_{k_1+i_1\frac{N}{4}, k_2+i_2\frac{N}{4}, k_3+i_3\frac{N}{4}}, \\
0 \leq k_i \leq \frac{N}{4} - 1, \ i = 0, 1
\] (5.39)

It is clear from (5.13) and (5.14) that for a given combination of \((k_1, k_2, k_3)\), (5.39) computes 64 points from the initial input sequence \(\tilde{x}(k_1, k_2, k_3)\), where 8 points are used to form the input sequence \(\tilde{y}_{000}(k_1, k_2, k_3)\) of the \((\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2})\)-point 3-D DFT given by (5.4) and the other 56 points are used by the general sub-butterflies given by (5.25)-(5.31). The output of these sub-butterflies are used to form the input sequences of the corresponding \((\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4})\)-point 3-D DFTs given by (5.18)-(5.24). These operations are repeated for all the combinations of \((k_1, k_2, k_3)\), \(k_i = 0, 1, \ldots, (N/4) - 1, \ i = 1, 2, 3\). This completes the first stage of the proposed decomposition.
Thus, the proposed radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FFT algorithm corresponds to decomposing the \((N \times N \times N)\)-point 3-D DFT given by (5.1) into one \(\left(\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2}\right)\)-point 3-D DFT given by (5.4) and 56 \(\left(\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4}\right)\)-point 3-D DFTs given by (5.18)-(5.24), in the first stage. This is achieved by repeating \(\frac{N^3}{64}\) times the general butterfly based on (5.39) and (5.25)-(5.31). This decomposition scheme is repeated successively for each of the new resulting DFTs, until the problem is reduced to some \((2 \times 2 \times 2)\)-point 3-D DFTs.

### 5.2.2 Computational Complexity

In this section, we consider the performance of the proposed radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm by analyzing its computational complexity and comparing it with that of the radix-\((2 \times 2 \times 2)\) FFT algorithms presented in Chapter 2.

#### 5.2.2.1 Arithmetic Complexity

The general butterfly of the proposed 3-D DIF FFT algorithm computes 64 points using (5.39) and (5.25)-(5.31). It requires 56 complex multiplications and 360 complex additions. There are \(\frac{N^3}{64}\) general butterflies in the first stage of the decomposition. This means that the first stage requires \(7\frac{N^3}{8}\) complex multiplications and \(45\frac{N^3}{8}\) complex additions. The decomposition requires a special butterfly to compute the \((2 \times 2 \times 2)\)-point 3-D DFTs involved in the last stage. Therefore, it is seen that the expressions for the numbers of multiplications and additions required by the two-butterfly implementation (one general and one for computing \((2 \times 2 \times 2)\)-point DFTs) of the proposed FFT algorithm are, respectively,

\[
M_{T2/4}^{42}(3,N) = 3.5N^3 + M_{T2/4}^{42} \left(3, \frac{N}{2}\right) + 56M_{T2/4}^{42} \left(3, \frac{N}{4}\right), \quad N > 2,
\]

\[
M_{T2/4}^{42}(3,2) = M_{T2/4}^{42}(3,1) = 0 \quad (5.40)
\]
and

\[ A_{T2/4}^{42}(3, N) = 13N^3 + A_{T2/4}^{42} \left(3, \frac{N}{2}\right) + 56A_{T2/4}^{42} \left(3, \frac{N}{4}\right), \quad N > 2, \]
\[ A_{T2/4}^{42}(3, 2) = 48, \quad A_{T2/4}^{42}(3, 1) = 0, \quad (5.41) \]

if the 4mult-2add scheme is considered. Similarly, if the 3mult-3add scheme is considered, the corresponding expressions for the numbers of multiplications and additions are

\[ M_{T2/4}^{33}(3, N) = 2.625N^3 + M_{T2/4}^{33} \left(3, \frac{N}{2}\right) + 56M_{T2/4}^{33} \left(3, \frac{N}{4}\right), \quad N > 2, \]
\[ M_{T2/4}^{33}(3, 2) = M_{T2/4}^{33}(3, 1) = 0 \quad (5.42) \]

and

\[ A_{T2/4}^{33}(3, N) = 13.875N^3 + A_{T2/4}^{33} \left(3, \frac{N}{2}\right) + 56A_{T2/4}^{33} \left(3, \frac{N}{4}\right), \quad N > 2, \]
\[ A_{T2/4}^{33}(3, 2) = 48, \quad A_{T2/4}^{33}(3, 1) = 0 \quad (5.43) \]

The expressions for the numbers of non-trivial multiplications and additions required by the proposed FFT algorithm are, respectively,

\[ M_{T2/4}^{42}(3, N) = 3.5N^3 - 21N^2 + M_{T2/4}^{42} \left(3, \frac{N}{2}\right) + 56M_{T2/4}^{42} \left(3, \frac{N}{4}\right), \quad N > 4, \]
\[ M_{T2/4}^{42}(3, 4) = M_{T2/4}^{42}(3, 2) = 0 \quad (5.44) \]

and

\[ A_{T2/4}^{42}(3, N) = 13N^3 - 7N^2 + A_{T2/4}^{42} \left(3, \frac{N}{2}\right) + 56A_{T2/4}^{42} \left(3, \frac{N}{4}\right), \quad N > 4, \]
\[ A_{T2/4}^{42}(3, 4) = 768, \quad A_{T2/4}^{42}(3, 2) = 48, \quad (5.45) \]
in the case of the 4mult-2add scheme, and

\[ M_{12/4}^{33} (3, N) = 2.625N^3 - 14N^2 + M_{12/4}^{33} \left( \frac{N}{2} \right) + 56M_{12/4}^{33} \left( \frac{N}{4} \right), N > 4, \]

\[ M_{12/4}^{33} (3, 4) = M_{12/4}^{33} (3, 2) = 0 \quad (5.46) \]

and

\[ A_{12/4}^{33} (3, N) = 13.875N^3 - 14N^2 + A_{12/4}^{33} \left( \frac{N}{2} \right) + 56A_{12/4}^{33} \left( \frac{N}{4} \right), N > 4, \]

\[ A_{12/4}^{33} (3, 4) = 768, A_{12/4}^{33} (3, 2) = 48, \quad (5.47) \]

in the case of the 3mult-3add scheme.

To carry out a fair and comprehensive comparison, we also consider the numbers of multiplications and additions required by the one-butterfly, two-butterfly and multiple-butterfly implementations of the radix-(2 \times 2 \times 2) FFT algorithms. The arithmetic complexities required by these algorithms along with those required by the proposed one for various transform sizes \((N \times N \times N)\) are given in Tables 5.1-5.4. We see from these tables that the proposed FFT algorithm reduces substantially the number of multiplications as well as the number of additions. For example, if the 3mult-3add scheme is considered, savings of about more than 40% in the number of multiplications and about more than 10% in the number of additions can be easily achieved using the two-butterfly implementation of the proposed FFT algorithm over the two-butterfly implementation of the radix-(2 \times 2 \times 2) FFT algorithm.
Table 5.1: Number of arithmetic operations required for the computation of the 3-D DFT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 x 2 x 2) FFTs</th>
<th>Proposed radix-(2 x 2 x 2)/(4 x 4 x 4) FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
</tr>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>10.5</td>
<td>23.25</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>14</td>
<td>31</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>17.5</td>
<td>38.75</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>21</td>
<td>46.5</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>24.5</td>
<td>54.25</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>28</td>
<td>62</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>31.5</td>
<td>69.75</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>35</td>
<td>77.5</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>38.5</td>
<td>85.25</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>42</td>
<td>93</td>
</tr>
</tbody>
</table>

Table 5.2: Number of arithmetic operations required for the computation of the 3-D DFT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 x 2 x 2) FFTs</th>
<th>Proposed radix-(2 x 2 x 2)/(4 x 4 x 4) FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
</tr>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>7.87</td>
<td>25.87</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>10.5</td>
<td>34.5</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>13.12</td>
<td>43.12</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>15.75</td>
<td>51.75</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>18.37</td>
<td>60.37</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>21</td>
<td>69</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>23.62</td>
<td>77.62</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>26.25</td>
<td>86.25</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>28.87</td>
<td>94.87</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>31.5</td>
<td>103.5</td>
</tr>
</tbody>
</table>
Table 5.3: Number of non-trivial operations required for the computation of the 3-D DFT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 × 2 × 2) FFTs</th>
<th>Proposed radix-(2 × 2 × 2)/(4 × 4 × 4) FFTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.875</td>
<td>18.875</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>3.0625</td>
<td>26.1875</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>5.9062</td>
<td>33.7188</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>9.0781</td>
<td>41.3594</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>12.4141</td>
<td>49.0547</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>15.832</td>
<td>56.7773</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>19.291</td>
<td>64.5137</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>22.7705</td>
<td>72.2568</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>26.2603</td>
<td>80.0034</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>29.7551</td>
<td>87.7517</td>
</tr>
</tbody>
</table>

Table 5.4: Number of non-trivial operations required for the computation of the 3-D DFT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 × 2 × 2) FFTs</th>
<th>Proposed radix-(2 × 2 × 2)/(4 × 4 × 4) FFTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.2188</td>
<td>19.5312</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>1.6406</td>
<td>27.6094</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>3.6641</td>
<td>35.9609</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>5.9883</td>
<td>44.4492</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>8.4629</td>
<td>53.0059</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>11.0127</td>
<td>61.5967</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>13.6001</td>
<td>70.2046</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>16.2063</td>
<td>78.821</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>18.8219</td>
<td>87.4418</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>21.4422</td>
<td>96.0646</td>
</tr>
</tbody>
</table>
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5.2.2.2 Data Transfers

An appropriate use of the internal registers (on-chip memory) of a processor is becoming an important strategy in the exploitation of the modern computer architectures, since the on-chip memory can be accessed faster than the external memory (off-chip memory). We assume that a sufficient on-chip memory is available to perform an entire butterfly without using any intermediate transfer operations between the processor and the off-chip memory. We first give a brief implementation scheme of the proposed radix-(2 \times 2 \times 2)/(4 \times 4 \times 4) FFT algorithm by considering the implementation of the butterfly given by (5.39) and (5.25)-(5.31). For a given combination of \((k_1, k_2, k_3)\), by reading eight points from the off-chip memory according to (5.13) to compute the operation given by (5.12), we obtain the eight points given by (5.14). The first point \(\tilde{y}_{000}(k_1, k_2, k_3)\) of (5.14) is returned to the off-chip memory, whereas the other seven points are kept in the on-chip memory since they are used by the seven sub-butterflies given by (5.25)-(5.31). These operations are repeated 8 times to complete the computation of the operation given by (5.39). The seven 8-point results kept in the on-chip memory are used to process the seven sub-butterflies. This completes the process of the butterfly. For all the combinations of \((k_1, k_2, k_3)\), \(k_i = 0, 1, ..., (N/4) - 1\), the results returned to the off-chip memory are grouped to form the input sequence \(\tilde{y}_{000}(k_1, k_2, k_3)\) of the \((N/2 \times N/2 \times N/2)\)-point 3-D DFT given by (5.4). The 56 input sequences of the \((N/4 \times N/4 \times N/4)\)-point 3-D DFTs given by (5.18)-(5.24) are formed by grouping separately the results of each line of the output vectors given by (5.25)-(5.31). This completes the first stage of the proposed decomposition.

Then, it can be shown that the expression for the number of data transfers (real and imaginary parts), not including the read operations for the twiddle factors, required by the proposed FFT algorithm is
Table 5.5: Comparison of the number of data transfers

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 × 2 × 2) FFTs $D_{T2}(3, N)/N^3$</th>
<th>Proposed radix-(2 × 2 × 2)/(4 × 4 × 4) FFTs $D_{T2/4}(3, N)/N^3$</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>6</td>
<td>4.0312</td>
<td>32.81</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>8</td>
<td>4.4727</td>
<td>44.09</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>10</td>
<td>6.0864</td>
<td>39.13</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>12</td>
<td>6.6744</td>
<td>44.38</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>14</td>
<td>8.1599</td>
<td>41.71</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>16</td>
<td>8.8601</td>
<td>44.62</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>18</td>
<td>10.2474</td>
<td>43.07</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>20</td>
<td>11.0335</td>
<td>44.83</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>22</td>
<td>12.3457</td>
<td>43.88</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>24</td>
<td>13.1975</td>
<td>45.01</td>
</tr>
</tbody>
</table>

\[
D_{T2/4}(3, N) = 2N^3 + D_{T2/4} \left(3, \frac{N}{2}\right) + 56D_{T2/4} \left(3, \frac{N}{4}\right), \quad N > 2,
\]
\[
D_{T2/4}(3, 2) = 16, \quad D_{T2/4}(3, 1) = 0
\]  

(5.48)

The radix-(2 × 2 × 2) FFT algorithm requires $\log_2 N$ stages each requiring $2N^3$ transfer operations. Thus, the number of data transfers required by the radix-(2 × 2 × 2) FFT algorithm is

\[
D_{T2}(3, N) = 2N^3 \log_2 N
\]  

(5.49)

The numbers of data transfers for the two FFT algorithms are compared in Table 5.5, for various values of $N$. It is clear from this table that the radix-(2 × 2 × 2)/(4 × 4 × 4) FFT algorithm requires about 40% less data transfer operations than that required in the radix-(2 × 2 × 2) FFT algorithm. Hence, similar reduction is also obtained in the case of the address generation.
5.2.2.3 Twiddle Factors

In counting the number of real twiddle factor (cosine and sine) evaluations or accesses to the lookup table required by the radix-(2 × 2 × 2)/(4 × 4 × 4) and radix-(2 × 2 × 2) FFT algorithms, it is assumed that the 4mult-2add scheme is considered. Hence, the general butterfly of the radix-(2 × 2 × 2)/(4 × 4 × 4) FFT algorithm requires 112 twiddle factors, whereas that of the radix-(2 × 2 × 2) FFT algorithm requires 14 twiddle factors. Therefore, it is seen that the expression for the number of twiddle factors required by the two-butterfly implementation of the radix-(2 × 2 × 2)/(4 × 4 × 4) FFT algorithm is given by

\[
T_{r2/4}^{42}(3, N) = 112 \frac{N^3}{64} + T_{r2/4}^{42}(3, \frac{N}{2}) + 56T_{r2/4}^{42}(3, \frac{N}{4}), \quad N > 2,
\]

\[
T_{r2/4}^{42}(3, 2) = T_{r2/4}^{42}(3, 1) = 0 \quad (5.50)
\]

The corresponding expression for the one-butterfly (s = 0) or two-butterfly (s = 1) implementation of the radix-(2 × 2 × 2) FFT algorithm is given by

\[
T_{r2}^{42}(3, N) = 14 \frac{N^3}{8} \log_2 \frac{N}{2^s} \quad (5.51)
\]

The numbers of twiddle factor evaluations or accesses to the lookup table for the two algorithms are compared in Table 5.6. It is clear from this table that savings of about 40% in the number of twiddle factor evaluations or accesses to the lookup table can be achieved using the proposed radix-(2 × 2 × 2)/(4 × 4 × 4) FFT algorithm over the one-butterfly and two-butterfly implementations of the radix-(2 × 2 × 2) FFT algorithm. Note that, when the lookup table is used, similar savings are obtained by the proposed FFT algorithm in the address generation for reading the twiddle factors.
Table 5.6: Comparison of the number of twiddle factor evaluations or accesses to the lookup table

<table>
<thead>
<tr>
<th>Transform size</th>
<th>Radix-(2 × 2 × 2) FFTs</th>
<th>Proposed radix-(2 × 2 × 2)/(4 × 4 × 4) FFT</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
<td></td>
</tr>
<tr>
<td>N × N × N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2³ × 2³ × 2³</td>
<td>(T_{r2}^{32}(3, N)/N^3) (A)</td>
<td>(T_{r2}^{42}(3, N)/N^3) (B)</td>
<td>62.49</td>
</tr>
<tr>
<td></td>
<td>5.25</td>
<td>3.5</td>
<td>in C over A</td>
</tr>
<tr>
<td>2⁴ × 2⁴ × 2⁴</td>
<td>7</td>
<td>5.25</td>
<td>49.61</td>
</tr>
<tr>
<td>2⁵ × 2⁵ × 2⁵</td>
<td>8.75</td>
<td>7</td>
<td>49.28</td>
</tr>
<tr>
<td>2⁶ × 2⁶ × 2⁶</td>
<td>10.5</td>
<td>8.75</td>
<td>49.00</td>
</tr>
<tr>
<td>2⁷ × 2⁷ × 2⁷</td>
<td>12.25</td>
<td>10.5</td>
<td>48.76</td>
</tr>
<tr>
<td>2⁸ × 2⁸ × 2⁸</td>
<td>14</td>
<td>12.25</td>
<td>49.84</td>
</tr>
<tr>
<td>2⁹ × 2⁹ × 2⁹</td>
<td>15.75</td>
<td>14</td>
<td>50.77</td>
</tr>
<tr>
<td>2¹⁰ × 2¹⁰ × 2¹⁰</td>
<td>17.5</td>
<td>15.75</td>
<td>49.84</td>
</tr>
<tr>
<td>2¹¹ × 2¹¹ × 2¹¹</td>
<td>19.25</td>
<td>17.5</td>
<td>49.84</td>
</tr>
<tr>
<td>2¹² × 2¹² × 2¹²</td>
<td>21</td>
<td>19.25</td>
<td>48.55</td>
</tr>
</tbody>
</table>

5.3 Radix-2/4 Approach for the Computation of 3-D DHT

A number of FHT algorithms have been developed in [45] for the fast computation of the 1-D DHT. The most attractive ones are those that employ radix-2 or radix-2/4 approach, since the former results in algorithms that are highly regular and simple, whereas the latter in algorithms that provide a good compromise between the arithmetic and structural complexities. The radix-2 approach has been extended for the 2-D DHT case using DIT [58] and, recently, for the 3-D DHT case using DIF [65] as well as DIF [66]. However, the radix-2/4 approach has been extended only for the 2-D DHT case [60], [62], [64] and to this date, no attempt has been made for its extension to the case of three or higher dimensions. This is mainly due to the fact that the kernel of the multidimensional DHT is not separable, mak-
ing the extension of the radix-2/4 approach neither obvious nor straightforward. Therefore, new decomposition strategies and appropriate mathematical tools are necessary in order to develop multidimensional FHT algorithms that are based on the radix-2/4 approach.

We now give a brief review of other approaches proposed so far for the computation of the 3-D DHT. The 3-D DHT can be computed using 1-D FHT algorithms in a row-column fashion. This traditional row-column method requires matrix transposition operations and high computational complexity as well as bit-shift operations. The 3-D DHT can also be computed using 1-D complex-valued FFT algorithms in a row-column fashion [63]. This approach requires special retrograde indexing manipulations, matrix transposition operations and a computational complexity comparable to that required by the row-column method. Another approach has been proposed in [61]. However, it requires the use of 1-D FFT and FHT algorithms and a special interstage scheme for addition operations. In [59], an approach based on Fermat number transforms (FNTs) has been proposed for the computation of the 3-D DHT. It requires the implementation of 1-D, 2-D, and 3-D forward FNTs, 3-D inverse FNT, and a large number of bit-shift operations. It has been shown in [65] that the 3-D radix-(2 × 2 × 2) FHT algorithm is more efficient than all the algorithms reported in [59], [61], [63] including the row-column method. Recently, an approach, based on polynomial transforms, has been proposed in [68]. It provides FHT algorithms with reduced arithmetic complexities at the expense of very complicated structures.

In this section, new 3-D radix-(2 × 2 × 2)/(4 × 4 × 4) DIF and DIT FHT algorithms are proposed for efficient computation of the 3-D DHT. The decomposition strategy used to develop the two algorithms is based on a mixture of radix-(2 × 2 × 2) and radix-(4 × 4 × 4) index maps, coupled with an appropriate use of the Kronecker product. The butterflies of the proposed FHT algorithms are characterized by simple closed-form expressions.
5.3.1 Proposed Radix-(2 × 2 × 2)/(4 × 4 × 4) DIF FHT Algorithm

Using (2.2), the 3-D DHT of size \((N \times N \times N)\) is given by

\[
X(n_1,n_2,n_3) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \sum_{k_3=0}^{N-1} x(k_1,k_2,k_3) \operatorname{cas}\left(\frac{2\pi}{N} \sum_{i=1}^{3} n_i k_i\right), \\
0 \leq n_i \leq N - 1, \ i = 1, 2, 3 \tag{5.52}
\]

Then, using some trigonometric properties, (5.52) can be expressed as

\[
X(n_1,n_2,n_3) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \sum_{k_3=0}^{N-1} \operatorname{Re}\left[ x(k_1,k_2,k_3) (1 + j)W_N^{\sum_{i=1}^{3} n_i k_i}\right], \\
0 \leq n_i \leq N - 1 \tag{5.53}
\]

In this section, we develop a 3-D radix-(2 × 2 × 2)/(4 × 4 × 4) FHT algorithm by employing the radix-2/4 DIF approach. The decomposition of the \((N \times N \times N)\)-point 3-D DHT is performed using two steps. In the first step, we introduce radix-(2 × 2 × 2) index maps by decomposing (5.53) into the following eight indexed terms.

\[
X(2n_1,2n_2,2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \operatorname{Re}\left[ y_{000}(k_1,k_2,k_3) (1 + j)W_N^{\sum_{i=1}^{3} n_i k_i}\right], \\
0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.54}
\]

\[
X(2n_1,2n_2,2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \operatorname{Re}\left[ y_{001}(k_1,k_2,k_3) W_N^{k_3} (1 + j)W_N^{\sum_{i=1}^{3} n_i k_i}\right], \\
0 \leq n_i \leq \frac{N}{2} - 1 \tag{5.55}
\]
\[X(2n_1, 2n_2 + 1, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ \gamma_{010}(k_1, k_2, k_3) W_N^k_2 (1 + j) W_{N/2}^{x_3} n_{k_1} \right], \]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.56)\]

\[X(2n_1, 2n_2 + 1, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ \gamma_{011}(k_1, k_2, k_3) W_N^{k_2+k_3} (1 + j) W_{N/2}^{x_3} n_{k_1} \right], \]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.57)\]

\[X(2n_1 + 1, 2n_2, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ \gamma_{100}(k_1, k_2, k_3) W_N^{k_1} (1 + j) W_{N/2}^{x_3} n_{k_1} \right], \]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.58)\]

\[X(2n_1 + 1, 2n_2, 2n_3 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ \gamma_{101}(k_1, k_2, k_3) W_N^{k_1+k_3} (1 + j) W_{N/2}^{x_3} n_{k_1} \right], \]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.59)\]

\[X(2n_1 + 1, 2n_2 + 1, 2n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ \gamma_{110}(k_1, k_2, k_3) W_N^{k_1+k_2} (1 + j) W_{N/2}^{x_3} n_{k_1} \right], \]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.60)\]
\( X (2n_1 + 1, 2n_2 + 1, 2n_3 + 1) \)
\[
= \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ y_{111} (k_1, k_2, k_3) W_N^{k_1+k_2+k_3} (1 + j) W_N^{3 \sum_{i=1}^{n_i} n_i k_i} \right],
\]
\( 0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.61) \)

The sequences \( y_{abc} (k_1, k_2, k_3) \), for \( a, b, c = 0, 1 \), in (5.54)-(5.61) are obtained from the original input sequence \( x(k_1, k_2, k_3) \) as

\[
y_{k_1,k_2,k_3} = H_2 x_{k_1,k_2,k_3}, \quad 0 \leq k_i \leq \frac{N}{2} - 1 \quad (5.62)
\]

where

\[
x_{k_1,k_2,k_3} = \begin{bmatrix}
x(k_1, k_2, k_3) \\
x(k_1, k_2, k_3 + N/2) \\
x(k_1, k_2 + N/2, k_3) \\
x(k_1, k_2 + N/2, k_3 + N/2) \\
x(k_1 + N/2, k_2, k_3) \\
x(k_1 + N/2, k_2 + N/2, k_3) \\
x(k_1 + N/2, k_2 + N/2, k_3 + N/2) \\
x(k_1 + N/2, k_2 + N/2, k_3 + N/2)
\end{bmatrix} \quad (5.63)
\]

\[
y_{k_1,k_2,k_3} = \begin{bmatrix}
y_{000}(k_1, k_2, k_3) \\
y_{001}(k_1, k_2, k_3) \\
y_{010}(k_1, k_2, k_3) \\
y_{011}(k_1, k_2, k_3) \\
y_{100}(k_1, k_2, k_3) \\
y_{101}(k_1, k_2, k_3) \\
y_{110}(k_1, k_2, k_3) \\
y_{111}(k_1, k_2, k_3)
\end{bmatrix} \quad (5.64)
\]
The even-even-even term given by (5.54) is recognized as a 3-D DHT of size \( \left( \frac{N}{2} \times \frac{N}{2} \times \frac{N}{2} \right) \), whose input sequence is obtained from the original input sequence without any twiddle factor. In the second step, we introduce radix-(4 \( \times 4 \times 4 \)) index maps by further decomposing the terms given by (5.55)-(5.61).

Let us start by decomposing the even-even-odd term given by (5.55). This is achieved by changing the variables \( n_i \) and \( k_i \) by

\[
2n_i + p_i, \quad 0 \leq n_i \leq \frac{N}{4} - 1, \quad p_i = 0, 1 \tag{5.65}
\]

and

\[
k_i + \frac{N}{4} q_i, \quad 0 \leq k_i \leq \frac{N}{4} - 1, \quad q_i = 0, 1 \tag{5.66}
\]

respectively. Then, (5.55) becomes

\[
X \left( 4n_1 + 2p_1, 4n_2 + 2p_2, 4n_3 + 2p_3 + 1 \right)
\]

\[
= \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} \text{Re} \left[ \sum_{q_1=0}^{1} \sum_{q_2=0}^{1} \sum_{q_3=0}^{1} y_{001} \left( k_1 + \frac{N}{4} q_1, k_2 + \frac{N}{4} q_2, k_3 + \frac{N}{4} q_3 \right) \right.
\]

\[
\left. (-j)^{q_3} (-1)^{q_1+q_2} W_{N}^{p_1} W_{N/2}^{q_1} W_{N/4}^{q_2+q_3} (1+j) W_{N/4}^{n_1 k_1} \right] \tag{5.67}
\]

Using the fact that

\[
\sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} g(k_1, k_2, k_3) \text{cas} \left( -\frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i \right)
\]

\[
= \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} g \left( \frac{N}{4} - k_1, \frac{N}{4} - k_2, \frac{N}{4} - k_3 \right) \text{cas} \left( \frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i \right) \tag{5.68}
\]

for any 3-D sequence \( g(k_1, k_2, k_3) \), we see that (5.67) corresponds to a set of eight 3-D
DHTs, each of size \( \left( \frac{N}{4} \times \frac{N}{4} \times \frac{N}{4} \right) \), given by

\[
X(4n_1 + 2p_1, 4n_2 + 2p_2, 4n_3 + 2p_3 + 1) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} f_{k_1,k_2,k_3}^{001}(p_1, p_2, p_3) \cos \left( \frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i \right),
\]

\[
0 \leq n_i \leq \frac{N}{4} - 1, \quad p_i = 0, 1 \quad (5.69)
\]

where the eight input sequences of (5.69) are given by

\[
f_{k_1,k_2,k_3}^{001}(p_1, p_2, p_3) = \text{Re} \left[ W_N^{k_3} W_{N/2}^{\sum_{i=1}^{3} p_i k_i} \left( \sum_{q_1=0}^{1} \sum_{q_2=0}^{1} \sum_{q_3=0}^{1} \gamma_{001} \left( k_1 + \frac{N}{4} q_1, k_2 + \frac{N}{4} q_2, k_3 + \frac{N}{4} q_3 \right) (-j)^{q_1} (-1)^{q_3} \sum_{p=1}^{4} p_i \right) \right]
\]

\[
+j W_N^{N/4-k_3} W_{N/2}^{\sum_{i=1}^{3} p_i (N/4-k_i)} \left( \sum_{q_1=0}^{1} \sum_{q_2=0}^{1} \sum_{q_3=0}^{1} \gamma_{001} \left( \frac{N}{4} - k_1 + \frac{N}{4} q_1, \frac{N}{4} - k_2 + \frac{N}{4} q_2, \frac{N}{4} - k_3 + \frac{N}{4} q_3 \right) (-j)^{q_1} (-1)^{q_3} \sum_{p=1}^{4} p_i \right) \] \quad (5.70)

For a given combination of \((k_1, k_2, k_3)\), the quantity contained within brackets in (5.70) can be considered as a sum of two 3-D DFTs, each of size \((2 \times 2 \times 2)\), multiplied by twiddle factors. The input sequences of these DFTs are obtained using (5.62). Now, using matrix representation, (5.70) can be expressed as

\[
\hat{C}_{k_1,k_2,k_3}^{001} = \text{Re} \left[ \left( C_{k_1,k_2,k_3}^{001} - j S_{k_1,k_2,k_3}^{001} \right) H_2^3 \left( J_{\text{re}}^{001} - j J_{\text{im}}^{001} \right) y_{k_1,k_2,k_3}^{001} \right]
\]

\[
+ \left( C_{\frac{N}{4}-k_1,\frac{N}{4}-k_2,\frac{N}{4}-k_3}^{001} - j S_{\frac{N}{4}-k_1,\frac{N}{4}-k_2,\frac{N}{4}-k_3}^{001} \right) H_2^3 \left( J_{\text{im}}^{001} + j J_{\text{re}}^{001} \right) y_{\frac{N}{4}-k_1,\frac{N}{4}-k_2,\frac{N}{4}-k_3}^{001} \] \quad (5.71)

where

\[
J_{\text{re}}^{001} = \text{Re} [I_2 \otimes I_2 \otimes J_2], \quad (5.72)
\]

\[
J_{\text{im}}^{001} = -\text{Im} [I_2 \otimes I_2 \otimes J_2] \quad (5.73)
\]
the $p$th component of the vector $y_{k_1,k_2,k_3}^{001}$ is given by

$$y_{k_1,k_2,k_3}^{001}(p) = y_{001} \left( k_1 + \frac{N}{4} p_1, k_2 + \frac{N}{4} p_2, k_3 + \frac{N}{4} p_3 \right),$$  \hspace{1cm} (5.74)

the $(p,p)$th component of the diagonal matrix $C_{k_1,k_2,k_3}^{001}$ by

$$C_{k_1,k_2,k_3}^{001}(p,p) = \cos \left( \frac{2\pi}{N} (2p_1k_1 + 2p_2k_2 + (2p_3 + 1)k_3) \right),$$  \hspace{1cm} (5.75)

the $(p,p)$th component of the diagonal matrix $S_{k_1,k_2,k_3}^{001}$ by

$$S_{k_1,k_2,k_3}^{001}(p,p) = \sin \left( \frac{2\pi}{N} (2p_1k_1 + 2p_2k_2 + (2p_3 + 1)k_3) \right)$$  \hspace{1cm} (5.76)

and

$$p = 4p_1 + 2p_2 + p_3, \quad p_i(i = 1, 2, 3) = 0 \text{ or } 1.$$

The components of the vector $f_{k_1,k_2,k_3}^{001}$ in (5.71) are related to the input sequence of (5.69) by

$$f_{k_1,k_2,k_3}^{001}(p) = f_{k_1,k_2,k_3}^{001}(p_1,p_2,p_3)$$  \hspace{1cm} (5.77)

It can be seen from (5.75) that

$$C_{\frac{N}{4}-k_1,\frac{N}{4}-k_2,\frac{N}{4}-k_3}^{001}(p,p) = (-1)^{p_1+p_2+p_3} S_{k_1,k_2,k_3}^{001}(p,p)$$  \hspace{1cm} (5.78)

Similarly, from (5.76), we have

$$S_{\frac{N}{4}-k_1,\frac{N}{4}-k_2,\frac{N}{4}-k_3}^{001}(p,p) = (-1)^{p_1+p_2+p_3} C_{k_1,k_2,k_3}^{001}(p,p)$$  \hspace{1cm} (5.79)
Using (5.78) and (5.79), it can be shown that

\[ C_{k_1, k_2, k_3}^{001} = S_{k_1, k_2, k_3}^{001} R \]  \hspace{1cm} (5.80)

and

\[ S_{k_1, k_2, k_3}^{001} = C_{k_1, k_2, k_3}^{001} R \]  \hspace{1cm} (5.81)

where

\[
R = \begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{bmatrix}
\]  \hspace{1cm} (5.82)

Now, by substituting (5.80) and (5.81) in (5.71), we obtain

\[
\text{f}_{k_1, k_2, k_3}^{001} = C_{k_1, k_2, k_3}^{001} \left( H_{23} \text{J}_{k_1, k_2, k_3}^{001} y_{k_1, k_2, k_3}^{001} + RH_{23} \text{J}_{k_1, k_2, k_3}^{001} y_{k_1, k_2, k_3}^{001} \right) \\
- S_{k_1, k_2, k_3}^{001} \left( H_{23} \text{J}_{k_1, k_2, k_3}^{001} y_{k_1, k_2, k_3}^{001} - RH_{23} \text{J}_{k_1, k_2, k_3}^{001} y_{k_1, k_2, k_3}^{001} \right),
\]

\[ 0 \leq k_i \leq \frac{N}{4} - 1 \]  \hspace{1cm} (5.83)

In order to perform the in-place computation, we use the same input vectors of (5.83) in the computation of the vector \( \text{f}_{k_1, k_2, k_3}^{001} \). This can be achieved by replacing \( k_i \) by \( \frac{N}{4} - k_i \) in (5.83) and using (5.80) and (5.81). Then we obtain
\[
\begin{aligned}
&\mathbf{f}_{k_1,k_2,k_3}^{001} = \mathbf{S}_{k_1,k_2,k_3}^{001} \left( \mathbf{H}_{23}^{001} \mathbf{J}_{1e}^{001} y_{k_1,k_2,k_3}^{001} + \mathbf{R}_{23}^{001} \mathbf{J}_{1e}^{001} y_{N/4-k_1,k_2,k_3}^{001} \right) \\
&\quad + C_{k_1,k_2,k_3}^{001} \left( \mathbf{H}_{23}^{001} \mathbf{J}_{1m}^{001} y_{k_1,k_2,k_3}^{001} - \mathbf{R}_{23}^{001} \mathbf{J}_{1m}^{001} y_{N/4-k_1,k_2,k_3}^{001} \right), \\
&\quad 0 \leq k_1 \leq \frac{N}{4} - 1 \quad (5.84)
\end{aligned}
\]

The redundant operations involved in the computation of \( \mathbf{f}_{k_1,k_2,k_3}^{001} \) and \( \mathbf{f}_{N/4-k_1,k_2,k_3}^{001} \) can be avoided by combining (5.83) and (5.84). Therefore, we may obtain a sub-butterfly for computing the input sequences of (5.69) as

\[
\begin{bmatrix}
\mathbf{f}_{k_1,k_2,k_3}^{001} \\
\mathbf{f}_{N/4-k_1,k_2,k_3}^{001}
\end{bmatrix} = 
\begin{bmatrix}
\mathbf{C}_{k_1,k_2,k_3}^{001} & -\mathbf{S}_{k_1,k_2,k_3}^{001} \\
\mathbf{S}_{k_1,k_2,k_3}^{001} & \mathbf{C}_{k_1,k_2,k_3}^{001}
\end{bmatrix} 
\begin{bmatrix}
\mathbf{H}_{23}^{001} \mathbf{J}_{1e}^{001} & \mathbf{R}_{23}^{001} \mathbf{J}_{1e}^{001} \\
\mathbf{H}_{23}^{001} \mathbf{J}_{1m}^{001} & -\mathbf{R}_{23}^{001} \mathbf{J}_{1m}^{001}
\end{bmatrix} 
\begin{bmatrix}
\mathbf{y}_{k_1,k_2,k_3}^{001} \\
\mathbf{y}_{N/4-k_1,k_2,k_3}^{001}
\end{bmatrix} \quad (5.85)
\]

where one of the indices \( k_1, k_2, \) and \( k_3 \) varies from 0 to \( \left( \frac{N}{4} - 1 \right) \), whereas the others vary from 0 to \( \left( \frac{N}{8} - 1 \right) \). Let us assume that \( 0 \leq k_1 \leq \frac{N}{8} - 1 \) and \( 0 \leq k_2, k_3 \leq \frac{N}{4} - 1 \).

In order to introduce radix-(4 \( \times \) 4 \( \times \) 4) index maps for the other terms given by (5.56)-(5.61), we apply similar decomposition and techniques to those used for deriving the sub-butterfly given by (5.85) of the even-even-odd term. Then, it is seen that (5.55)-(5.61) can be mapped to a set of 56 DHTs, each of size \( \left( \frac{N}{4} \times \frac{N}{4} \times \frac{N}{4} \right) \), given by

\[
X (4n_1 + 2p_1 + a, 4n_2 + 2p_2 + b, 4n_3 + 2p_3 + c) \\
= \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} f_{k_1,k_2,k_3}^{abc} (p_1, p_2, p_3) \text{cas} \left( \frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i \right), \\
0 \leq n_i \leq \frac{N}{4} - 1, p_i, a, b, c = 0, 1, (a, b, c) \neq (0, 0, 0) \quad (5.86)
\]
The input sequences \( f_{k_1,k_2,k_3}^{abc}(p_1,p_2,p_3) \) in (5.84) are obtained from a general sub-butterfly of the proposed radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FHT algorithm that is given by a closed-form expression as

\[
\begin{bmatrix}
    e_{k_1,k_2,k_3}^{abc} \\
    e_{\frac{N}{2}-k_1,\frac{N}{2}-k_2,\frac{N}{2}-k_3}^{abc}
\end{bmatrix}
= \begin{bmatrix}
    C_{k_1,k_2,k_3}^{abc} & -S_{k_1,k_2,k_3}^{abc} \\
    S_{k_1,k_2,k_3}^{abc} & C_{k_1,k_2,k_3}^{abc}
\end{bmatrix}
\begin{bmatrix}
    \alpha_{k_1,k_2,k_3}^{abc} \\
    \beta_{k_1,k_2,k_3}^{abc}
\end{bmatrix},
\]

\[0 \leq k_1 \leq \frac{N}{8} - 1, \quad 0 \leq k_2, k_3 \leq \frac{N}{4} - 1, \quad a, b, c = 0, 1, \quad (a,b,c) \neq (0,0,0) \quad (5.87)\]

where

\[
A_{abc} = \begin{cases}
H_{23} J_{k_1,k_2,k_3}^{abc} & (-1)^{a+b+c+1} \frac{RH_{23} J_{k_1,k_2,k_3}^{abc}}{2} \\
(-1)^{a+b+c} \frac{RH_{23} J_{k_1,k_2,k_3}^{abc}}{2} & , \text{when } a+b+c \text{ is odd}
\end{cases},
\]

\[J_{k_1,k_2,k_3}^{abc} = \begin{cases}
H_{23} J_{k_1,k_2,k_3}^{abc} & (-1)^{a+b+c+1} \frac{RH_{23} J_{k_1,k_2,k_3}^{abc}}{2} \\
(-1)^{a+b+c} \frac{RH_{23} J_{k_1,k_2,k_3}^{abc}}{2} & , \text{when } a+b+c \text{ is even}
\end{cases},
\]

\[J_{k_1,k_2,k_3}^{abc} = \text{Re} \left[ J^0 \otimes J^0 \otimes J^0 \right], \quad J^0 = I_2, \quad J^1 = J_2, \quad (5.89)\]

\[J_{k_1,k_2,k_3}^{abc} = -\text{Im} \left[ J^0 \otimes J^0 \otimes J^0 \right], \quad (5.90)\]

\[y_{k_1,k_2,k_3}^{abc} = \begin{bmatrix}
    y_{abc}(k_1,k_2,k_3) \\
    y_{abc}(k_1,k_2,k_3 + N/4) \\
    y_{abc}(k_1,k_2 + N/4,k_3) \\
    y_{abc}(k_1 + N/4,k_2,k_3) \\
    y_{abc}(k_1,k_2 + N/4,k_3 + N/4) \\
    y_{abc}(k_1 + N/4,k_2,k_3 + N/4) \\
    y_{abc}(k_1 + N/4,k_2,k_3 + N/4) \\
    y_{abc}(k_1 + N/4,k_2 + N/4,k_3) \\
    y_{abc}(k_1 + N/4,k_2 + N/4,k_3 + N/4)
\end{bmatrix}, \quad (5.91)\]
\[ C_{k_1,k_2,k_3}^{abc}(p,p) = \cos \left( \frac{2\pi}{N} \left( (2p_1 + a)k_1 + (2p_2 + b)k_2 + (2p_3 + c)k_3 \right) \right), \tag{5.92} \]
\[ S_{k_1,k_2,k_3}^{abc}(p,p) = \sin \left( \frac{2\pi}{N} \left( (2p_1 + a)k_1 + (2p_2 + b)k_2 + (2p_3 + c)k_3 \right) \right) \tag{5.93} \]

and the components of the vector \( f_{k_1,k_2,k_3}^{abc} \) are related to the input sequences of (5.86) by

\[
\begin{bmatrix}
  f_{k_1,k_2,k_3}^{abc}(0,0,0) \\
  f_{k_1,k_2,k_3}^{abc}(0,0,1) \\
  f_{k_1,k_2,k_3}^{abc}(0,1,0) \\
  f_{k_1,k_2,k_3}^{abc}(0,1,1) \\
  f_{k_1,k_2,k_3}^{abc}(1,0,0) \\
  f_{k_1,k_2,k_3}^{abc}(1,0,1) \\
  f_{k_1,k_2,k_3}^{abc}(1,1,0) \\
  f_{k_1,k_2,k_3}^{abc}(1,1,1)
\end{bmatrix}
\]

\[ = \begin{bmatrix}
  f_{k_1,k_2,k_3}^{abc}(0,0,0) \\
  f_{k_1,k_2,k_3}^{abc}(0,0,1) \\
  f_{k_1,k_2,k_3}^{abc}(0,1,0) \\
  f_{k_1,k_2,k_3}^{abc}(0,1,1) \\
  f_{k_1,k_2,k_3}^{abc}(1,0,0) \\
  f_{k_1,k_2,k_3}^{abc}(1,0,1) \\
  f_{k_1,k_2,k_3}^{abc}(1,1,0) \\
  f_{k_1,k_2,k_3}^{abc}(1,1,1)
\end{bmatrix} \quad \text{(5.94)} \]

For given combinations of \((k_1,k_2,k_3)\) and \((a,b,c)\), the sub-butterfly given by (5.87) computes 16 points using 16 points obtained from (5.62). For a given combination of \((k_1,k_2,k_3)\), the sub-butterflies corresponding to the seven combinations of \((a,b,c)\) require 112 points to be computed using (5.62). In order to compute, for a fixed combination of \((k_1,k_2,k_3)\), all the points required by (5.87), we rearrange (5.62) as

\[
\begin{bmatrix}
  y_{\frac{k_1}{4} - \frac{N}{4} p_1,\frac{k_2}{4} - \frac{N}{4} p_2,\frac{k_3}{4} - \frac{N}{4} p_3}^{N} \\
  y_{\frac{k_1}{4} + \frac{N}{4} p_1,\frac{k_2}{4} + \frac{N}{4} p_2,\frac{k_3}{4} + \frac{N}{4} p_3}^{N}
\end{bmatrix}
= \begin{bmatrix}
  H_{23} & 0 \\
  0 & H_{23}
\end{bmatrix}
\begin{bmatrix}
  x_{\frac{k_1}{4} + \frac{N}{4} p_1,\frac{k_2}{4} + \frac{N}{4} p_2,\frac{k_3}{4} + \frac{N}{4} p_3}
\end{bmatrix},
\]

\[ 0 \leq k_1 \leq \frac{N}{8} - 1, \ 0 \leq k_2, k_3 \leq \frac{N}{4} - 1, \ p_i = 0, 1 \quad \text{(5.95)} \]
It is clear that, for a fixed combination of \((k_1, k_2, k_3)\), (5.95) computes 128 points from the initial input sequence \(x(k_1, k_2, k_3)\), where 16 points are used to form the input sequence \(y_{000}(k_1, k_2, k_3)\) of the \((N/2 \times N/4 \times N/4)\)-point 3-D DHT given by (5.54) and all the other points are used by the sub-butterfly given by (5.87). The results of (5.87) are used to form the input sequences of the corresponding \((N/4 \times N/4 \times N/4)\)-point 3-D DHTs given by (5.86).

In summary, the proposed radix-\((2 \times 2 \times 2)\)/(4\(\times\)4\(\times\)4) DIF FHT algorithm corresponds to decomposing the \((N \times N \times N)\)-point 3-D DHT into one \((N/2 \times N/4 \times N/4)\)-point 3-D DHT given by (5.54) and 56 \((N/4 \times N/4 \times N/4)\)-point 3-D DHTs given by (5.86), in the first stage. This is achieved by repeating \(N^3/128\) times the butterfly based on (5.95) and (5.87). This decomposition scheme is repeated successively for each of the new resulting DHTs, until the problem is reduced to some \((2 \times 2 \times 2)\)-point 3-D DHTs in the last stage.

### 5.3.2 Proposed Radix-\((2 \times 2 \times 2)\)/(4\(\times\)4\(\times\)4) DIT FHT Algorithm

In this section, we develop a 3-D radix-\((2 \times 2 \times 2)\)/(4\(\times\)4\(\times\)4) FHT algorithm by employing the radix-2/4 DIT approach. The decomposition of the \((N \times N \times N)\)-point 3-D DHT is performed using the following two steps.

**Step 1**

In this step, we introduce radix-\((2 \times 2 \times 2)\) index maps by changing the variables \(n_i\) and \(k_i\) in (5.53) by

\[
  n_i + \frac{N}{2} p_i, \quad 0 \leq n_i \leq \frac{N}{2} - 1, \quad p_i = 0, 1 \tag{5.96}
\]

and

\[
  2k_i + q_i, \quad 0 \leq k_i \leq \frac{N}{2} - 1, \quad q_i = 0, 1 \tag{5.97}
\]

respectively. Then, (5.53) becomes
\[
X \left( n_1 + \frac{N}{2} p_1, n_2 + \frac{N}{2} p_2, n_3 + \frac{N}{2} p_3 \right) = \sum_{q_1=0}^{(N/2-1)} \sum_{q_2=0}^{(N/2-1)} \sum_{q_3=0}^{(N/2-1)} \left( \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \right) \left( \frac{N}{2} \right)^3 \left( 1 + j \right) \left( -1 \right)^{\sum_{i=1}^{3} p_i q_i}
\]

\[
0 \leq n_i \leq \frac{N}{2} - 1, \quad p_i = 0, 1 \quad (5.98)
\]

According to the definition of the 3-D DHT, (5.98) is recognized, for a fixed combination of \((n_1, n_2, n_3)\), as a \((2 \times 2 \times 2)\)-point 3-D DHT that can be expressed in a matrix form as

\[
X_{n_1, n_2, n_3} = H_2 Y_{n_1, n_2, n_3}, \quad 0 \leq n_i \leq \frac{N}{2} - 1 \quad (5.99)
\]

where

\[
Y_{n_1, n_2, n_3} = \begin{bmatrix}
Y_{000}(n_1, n_2, n_3) \\
Y_{001}(n_1, n_2, n_3) \\
Y_{010}(n_1, n_2, n_3) \\
Y_{011}(n_1, n_2, n_3) \\
Y_{100}(n_1, n_2, n_3) \\
Y_{101}(n_1, n_2, n_3) \\
Y_{110}(n_1, n_2, n_3) \\
Y_{111}(n_1, n_2, n_3)
\end{bmatrix} \quad (5.100)
\]
and

\[
X_{n_1,n_2,n_3} = \begin{bmatrix}
X(n_1,n_2,n_3) \\
X(n_1,n_2,n_3+N/2) \\
X(n_1,n_2+N/2,n_3) \\
X(n_1,n_2+N/2,n_3 + N/2) \\
X(n_1+N/2,n_2,n_3) \\
X(n_1+N/2,n_2,n_3 + N/2) \\
X(n_1+N/2,n_2+N/2,n_3) \\
X(n_1+N/2,n_2+N/2,n_3 + N/2)
\end{bmatrix}
\] (5.101)

The components of the vector given by (5.100) are expressed as

\[
Y_{abc} (n_1,n_2,n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} \text{Re} \left[ x(2k_1 + a, 2k_2 + b, 2k_3 + c) W_N^{an_1+bn_2+cn_3} (1 + j) W_{N/2}^{\sum_{i=1}^{3} n_ik_i} \right],
\]

\[0 \leq n_i \leq \frac{N}{2} - 1, \ a, b, c = 0, 1 \] (5.102)

For the case of \(a = b = c = 0\), (5.102) reduces to a \((N/2 \times N/2 \times N/2)\)-point 3-D DHT given by

\[
Y_{000} (n_1,n_2,n_3) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \sum_{k_3=0}^{N/2-1} x(2k_1,2k_2,2k_3) \text{cas} \left( \frac{2\pi}{N/2} \sum_{i=1}^{3} n_ik_i \right),
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \] (5.103)

**Step 2**

In this step, we introduce radix-(4 x 4 x 4) index maps by further decomposing (5.102), for \((a,b,c) \neq (0,0,0)\). This is achieved by changing the variables \(n_i\) and \(k_i\) in (5.102) by

\[
n_i + \frac{N}{4}p_i, \ 0 \leq n_i \leq \frac{N}{4} - 1, \ p_i = 0, 1 \] (5.104)
\[2k_i + q_i, \ 0 \leq k_i \leq \frac{N}{4} - 1, \ q_i = 0, 1\]  
(5.105)

respectively. Then, using the facts that \(\text{cas}\left(-\frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i\right) = \text{cas}\left(\frac{2\pi}{N/4} \sum_{i=1}^{3} \left(\frac{N}{4} - n_i\right) k_i\right)\)

and

\[(1 + j)W_{N/4}^{\sum_{i=1}^{3} n_i k_i} = \text{cas}\left(\frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i\right) + j\text{cas}\left(-\frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i\right),\]  
(5.102) can be written as

\[
Y_{abc} \left(n_1 + \frac{N}{4} p_1, n_2 + \frac{N}{4} p_2, n_3 + \frac{N}{4} p_3\right) = \text{Re} \left[ (-j)^{a p_1 + b p_2 + c p_3} \sum_{q_1=0}^{1} \sum_{q_2=0}^{1} \sum_{q_3=0}^{1} (-1)^{\sum_{i=1}^{3} n_i q_i} \right.
\]

\[
\left. \sum_{q_1=0}^{1} \sum_{q_2=0}^{1} \sum_{q_3=0}^{1} \left( W_N^{a n_1 + b n_2 + c n_3} W_{N/2}^{\sum_{i=1}^{3} n_i q_i} F_{n_1, n_2, n_3}^{abc} (q_1, q_2, q_3) \right) \right],
\]

\[
0 \leq n_i \leq \frac{N}{4} - 1, \ p_i = 0, 1, \ a, b, c = 0, 1, \ (a, b, c) \neq (0, 0, 0)\]  
(5.106)

where

\[
F_{n_1, n_2, n_3}^{abc} (q_1, q_2, q_3) = \sum_{k_1=0}^{N/4-1} \sum_{k_2=0}^{N/4-1} \sum_{k_3=0}^{N/4-1} x(4k_1 + 2q_1 + a, 4k_2 + 2q_2 + b, 4k_3 + 2q_3 + c) \text{cas} \left(\frac{2\pi}{N/4} \sum_{i=1}^{3} n_i k_i\right),
\]

\[
0 \leq n_i \leq \frac{N}{4} - 1, \ q_i = 0, 1, \ a, b, c = 0, 1, \ (a, b, c) \neq (0, 0, 0)\]  
(5.107)

It is clear that (5.107) represents a set of 56 \(\left(\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4}\right)\)-point 3-D DHTs. For fixed combinations of \((n_1, n_2, n_3)\) and \((a, b, c)\), the quantity between brackets in (5.106) can be recognized as a sum of two \((2 \times 2 \times 2)\)-point 3-D DFTs that are multiplied by some trivial twiddle factors 1, -1, \(j\) or \(-j\). The input sequences of these two DFTs are obtained using
(5.107). Now, using matrix form representation, (5.106) can be expressed as

\[
Y_{n_1,n_2,n_3}^{abc} = \text{Re} \left[ J_{te}^{abc} - j J_{re}^{abc} \right] H_2 \left( C_{n_1,n_2,n_3}^{abc} - j S_{n_1,n_2,n_3}^{abc} \right) F_{n_1,n_2,n_3}^{abc}
+ \left( J_{im}^{abc} + j J_{re}^{abc} \right) H_2 \left( C_{n_1,n_2,n_3}^{abc} - j S_{n_1,n_2,n_3}^{abc} \right) F_{\frac{N}{4}-n_1,n_2,n_3}^{abc} 
\]

\[
= J_{re}^{abc} H_2 \left( C_{n_1,n_2,n_3}^{abc} F_{n_1,n_2,n_3}^{abc} + S_{n_1,n_2,n_3}^{abc} F_{\frac{N}{4}-n_1,n_2,n_3}^{abc} \right) 
+ J_{im}^{abc} H_2 \left( -S_{n_1,n_2,n_3}^{abc} F_{n_1,n_2,n_3}^{abc} + C_{n_1,n_2,n_3}^{abc} F_{\frac{N}{4}-n_1,n_2,n_3}^{abc} \right)
\]

\[
0 \leq n_i \leq \frac{N}{4} - 1, \ a, b, c = 0, 1, (a,b,c) \neq (0,0,0) \quad (5.108)
\]

where

\[
F_{n_1,n_2,n_3}^{abc} = \begin{bmatrix}
F_{n_1,n_2,n_3}^{abc} (0,0,0) \\
F_{n_1,n_2,n_3}^{abc} (0,0,1) \\
F_{n_1,n_2,n_3}^{abc} (0,1,0) \\
F_{n_1,n_2,n_3}^{abc} (0,1,1) \\
F_{n_1,n_2,n_3}^{abc} (1,0,0) \\
F_{n_1,n_2,n_3}^{abc} (1,0,1) \\
F_{n_1,n_2,n_3}^{abc} (1,1,0) \\
F_{n_1,n_2,n_3}^{abc} (1,1,1)
\end{bmatrix} \quad (5.109)
\]

and

\[
Y_{n_1,n_2,n_3}^{abc} = \begin{bmatrix}
Y_{abc} (n_1,n_2,n_3) \\
Y_{abc} (n_1,n_2,n_3+N/4) \\
Y_{abc} (n_1,N/4,n_3) \\
Y_{abc} (n_1,n_2+N/4,n_3) \\
Y_{abc} (n_1+N/4,n_2,n_3) \\
Y_{abc} (n_1+N/4,n_2+N/4,n_3) \\
Y_{abc} (n_1+N/4,n_2,n_3+N/4) \\
Y_{abc} (n_1+N/4,n_2+N/4,n_3+N/4) \\
Y_{abc} (n_1+N/4,n_2+N/4,n_3+N/4)
\end{bmatrix} \quad (5.110)
\]
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Since the in-place computation property is highly desirable to reduce the storage, especially for the 3-D case, we use the same input samples of (5.108) in the computation of the vector \( Y_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}} \). This can be achieved by replacing \( n_i \) by \( \frac{N}{n_i} \) in (5.108). Then, we obtain

\[
Y_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} = Y_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} H^{23}_{R} \left( C_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} + S_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} \right) + 
\]

\[
J_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} H^{23}_{R} \left( -S_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} + C_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} \right),
\]

\[
0 \leq n_i \leq \frac{N}{4} - 1, \quad a, b, c = 0, 1, (a, b, c) \neq (0, 0, 0) \quad (5.111)
\]

From (5.92), it is seen that

\[
C_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} = \begin{cases} 
(-1)^{a+b+c} & RS_{n_1, n_2, n_3}^{abc}, \text{ when } a + b + c \text{ is odd} \\
(-1)^{a+b+c-1} & RC_{n_1, n_2, n_3}^{abc}, \text{ when } a + b + c \text{ is even} 
\end{cases} \quad (5.112)
\]

Similarly, from (5.93), we obtain

\[
S_{\frac{N}{n_1}, \frac{N}{n_2}, \frac{N}{n_3}}^{abc} = \begin{cases} 
(-1)^{a+b+c-1} & RC_{n_1, n_2, n_3}^{abc}, \text{ when } a + b + c \text{ is odd} \\
(-1)^{a+b+c} & RS_{n_1, n_2, n_3}^{abc}, \text{ when } a + b + c \text{ is even} 
\end{cases} \quad (5.113)
\]

Now, in order to avoid the redundant operations in (5.108) and (5.111), we use (5.112) and (5.113) in (5.111), combine the result of (5.111) with (5.108), and vary one of the indices out of \( n_1, n_2, \) and \( n_3 \) from 0 to \( \left( \frac{N}{8} - 1 \right) \) and the remaining ones from 0 to \( \left( \frac{N}{4} - 1 \right) \).

Without loss of generality, let us assume that \( 0 \leq n_1 \leq \frac{N}{8} - 1 \) and \( 0 \leq n_2, n_3 \leq \frac{N}{4} - 1 \).

Therefore, a closed-form expression for the general sub-butterfly of the proposed radix-
\[
\begin{align*}
\left( \begin{array}{c}
Y_{abc}^{n_1,n_2,n_3} \\
Y_{abc}^{\frac{N}{4}-n_1,\frac{N}{4}-n_2,\frac{N}{4}-n_3}
\end{array} \right) &= A_t^{abc} \left( \begin{array}{cc}
C_{n_1,n_2,n_3}^{abc} & S_{n_1,n_2,n_3}^{abc} \\
S_{n_1,n_2,n_3}^{abc} & C_{n_1,n_2,n_3}^{abc}
\end{array} \right) \left( \begin{array}{c}
F_{abc}^{n_1,n_2,n_3} \\
F_{abc}^{\frac{N}{4}-n_1,\frac{N}{4}-n_2,\frac{N}{4}-n_3}
\end{array} \right),
\end{align*}
\]

\[0 \leq n_1 \leq \frac{N}{8} - 1, \ 0 \leq n_2, n_3 \leq \frac{N}{4} - 1, \ a, b, c = 0, 1, (a, b, c) \neq (0, 0, 0) \ (5.114)\]

where the matrix \( A_t^{abc} \) is the transpose of the matrix \( A^{abc} \) given by (5.88). For given combinations of \((n_1, n_2, n_3)\) and \((a, b, c)\), the sub-butterfly given by (5.114) computes 16 points that require the knowledge of the 16 points of the right hand side vector, which in turn are obtained from the DHTs given by (5.107). For a given combination of \((n_1, n_2, n_3)\), the sub-butterflies corresponding to the seven combinations of \((a, b, c)\) require 112 points to be obtained from (5.107). In order to use, for a fixed combination of \((n_1, n_2, n_3)\), all the points computed by (5.114), we rearrange (5.99) as

\[
\begin{align*}
\left( \begin{array}{c}
X_{n_1+\frac{N}{2} p_1, n_2+\frac{N}{2} p_2, n_3+\frac{N}{2} p_3}^{N} \\
X_{\frac{N}{4}-n_1+\frac{N}{2} p_1, \frac{N}{4}-n_2+\frac{N}{2} p_2, \frac{N}{4}-n_3+\frac{N}{2} p_3}^{N}
\end{array} \right) &= \begin{bmatrix} H_3^3 & 0 \\ 0 & H_3^3 \end{bmatrix} \left( \begin{array}{c}
Y_{n_1+\frac{N}{2} p_1, n_2+\frac{N}{2} p_2, n_3+\frac{N}{2} p_3}^{N} \\
Y_{\frac{N}{4}-n_1+\frac{N}{2} p_1, \frac{N}{4}-n_2+\frac{N}{2} p_2, \frac{N}{4}-n_3+\frac{N}{2} p_3}^{N}
\end{array} \right),
\end{align*}
\]

\[0 \leq n_1 \leq \frac{N}{8} - 1, \ 0 \leq n_2, n_3 \leq \frac{N}{4} - 1, \ p_i = 0, 1 \ (5.115)\]

It is clear that, for a fixed combination of \((n_1, n_2, n_3)\), (5.115) computes 128 points of the desired output sequence \(X(n_1, n_2, n_3)\) using 16 points obtained from the output sequence \(Y_{000}(n_1, n_2, n_3)\) of the \(\left(\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2}\right)\)-point 3-D DHT given by (5.103) and 112 points obtained from the sub-butterfly given by (5.114). The input points of (5.114) are obtained from the output sequences of the corresponding \(\left(\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4}\right)\)-point 3-D DHTs given by (5.107).
In summary, in the proposed radix-(2 × 2 × 2)/(4 × 4 × 4) DIF FHT algorithm, the computation of the $(N \times N \times N)$-point 3-D DHT consists of computing one $(\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2})$-point 3-D DHT given by (5.103) and 56 $(\frac{N}{4} \times \frac{N}{4} \times \frac{N}{4})$-point 3-D DHTs given by (5.107). The output points of the DHTs given by (5.107) are used to process the sub-butterfly given by (5.114). The results obtained from (5.114) and the output points of the DHT given by (5.103) are used in (5.115) to compute the samples of the desired output sequence $X(n_1,n_2,n_3)$. The desired 3-D DHT is obtained by repeating $\frac{N^3}{128}$ times the butterfly given by (5.114) and (5.115). This computation process is applied successively for the computation of each of the required DHTs until only some $(2 \times 2 \times 2)$-point 3-D DHTs need to be computed.

5.3.3 Computational Complexity

In this section, we consider the performance of the proposed radix-(2 × 2 × 2)/(4 × 4 × 4) DIF and DIT FHT algorithms by analyzing their computational complexities and comparing them with those of the existing 3-D FHT algorithms. This comparison is made with the 3-D radix-(2 × 2 × 2) FHT algorithms of [65] and [66]. Note that the computational complexities of the algorithms of [65] and [66] are exactly the same, and the algorithm in [65] has been shown to be more efficient than all the other existing algorithms appearing before 2001 and reported in [59], [61], [63] including the traditional row-column method. The comparison is also made with a subsequent algorithm reported in [68]. Since the proposed radix-(2 × 2 × 2)/(4 × 4 × 4) DIF and DIT FHT algorithms are based on the same decomposition philosophy, their computational complexities are exactly the same. Therefore, the analysis of the computational complexity of only one would be sufficient. Let us consider the computational complexity of the proposed radix-(2 × 2 × 2)/(4 × 4 × 4) DIF FHT algorithm.
5.3.3.1 Arithmetic Complexity

From (5.89) and (5.90), we observe that four of the elements of the diagonal matrix $J^{abc}_{\text{re}}$ or $J^{abc}_{\text{im}}$ are zero, whereas the remaining four elements are either 1 or -1. Hence, the matrix $H_{23} J^{abc}_{\text{re}}$ or $H_{23} J^{abc}_{\text{im}}$ introduces only 8 additions in (5.87). If the 4mult-2add scheme is considered, the general butterfly of the proposed 3-D DIF FHT algorithm based on (5.95) and (5.87) requires 224 multiplications and 832 additions. The decomposition process of the algorithm consists of dividing the $(N \times N \times N)$-point DHT into one $(N/2 \times N/2 \times N/2)$-point DHT and 56 $(N/4 \times N/4 \times N/4)$-point DHTs. This is achieved by performing $N^3_{128}$ general butterflies. The decomposition process is repeated successively for each of the new resulting DHTs, until the problem is reduced to some $(2 \times 2 \times 2)$-point 3-D DHTs in the last stage. Therefore, it is seen that the expressions for the numbers of multiplications and additions required by the two-butterfly implementation (one general and one for computing $(2 \times 2 \times 2)$-point DHTs) of the proposed FHT algorithm are, respectively,

$$M^{42}_{T_2/4} (3,N) = 1.75 N^3 + M^{42}_{T_2/4} \left(3, \frac{N}{2}\right) + 56 M^{42}_{T_2/4} \left(3, \frac{N}{4}\right), \quad N > 2,$$

$$M^{42}_{T_2/4} (3,2) = M^{42}_{T_2/4} (3,1) = 0 \quad (5.116)$$

and

$$A^{42}_{T_2/4} (3,N) = 6.5 N^3 + A^{42}_{T_2/4} \left(3, \frac{N}{2}\right) + 56 A^{42}_{T_2/4} \left(3, \frac{N}{4}\right), \quad N > 2,$$

$$A^{42}_{T_2/4} (3,2) = 24, \quad A^{42}_{T_2/4} (3,1) = 0 \quad (5.117)$$

Similarly, if the 3mult-3add scheme is considered, it can be shown that the corresponding expressions for the numbers of multiplications and additions are
\[ M_{r2/4}^{33}(3, N) = 1.3125N^3 + M_{r2/4}^{33} \left( \frac{3}{2}, \frac{N}{2} \right) + 56M_{r2/4}^{33} \left( \frac{3}{4}, \frac{N}{4} \right), \quad N > 2, \]
\[ M_{r2/4}^{33}(3, 2) = M_{r2/4}^{33}(3, 1) = 0 \quad (5.118) \]

and

\[ A_{r2/4}^{33}(3, N) = 6.9375N^3 + A_{r2/4}^{33} \left( \frac{3}{2}, \frac{N}{2} \right) + 56A_{r2/4}^{33} \left( \frac{3}{4}, \frac{N}{4} \right), \quad N > 2, \]
\[ A_{r2/4}^{33}(3, 2) = 24, \quad A_{r2/4}^{33}(3, 1) = 0 \quad (5.119) \]

The expressions for the numbers of non-trivial multiplications and additions required by the proposed FHT algorithm are, respectively,

\[ M_{r2/4}^{42}(3, N) = 1.75N^3 - 10.5N^2 + M_{r2/4}^{42} \left( \frac{3}{2}, \frac{N}{2} \right) + 56M_{r2/4}^{42} \left( \frac{3}{4}, \frac{N}{4} \right), \quad N > 4, \]
\[ M_{r2/4}^{42}(3, 4) = M_{r2/4}^{42}(3, 2) = 0 \quad (5.120) \]

and

\[ A_{r2/4}^{42}(3, N) = 6.5N^3 - 3.5N^2 + A_{r2/4}^{42} \left( \frac{3}{2}, \frac{N}{2} \right) + 56A_{r2/4}^{42} \left( \frac{3}{4}, \frac{N}{4} \right), \quad N > 4, \]
\[ A_{r2/4}^{42}(3, 4) = 384, \quad A_{r2/4}^{42}(3, 2) = 24, \quad (5.121) \]

in the case of the 4mult-2add scheme, and

\[ M_{r2/4}^{33}(3, N) = 1.3125N^3 - 7N^2 + M_{r2/4}^{33} \left( \frac{3}{2}, \frac{N}{2} \right) + 56M_{r2/4}^{33} \left( \frac{3}{4}, \frac{N}{4} \right), \quad N > 4, \]
\[ M_{r2/4}^{33}(3, 4) = M_{r2/4}^{33}(3, 2) = 0 \quad (5.122) \]
and

\[ A^{33}_{r2/4}(3, N) = 6.9375N^3 - 7N^2 + A^{33}_{r2/4}(3, \frac{N}{2}) + 56A^{33}_{r2/4}(3, \frac{N}{4}), \quad N > 4, \]

\[ A^{33}_{r2/4}(3, 4) = 384, \quad A^{33}_{r2/4}(3, 2) = 24, \quad (5.123) \]

in the case of the 3mult-3add scheme.

To carry out a fair and comprehensive comparison, we also consider the numbers of multiplications and additions required by the one-butterfly, two-butterfly and multiple-butterfly implementations of the existing 3-D radix-(2 × 2 × 2) FHT algorithms. The arithmetic complexities required by these algorithms along with those required by the proposed ones for various transform sizes \((N \times N \times N)\) are given in Tables 5.7-5.10. We see from these tables that the proposed FHT algorithms reduce substantially the number of multiplications as well as the number of additions. For example, if the 3mult-3add scheme is considered, savings of about more than 40% in the number of multiplications and about more than 10% in the number of additions can be easily achieved using the two-butterfly implementation of the proposed FHT algorithm over the two-butterfly implementation of the radix-(2 × 2 × 2) algorithm.

The 3-D DHT can also be computed using the approach recently reported in [68]. This approach requires \(\frac{1}{2}N^3 \log_2 N - \frac{15}{14}N^3 + \frac{64}{14}N^3\) non-trivial multiplications, \(\frac{7}{2}N^3 \log_2 N - \frac{29}{14}N^3 + \frac{176}{14}N^3\) non-trivial additions, and a special sequence reordering. This reordering requires \((\frac{1}{2} - \frac{1}{N})N^3\) multiplications, \((\frac{1}{2} - \frac{1}{N})N^3\) additions, \((\frac{1}{2} - \frac{1}{N})N^3\) modulo operations, and \((\frac{1}{2} - \frac{1}{N})N^3\) bit-shift operations. These requirements along with those of the proposed algorithm are given in Table 5.11. It is clear from this table that the two algorithms have comparable arithmetic complexities. However, as discussed below, the overall structural and computational complexity of the algorithm in [68] is larger than those of the proposed FHT algorithms.
Table 5.7: Number of arithmetic operations required for the computation of the 3-D DHT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 x 2 x 2) FHTs in [65], [66]</th>
<th>Proposed radix-(2 x 2 x 2)/(4 x 4 x 4) FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
</tr>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>5.25</td>
<td>11.62</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>7</td>
<td>15.5</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>8.75</td>
<td>19.37</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>10.5</td>
<td>23.25</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>12.25</td>
<td>27.12</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>14</td>
<td>31</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>15.75</td>
<td>34.87</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>17.5</td>
<td>38.75</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>19.25</td>
<td>42.62</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>21</td>
<td>46.5</td>
</tr>
</tbody>
</table>

Table 5.8: Number of arithmetic operations required for the computation of the 3-D DHT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-(2 x 2 x 2) FHTs in [65], [66]</th>
<th>Proposed radix-(2 x 2 x 2)/(4 x 4 x 4) FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
</tr>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>3.93</td>
<td>12.93</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>5.25</td>
<td>17.25</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>6.56</td>
<td>21.56</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>7.87</td>
<td>25.87</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>9.18</td>
<td>30.18</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>10.5</td>
<td>34.5</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>11.81</td>
<td>38.81</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>13.12</td>
<td>43.12</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>14.43</td>
<td>47.43</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>15.75</td>
<td>51.75</td>
</tr>
</tbody>
</table>
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Table 5.9: Number of non-trivial operations required for the computation of the 3-D DHT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-$(2 \times 2 \times 2)$ FHTs in [65], [66]</th>
<th>Proposed radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.4375</td>
<td>9.4375</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>1.5312</td>
<td>13.0938</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>2.9531</td>
<td>16.8594</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>4.5391</td>
<td>20.6797</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>6.2070</td>
<td>24.5273</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>7.9160</td>
<td>28.3887</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>9.6455</td>
<td>32.2568</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>11.3853</td>
<td>36.1284</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>13.1301</td>
<td>40.0017</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>14.8776</td>
<td>43.8759</td>
</tr>
</tbody>
</table>

Table 5.10: Number of non-trivial operations required for the computation of the 3-D DHT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Radix-$(2 \times 2 \times 2)$ FHTs in [65], [66]</th>
<th>Proposed radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults. /point</td>
<td>Adds. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.1094</td>
<td>9.7656</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>0.8203</td>
<td>13.8047</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>1.8320</td>
<td>17.9805</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>2.9941</td>
<td>22.2246</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>4.2314</td>
<td>26.5029</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>5.5063</td>
<td>30.7983</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>6.8003</td>
<td>35.1025</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>8.1031</td>
<td>39.4105</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>9.4109</td>
<td>43.7209</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>10.7211</td>
<td>48.0323</td>
</tr>
</tbody>
</table>
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Table 5.11: Number of non-trivial operations required for the computation of the 3-D DHT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform Size $N \times N \times N$</th>
<th>Polynomial transform algorithm in [68]</th>
<th>Proposed radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FHTs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mults./point</td>
<td>Adds./point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.81</td>
<td>8.82</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>1.36</td>
<td>12.36</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>1.89</td>
<td>15.89</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>2.41</td>
<td>19.41</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>2.92</td>
<td>22.92</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>3.42</td>
<td>26.42</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>3.92</td>
<td>29.92</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>4.42</td>
<td>33.42</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>4.92</td>
<td>36.92</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>5.42</td>
<td>40.42</td>
</tr>
</tbody>
</table>

The popularity of the DHT is mainly due to the fact that the forward and inverse transforms can be computed using only a single FHT algorithm. Unfortunately, this very useful property of the DHT in requiring only a single algorithm is lost when we consider the approach reported in [68], since the algorithm requires the implementation of two different complicated algorithms, one for computing the 1-D type-II-DWTs and the other for the 3-D polynomial transforms. Moreover, the approach in [68] requires a special sequence reordering, thus necessitating extra multiplications, additions, modulo operations, and bit-shift operations. Further, these time-consuming overhead operations contribute significantly to an increase in the overall structural complexity of the algorithm. Another drawback of this approach is that it does not have the butterfly-style and in-place computation properties, thereby requiring a large memory. Due to these drawbacks, the algorithm in [68] would not be attractive for software or hardware implementation. However, the proposed FHT algorithms have more regular and simple structures using butterfly-style and in-place computations.
5.3.3.2 Data Transfers

We first give a brief implementation scheme of the proposed radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FHT algorithm by considering the implementation of the butterfly given by (5.95) and (5.87). For a given combination of \(k_1, k_2, k_3\), by reading eight points from the off-chip memory according to (5.63) to compute the operation given by (5.62), we obtain the eight points given by (5.64). The first point \(y_{000}(k_1, k_2, k_3)\) of (5.64) is returned to the off-chip memory, whereas the other seven points are kept in the on-chip memory since they are used according to (5.91) by the general sub-butterfly given by (5.87). These operations are repeated 16 times to complete the computation of the operation given by (5.95). The seven 16-point results kept in the on-chip memory are used to process the general sub-butterfly. This completes the process of the butterfly. For all the combinations of \(k_1, k_2, k_3\), \(0 \leq k_1 \leq \frac{N}{8} - 1, 0 \leq k_2, k_3 \leq \frac{N}{4} - 1\), the results returned to the off-chip memory are grouped to form the input sequence \(y_{000}(k_1, k_2, k_3)\) of the \((\frac{N}{4} \times \frac{N}{2} \times \frac{N}{4})\)-point 3-D DHT given by (5.54). The 56 input sequences of the \((\frac{N}{4} \times \frac{N}{2} \times \frac{N}{4})\)-point 3-D DHTs given by (5.86) are formed by grouping appropriately the results of the output vector given by (5.87). This completes the first stage of the proposed decomposition.

Then, it can be shown that the expression for the number of data transfers, not including the read operations for the twiddle factors, required by the proposed DIF FHT algorithm is given by

\[
D_{\text{r2/4}}(3,N) = N^3 + D_{\text{r2/4}} \left(3, \frac{N}{2}\right) + 56D_{\text{r2/4}} \left(3, \frac{N}{4}\right), \quad N > 2,
\]

\[
D_{\text{r2/4}}(3,2) = 8, \quad D_{\text{r2/4}}(3,1) = 0
\]

(5.124)

The corresponding expression for the radix-\((2 \times 2 \times 2)\) FHT algorithm is given by

\[
D_{\text{r2}}(3,N) = N^3 \log_2 N
\]

(5.125)
Table 5.12: Comparison of the number of data transfers

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>$\frac{D_{r_2}(3, N)}{N^3}$</th>
<th>$\frac{D_{r_2/4}(3, N)}{N^3}$</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>3</td>
<td>2.0156</td>
<td>32.81</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>4</td>
<td>2.2363</td>
<td>44.09</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>5</td>
<td>3.0432</td>
<td>39.13</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>6</td>
<td>3.3732</td>
<td>44.38</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>7</td>
<td>4.08</td>
<td>41.71</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>8</td>
<td>4.43</td>
<td>44.62</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>9</td>
<td>5.1237</td>
<td>43.07</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>10</td>
<td>5.5167</td>
<td>44.83</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>11</td>
<td>6.1728</td>
<td>43.88</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>12</td>
<td>6.5988</td>
<td>45.01</td>
</tr>
</tbody>
</table>

The numbers of data transfers for the two FHT algorithms are compared in Table 5.12, for various values of $N$. It is clear from this table that the radix-(2 × 2 × 2)/(4 × 4 × 4) FHT algorithm requires about 40% less data transfer operations than that required in the radix-(2 × 2 × 2) FHT algorithm. Hence, similar reduction is also obtained in the case of the address generation.

5.3.3.3 Twiddle factors

The general butterfly of the radix-(2 × 2 × 2)/(4 × 4 × 4) DIF FHT algorithm requires 112 twiddle factors (cosine and sine), whereas that of the radix-(2 × 2 × 2) FHT algorithm requires 14 twiddle factors. Therefore, it is seen that the expression for the number of twiddle factors required by the two-butterfly implementation of the radix-(2 × 2 × 2)/(4 × 4 × 4) FHT algorithm is given by

$$T_{r_2/4}^{22}(3, N) = 112 \frac{N^3}{128} + T_{r_2/4}^{22}(3, \frac{N}{2}) + 56T_{r_2/4}^{22}(3, \frac{N}{4}), \quad N > 2,$$

$$T_{r_2/4}^{22}(3, 2) = T_{r_2/4}^{22}(3, 1) = 0 \quad (5.126)$$
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Table 5.13: Comparison of the number of twiddle factor evaluations or accesses to the lookup table

<table>
<thead>
<tr>
<th>Transform size</th>
<th>Radix-$(2 \times 2 \times 2)$ FHTs</th>
<th>Proposed radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FHTs</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N \times N \times N$</td>
<td>Using one butterfly</td>
<td>Using two butterflies</td>
<td>Using two butterflies</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^k$</td>
<td>$T_{r2}^{42}(3, N)/N^3$ (A)</td>
<td>$T_{r2}^{42}(3, N)/N^3$ (B)</td>
<td>$T_{r2/4}^{42}(3, N)/N^3$ (C)</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+1}$</td>
<td>3.5</td>
<td>2.625</td>
<td>1.7637</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+2}$</td>
<td>4.375</td>
<td>3.5</td>
<td>1.9568</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+3}$</td>
<td>5.25</td>
<td>4.375</td>
<td>2.6628</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+4}$</td>
<td>6.125</td>
<td>5.25</td>
<td>2.92</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+5}$</td>
<td>7</td>
<td>6.125</td>
<td>3.57</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+6}$</td>
<td>7.875</td>
<td>7</td>
<td>3.8763</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+7}$</td>
<td>8.75</td>
<td>7.875</td>
<td>4.4833</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+8}$</td>
<td>9.625</td>
<td>8.75</td>
<td>4.8272</td>
</tr>
<tr>
<td>$2^k \times 2^k \times 2^{k+9}$</td>
<td>10.5</td>
<td>9.625</td>
<td>5.4012</td>
</tr>
</tbody>
</table>

The corresponding expression for the one-butterfly ($s = 0$) or two-butterfly ($s = 1$) implementation of the radix-$(2 \times 2 \times 2)$ FHT algorithm is given by

$$T_{r2}^{42}(3, N) = 14 \frac{N^3}{16} \log_2 \frac{N}{2^s}$$ (5.127)

The numbers of twiddle factor evaluations or accesses to the lookup table for the two algorithms are compared in Table 5.13. It is clear from this table that savings of about 40% in the number of twiddle factor evaluations or accesses to the lookup table can be achieved using the proposed radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FHT algorithms over the one-butterfly and two-butterfly implementations of the radix-$(2 \times 2 \times 2)$ FHT algorithms. Note that, when the lookup table is used, similar savings are obtained by the proposed FHT algorithms in the address generation for reading the twiddle factors.
5.4 Summary

In this chapter, new radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT and FHT algorithms for computing, respectively, the 3-D DFT and DHT have been developed using DIF and/or DIT decompositions. The proposed algorithms are based on the radix-2/4 approach that has been introduced by using an appropriate index mapping to carry out the decomposition of the 3-D DFT or DHT in two distinct steps. In the first step, the decomposition has been carried out by using radix-\((2 \times 2 \times 2)\) index maps, and in the second step further decomposition has been carried out by introducing radix-\((4 \times 4 \times 4)\) index maps. The introduction of these two steps and the use of the Kronecker product enable us to develop 3-D FFT and FHT algorithms whose butterflies are characterized by simple closed-form expressions. It has been shown that the proposed 3-D FFT (or FHT) algorithm substantially reduces the number of arithmetic operations, data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table compared to that required by the existing 3-D radix-\((2 \times 2 \times 2)\) FFT (or FHT) algorithm. The proposed 3-D FFT and FHT algorithms have significantly reduced structural complexities compared to the corresponding polynomial transform algorithms.
Chapter 6

A New radix-2/8 Approach

6.1 Introduction

It has been shown in the literature that the 1-D and 2-D FFT and FHT algorithms, based on the radix-2/4 approach, are more efficient than the other existing ones [11], [17], [29], [30], [45], [56], [57], [64]. In Chapter 5, we have shown that the radix-2/4 approach is superior to the other existing approaches even in the 3-D case. The efficiency of this approach is obtained by taking advantage of the lowest structural complexity provided by the radix-2 approach and reduced computational complexity provided by the radix-4 approach. Even though the radix-2/4 algorithms are the simplest algorithms having the lowest number of arithmetic operations, there is still a scope for further improvement in terms of the number of data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table, which also significantly increase the complexity of the algorithms.

In this chapter, the problem of reducing the complexity in the computation of the 1-D DFT and DHT of lengths $N = q \times 2^m$, where $q$ and $m$ are integers is addressed, and a new radix-2/8 approach is proposed by a simultaneous use of the radix-2 and radix-8 approaches [120]-[123]. This new approach takes advantage offered by the radix-2 approach discussed
in Chapter 1 and that offered by the radix-8 approach discussed in Chapter 4. This approach will be extended to 2-D and 3-D DFTs in the next chapter.

6.2 Radix-2/8 Approach for the Computation of Length-\(q \times 2^m\) 1-D DFT

The radix-2/4 approach of Duhamel-Hollmann differs from that of Cooley-Tukey in the decomposition process. For example, in the Cooley-Tukey radix-2 FFT, radix-2 index maps are used to decompose both the even and odd indexed terms of the DFT, while in the radix-2/4 FFT, radix-4 index maps are used in the decomposition of the odd indexed terms. In other words, the radix-2/4 FFT consists of dividing a length-\(N\) DFT into one length-\(N/2\) DFT and two length-\(N/4\) DFTs in the first stage and repeating successively the process until the size is reduced to a 2-point DFT without twiddle factors. This significantly reduces the number of arithmetic operations as compared with the fixed-radix Cooley-Tukey FFT [4], [36], [32]. In 2000, Grigoryan and Agaian [19] proposed another algorithm that reduces the number of arithmetic operations for DFTs of lengths larger than 256 at the expense of a more complicated structure compared to that of the radix-2/4 FFT algorithm; however, it is computationally less efficient for smaller lengths. Even though the radix-2/4 FFT algorithm is the simplest algorithm having the lowest number of arithmetic operations, the number of data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table is still high.

The radix-2/4 FFT algorithm was mainly proposed for length-\(2^m\) DFTs. In order to explore the performance of the split-radix approach in the other DFTs, the idea of the radix-2/4 FFT proposed in [11] has been extended to the length-\(p^m\) [14] and length-\(q \times 2^m\) DFTs [17]. Specifically, the algorithm in [17] consists of dividing a length-\(N\) DFT into one length-\(N/2\) DFT and two length-\(N/4\) DFTs in the first stage and repeating successively the
process until the size is reduced to a $2q$-point or a $q$-point DFT. It has been shown that
this algorithm reduces the number of arithmetic operations compared with other reported
algorithms [2], [5], [6], [13], [14].

In order to address the problem of reducing the number of data transfers, address gen-
erations, and twiddle factor evaluations or accesses to the lookup table, we explore the
possibility of using radix-8 index maps in the decomposition process. In [11], the authors
claim that the computation of the odd terms of the split-radix DFT through a radix-8 does
not improve the algorithm. In [124], the author states "It can easily be checked out that a $\frac{2}{8}$-
split-radix algorithm is worse than a $\frac{2}{4}$-split-radix algorithm from an arithmetic complexity
point of view". In 2001, Takahashi [20] directly used the radix-8 in the decomposition of
the odd terms. This, of course, led to an algorithm with an increased arithmetic complexity.

In this section, we develop a new radix-2/8 FFT algorithm [120], [121] by an appro-
priate simultaneous use of the radix-2 and radix-8 index maps and show that, for the case
of the DFT of length $N = 2^m$, we can substantially reduce the number of data transfers,
address generations and twiddle factor evaluations or accesses to the lookup table, without
increasing the number of arithmetic operations from that of the radix-2/4 FFT algorithm.
We also show that these results hold for the case of the DFT of length $N = q \times 2^m$.

6.2.1 Proposed Radix-2/8 DIF FFT Algorithm

From (3.1), the 1-D DFT of length $N$ is given by

$$\bar{X}(n) = \sum_{k=0}^{N-1} \bar{x}(k) W_N^{nk}, \quad 0 \leq n \leq N - 1$$  (6.1)

The sequence length $N$ is assumed to be $q \times 2^m$, where $q$ is an odd integer and $m > 0$. Let us
first consider the case when $m = 1$. Then, the decomposition of the DFT coefficients $\bar{X}(n)$
in (6.1) into even-indexed and odd-indexed terms provides

\[ \tilde{X}(2n) = \sum_{k=0}^{q-1} (\tilde{x}(k) + \tilde{x}(k + q)) W_q^{nk}, \quad n = 0, 1, \ldots, q - 1 \quad (6.2) \]

\[ \tilde{X}((2n+q) \mod 2q) = \sum_{k=0}^{q-1} (\tilde{x}(k) - \tilde{x}(k + q)) (-1)^k W_q^{nk}, \quad n = 0, 1, \ldots, q - 1 \quad (6.3) \]

This decomposition consists of dividing the length-2q DFT into two length-q DFTs given by (6.2) and (6.3). In a similar way, when \( m = 2 \), the decomposition of (6.1) provides

\[ \tilde{X}(2n) = \sum_{k=0}^{2q-1} (\tilde{x}(k) + \tilde{x}(k + 2q)) W_{2q}^{nk}, \quad n = 0, 1, \ldots, (2q - 1) \quad (6.4) \]

for the even-indexed terms, and

\[ \tilde{X}((4n+q) \mod 4q) = \sum_{k=0}^{q-1} (\tilde{a}(k) + (-j)^q \tilde{a}(k + q)) (-j)^k W_q^{nk}, \quad n = 0, 1, \ldots, q - 1 \quad (6.5) \]

\[ \tilde{X}((4n+3q) \mod 4q) = \sum_{k=0}^{q-1} (\tilde{a}(k) + (j)^q \tilde{a}(k + q)) (j)^k W_q^{nk}, \quad n = 0, 1, \ldots, q - 1 \quad (6.6) \]

for the odd-indexed terms, where \( \tilde{a}(k) = \tilde{x}(k) - \tilde{x}(k + 2q) \). The length-4q DFT is thus decomposed into one length-2q DFT given by (6.4) and two length-q DFTs given by (6.5) and (6.6). We now propose the following new decomposition of (6.1) so that we can compute a length-\( q \times 2^m \) (\( m > 2 \)) DFT using a mixture of radix-2 and radix-8 index maps.

\[ \tilde{X}(2n) = \sum_{k=0}^{N/2-1} \tilde{a}_e(k) W_{N/2}^{nk}, \quad n = 0, 1, \ldots, (N/2 - 1) \quad (6.7) \]

for the even-indexed terms, and
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\[ \tilde{X} \left( (8n + q) \mod N \right) = \sum_{k=0}^{N/8-1} \left( \tilde{b}_e(k) + e^{-j\frac{2\pi}{4}k} \tilde{b}_e(k + N/8) \right) W_N^{qk} W_{N/8}^{nk}, \]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.8)

\[ \tilde{X} \left( (N + 8n - 3q) \mod N \right) = \sum_{k=0}^{N/8-1} \left( \tilde{b}_e(k) - e^{-j\frac{2\pi}{4}k} \tilde{b}_e(k + N/8) \right) W_N^{-3qk} W_{N/8}^{nk}, \]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.9)

\[ \tilde{X} \left( (8n+3q) \mod N \right) = \sum_{k=0}^{N/8-1} \left( \tilde{b}_o(k) + e^{-j\frac{3\pi}{4}k} \tilde{b}_o(k + N/8) \right) W_N^{3qk} W_{N/8}^{nk}, \]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.10)

\[ \tilde{X} \left( (N + 8n - q) \mod N \right) = \sum_{k=0}^{N/8-1} \left( \tilde{b}_o(k) - e^{-j\frac{3\pi}{4}k} \tilde{b}_o(k + N/8) \right) W_N^{-qk} W_{N/8}^{nk}, \]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.11)

for the odd-indexed terms. The sequences \( \tilde{b}_e(k) \) in (6.8) and (6.9), and \( \tilde{b}_o(k) \) in (6.10) and (6.11) can be expressed in a matrix form as

\[
\begin{bmatrix}
\tilde{b}_e(k) \\
\tilde{b}_o(k)
\end{bmatrix} = H_2 J \begin{bmatrix}
\tilde{a}_o(k) \\
\tilde{a}_o(k + N/4)
\end{bmatrix}
\] (6.12)

where

\[
J = \begin{bmatrix}
1 & 0 \\
0 & (-j)^q
\end{bmatrix}
\]
The sequences $\tilde{a}_e(k)$ in (6.7) and $\tilde{a}_o(k)$ in (6.12) can be obtained by

$$
\begin{bmatrix}
\tilde{a}_e(k) \\
\tilde{a}_o(k)
\end{bmatrix}
= \bf{H}_2 
\begin{bmatrix}
\tilde{x}(k) \\
\tilde{x}(k+N/2)
\end{bmatrix}
$$

(6.13)

which can be considered as the first step of the new decomposition. This first step is processed by applying a second-order Hadamard matrix $\bf{H}_2$ to the input sequence $\tilde{x}(k)$ without requiring the twiddle factors. Since the operation of multiplication of $(a+jb)$ by $(-j)$ converts the complex number $(a+jb)$ to the complex number $(b-ja)$, the matrix $\bf{J}$ introduced in (6.12) can be implemented within the address generation process, and hence, $\bf{J}$ does not require any additional processing time.

Let us use this decomposition to efficiently compute the length-8$q$ DFT with a minimum number of arithmetic operations. We let $N = 8q$ in (6.7)-(6.11). Then, (6.7) reduces to

$$
\tilde{X}(2n) = \sum_{k=0}^{4q-1} \tilde{a}_e(k)W_{4q}^{nk}, \quad n = 0, 1, \ldots, (4q-1)
$$

(6.14)

By adding (6.9) and (6.8) and dividing the result by two, we can form a new sequence $\tilde{g}_a(n)$ given by

$$
\tilde{g}_a(n) = \sum_{k=0}^{q-1} \left[ e^{-j\frac{\pi nq}{2}} \frac{1 + (-1)^k}{2} \tilde{b}_e(k) + e^{-j\frac{\pi nq}{4}} \frac{1 - (-1)^k}{2} \tilde{b}_e(k+q) \right] W_q^{nk},
$$

$$
\quad n = 0, 1, \ldots, q-1
$$

(6.15)

Similarly, subtracting (6.9) from (6.8) and dividing by two, we can form another sequence $\tilde{g}_s(n)$ given by

$$
\tilde{g}_s(n) = \sum_{k=0}^{q-1} \left[ e^{-j\frac{\pi nq}{4}} \frac{1 - (-1)^k}{2} \tilde{b}_e(k) + e^{-j\frac{\pi nq}{4}} \frac{1 + (-1)^k}{2} \tilde{b}_e(k+q) \right] W_q^{nk},
$$

$$
\quad n = 0, 1, \ldots, q-1
$$

(6.16)
Since \( q \) is an odd integer and \( k \) takes only even or odd integer values, the quantity within the brackets in (6.15) reduces either to \((-j)^{k/2}\tilde{b}_c(k)\) or \((-j)^{(q+k)/2}\tilde{b}_c(k+q)\). Also, the corresponding quantity in (6.16) reduces to \(\sqrt{2} (\pm 1 \pm j)\tilde{b}_c(k)\) or \(\sqrt{2} (\pm 1 \pm j)\tilde{b}_c(k+q)\). Hence, the length-\( q \) DFT given by (6.15) does not require to perform any pre-additions or pre-multiplications on the sequence \(\tilde{b}_c(k)\) or \(\tilde{b}_c(k+q)\); however, (6.16) can be considered as a length-\( q \) DFT scaled by a real factor \(\sqrt{2}\), whose input sequence is either \((\pm 1 \pm j)\tilde{b}_c(k)\) or \((\pm 1 \pm j)\tilde{b}_c(k+q)\). The final transform output sequences corresponding to (6.8) and (6.9) are obtained, respectively, by

\[
\tilde{X} \left( (8n+q) \mod 8q \right) = \tilde{g}_a(n) + \tilde{g}_s(n), \quad n = 0, 1, ..., q-1
\]  

(6.17)

and

\[
\tilde{X} \left( (8n+5q) \mod 8q \right) = \tilde{g}_a(n) - \tilde{g}_s(n), \quad n = 0, 1, ..., q-1
\]  

(6.18)

Similarly, using (6.10) and (6.11) we can form two more new sequences given by

\[
\tilde{h}_a(n) = \sum_{k=0}^{q-1} \left[ e^{-j\frac{3\pi k}{4} (1 + (-1)^k)} - e^{j\frac{3\pi (q+k) k}{4} (1 - (-1)^k)} \right] b_o(k) \tilde{b}_o(k+q) W_{q^n}^k \]  

\[
\tilde{h}_s(n) = \sum_{k=0}^{q-1} \left[ e^{-j\frac{3\pi k}{4} (1 - (-1)^k)} - e^{j\frac{3\pi (q+k) k}{4} (1 + (-1)^k)} \right] b_o(k) \tilde{b}_o(k+q) W_{q^n}^k \]  

(6.19)

(6.20)

For even values of \( k \), the quantities within the brackets in (6.19) and (6.20) reduce to \((-j)^{k/2}\tilde{b}_o(k)\) and \(\sqrt{2}(\pm 1 \pm j)\tilde{b}_o(k+q)\), respectively. The corresponding quantities for odd values of \( k \) reduce to \((-j)^{(q+k)/2}\tilde{b}_o(k+q)\) and \(\sqrt{2}(\pm 1 \pm j)\tilde{b}_o(k)\). Therefore, the computation of (6.19) and (6.20) is similar to that of (6.15) and (6.16), respectively. The final transform
output sequences corresponding to (6.10) and (6.11) are obtained, respectively, by

\[ \tilde{X}((8n + 3q) \mod 8q) = \tilde{h}_a(n) + \tilde{h}_s(n), \quad n = 0, 1, \ldots, q - 1 \]  

(6.21)

and

\[ \tilde{X}((8n + 7q) \mod 8q) = \tilde{h}_a(n) - \tilde{h}_s(n), \quad n = 0, 1, \ldots, q - 1 \]  

(6.22)

Thus, the computation of a length-8q DFT may be thought of as having being decomposed into five DFTs, as given by (6.14), (6.17), (6.18), (6.21) and (6.22). This decomposition is illustrated in Fig. 6.1. It is clear from this figure that the computation of a length-8q DFT requires one length-4q DFT, two length-q DFTs, two scaled length-q DFTs and some extra additions.

Let us now consider the general case when \( N > 8q \). We denote the input sequences
of the four length-$N/8$ DFTs given by (6.8)-(6.11), respectively, by $\tilde{c}_1(k)$, $\tilde{c}_{-3}(k)$, $\tilde{c}_3(k)$ and $\tilde{c}_{-1}(k)$. After certain mathematical transformations, these input sequences may be expressed in a compact form as

$$
\begin{bmatrix}
\tilde{c}_1(k) \\
\tilde{c}_{-3}(k) \\
\tilde{c}_3(k) \\
\tilde{c}_{-1}(k)
\end{bmatrix} = A_k \begin{bmatrix}
\tilde{b}_e(k) \\
\tilde{b}_e(k+N/8) \\
\tilde{b}_o(k) \\
\tilde{b}_o(k+N/8)
\end{bmatrix}, \quad k = 0, 1, ..., (N/8 - 1) \quad (6.23)
$$

where the matrix $A_k$ is given by

$$
A_k = E_k A \quad (6.24)
$$

In (6.24), the twiddle factor matrix $E_k$ is a diagonal matrix given by

$$
E_k = \begin{bmatrix}
W_N^{eqk} & 0 & 0 & 0 \\
0 & W_N^{-3qk} & 0 & 0 \\
0 & 0 & W_N^{3qk} & 0 \\
0 & 0 & 0 & W_N^{-qk}
\end{bmatrix} \quad (6.25)
$$

and the constant matrix $A$ is given by

$$
A = (I_2 \otimes H_2) D (I_2 \otimes C) \quad (6.26)
$$

where

$$
D = \begin{bmatrix}
I_2 & 0 \\
0 & J
\end{bmatrix},
$$

$$
C = \begin{bmatrix}
1 & 0 \\
0 & e^{-j\pi/4}
\end{bmatrix},
$$
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Finally, the general butterfly of the proposed radix-2/8 FFT algorithm is constructed using

\[
\begin{bmatrix}
\tilde{a}_e(k) \\
\bar{a}_e(k+N/8) \\
\bar{a}_e(k+N/4) \\
\bar{a}_e(k+3N/8) \\
\bar{a}_o(k) \\
\bar{a}_o(k+N/8) \\
\bar{a}_o(k+N/4) \\
\bar{a}_o(k+3N/8)
\end{bmatrix}
= (H_2 \otimes I_2 \otimes I_2)
\begin{bmatrix}
\tilde{x}(k) \\
\tilde{x}(k+N/8) \\
\tilde{x}(k+N/4) \\
\tilde{x}(k+3N/8) \\
\tilde{x}(k+N/2) \\
\tilde{x}(k+5N/8) \\
\tilde{x}(k+3N/4) \\
\tilde{x}(k+7N/8)
\end{bmatrix}, \quad k = 0, 1, \ldots, (N/8 - 1) \quad (6.27)
\]

\[
\begin{bmatrix}
\tilde{b}_e(k) \\
\bar{b}_e(k+N/8) \\
\bar{b}_o(k) \\
\bar{b}_o(k+N/8)
\end{bmatrix}
= (H_2 \otimes I_2)(J \otimes I_2)
\begin{bmatrix}
\tilde{a}_o(k) \\
\tilde{a}_o(k+N/8) \\
\tilde{a}_o(k+N/4) \\
\tilde{a}_o(k+3N/8)
\end{bmatrix}, \quad k = 0, 1, \ldots, (N/8 - 1) \quad (6.28)
\]

and the general sub-butterfly given by (6.23). The flowgraph of this general butterfly is illustrated in Fig. 6.2.

It is clear that for a sequence of length \(N\), the required number of butterflies to perform the first stage of this new decomposition is \(N/8\). The index \(k\) in Fig. 6.2 varies from 0 to \((N/8 - 1)\) as indicated in (6.27), (6.28) and (6.23). The appearance of the parameter \(p\) in the exponents of the elements of the twiddle factor matrix (6.25), allows us to define 2\(q\) special butterflies that can be indexed by \(k = p \cdot N_{16q}/N\), where \(p = 0, 1, \ldots, (2q - 1)\). Then, (6.25) can be expressed as

\[
E_{p \cdot N_{16q}} = (I_2 \otimes J' ) (E \otimes I_2), \quad p = 0, 1, \ldots, (2q - 1) \quad (6.29)
\]
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Figure 6.2: General butterfly of the proposed radix-2/8 FFT algorithm.

where

\[
J' = \begin{bmatrix}
1 & 0 \\
0 & (j)^p
\end{bmatrix}
\]

and

\[
E = \begin{bmatrix}
e^{-j\frac{k\pi}{8}} & 0 \\
0 & e^{-j\frac{3m\pi}{8}}
\end{bmatrix}.
\]

By substituting (6.29) in (6.24), using the fact that \((E \otimes I_2) (I_2 \otimes H_2) = (I_2 \otimes H_2) (E \otimes I_2)\), and combining the twiddle factor matrices \((E \otimes I_2)\) and \(D (I_2 \otimes C)\), the matrix \(A_{p \frac{N}{16}}\) can be expressed as

\[
A_{p \frac{N}{16}} = (I_2 \otimes J') (I_2 \otimes H_2) T, \quad p = 0, 1, \ldots, (2q - 1)
\]  \hspace{1cm} (6.30)
where

\[
T = \begin{bmatrix}
    e^{-j \frac{p\pi}{8}} & 0 & 0 & 0 \\
    0 & e^{-j \frac{(2q+p)\pi}{8}} & 0 & 0 \\
    0 & 0 & e^{-j \frac{3\pi}{8}} & 0 \\
    0 & 0 & 0 & (-j)^q e^{-j \frac{(2q+3p)\pi}{8}} \\
\end{bmatrix}, \quad p = 0, 1, \ldots, (2q-1) \quad (6.31)
\]

It can be shown that four real multiplications and four real additions are introduced by the matrix \( T \) in each of the \( q \) special butterflies corresponding to the even values of \( p \), and four complex multiplications are introduced in each of the other \( q \) special butterflies that correspond to the odd values of \( p \). The number of operations to process these special butterflies is less than that needed to process the general butterfly, as will be seen in Section 6.2.2.

We now summarize the scheme of the proposed radix-2/8 FFT algorithm for computing a length-\( q \times 2^m \) DFT. By performing \( \left( \frac{N}{2} - 2q \right) \) general butterflies and \( 2q \) special butterflies defined above, the initial input sequence \( x(k) \) of length \( N \) is decomposed into five subsequences. The first sub-sequence of length \( N/2 \) is constructed by the first four outputs obtained from (6.27). The other four sub-sequences each of length \( N/8 \) represent the four outputs of the sub-butterfly given by (6.23). This process is repeated successively for each of the new resulting sub-sequences, until the size is reduced to a \( 4q \)-, \( 2q \)- or \( q \)-point DFT. This scheme is illustrated for the first stage in Fig. 6.3. Note that, for simplicity, the gains (weights) are omitted in Fig. 6.3 and can easily be obtained from Fig. 6.2.
Figure 6.3: First stage of the proposed radix-2/8 FFT algorithm.
Table 6.1: Arithmetic complexities of the $8q$, $4q$, and $2q$-point DFTs

<table>
<thead>
<tr>
<th>$N$</th>
<th>Multiplications</th>
<th>Additions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2q$</td>
<td>$2\tilde{M}_q$</td>
<td>$2\tilde{A}_q + 4q$</td>
</tr>
<tr>
<td>$4q$</td>
<td>$4\tilde{M}_q$</td>
<td>$4\tilde{A}_q + 16q$</td>
</tr>
<tr>
<td>$8q$</td>
<td>$6\tilde{M}_q + 2\tilde{M}_q^2$</td>
<td>$8\tilde{A}_q + 52q$</td>
</tr>
</tbody>
</table>

6.2.2 Computational Complexity

In this section, we consider the performance of the proposed radix-2/8 FFT algorithm for length-$q \times 2^m$ DFT by analyzing its computational complexity and comparing it with that of the existing radix-2/4 FFT algorithm reported in [17].

6.2.2.1 Arithmetic Complexity

Let $\tilde{M}_q$ be the number of multiplications required by a scaled length-$q$ DFT. Let $\tilde{M}_q$ and $\tilde{A}_q$ be, respectively, the number of multiplications and number of additions required by a length-$q$ DFT. The arithmetic complexity of a length-$2q$ DFT can be computed using (6.2) and (6.3), whereas that of a length-$4q$ DFT can be obtained using (6.4)-(6.6). Finally, the required arithmetic complexity of a length-$8q$ DFT can be calculated from (6.14)-(6.22). These arithmetic complexities are given in Table 6.1.

In order to carry out a complete comparison of the arithmetic complexity of the proposed radix-2/8 FFT algorithm with that of the existing radix-2/4 FFT algorithm [17], we count the number of operations required by each algorithm whether the complex multiplication is performed using the 3mult-3add scheme or using the 4mult-2add scheme.

For the 4mult-2add scheme, the general butterfly of the proposed radix-2/8 FFT algorithm based on (6.27), (6.28) and (6.23) requires 20 real multiplications and 44 real additions. The algorithm has $2q$ special butterflies that can be indexed by $k = p \frac{N}{16q}$, where $p = 0, 1, ..., (2q - 1)$. For a given even value of $p$, the corresponding special butterfly
requires 4 real multiplications and 36 real additions. For a given odd value of \( p \), the corresponding special butterfly requires 16 real multiplications and 40 real additions. The proposed decomposition consists of dividing a length-\( N \) DFT to one length-\( N/2 \) DFT and four length-\( N/8 \) DFTs in the first stage. This is achieved by performing \( (N/8) - 2q \) general butterflies and the \( 2q \) special butterflies. The decomposition process is repeated successively for each of the resulting DFT until the size is reduced to a \( 8q \)-, \( 4q \)-, \( 2q \)- or \( q \)-point DFT. Therefore, it is seen that the expressions for the number of real multiplications and real additions of the proposed FFT algorithm are, respectively,

\[
M_{T_2/8}^{42} (1, N) = \frac{5}{2} N - 20q + M_{T_2/8}^{42} \left( 1, \frac{N}{2} \right) + 4M_{T_2/8}^{42} \left( 1, \frac{N}{8} \right), \quad N > 8q \tag{6.32}
\]

\[
A_{T_2/8}^{42} (1, N) = \frac{11}{2} N - 12q + A_{T_2/8}^{42} \left( 1, \frac{N}{2} \right) + 4A_{T_2/8}^{42} \left( 1, \frac{N}{8} \right), \quad N > 8q \tag{6.33}
\]

Similarly, if the 3mult-3add scheme is considered, it can be shown that the corresponding numbers are

\[
M_{T_2/8}^{33} (1, N) = 2N - 16q + M_{T_2/8}^{33} \left( 1, \frac{N}{2} \right) + 4M_{T_2/8}^{33} \left( 1, \frac{N}{8} \right), \quad N > 8q \tag{6.34}
\]

\[
A_{T_2/8}^{33} (1, N) = 6N - 16q + A_{T_2/8}^{33} \left( 1, \frac{N}{2} \right) + 4A_{T_2/8}^{33} \left( 1, \frac{N}{8} \right), \quad N > 8q \tag{6.35}
\]

It can be verified that the radix-2/4 FFT algorithm of [17] also has \( 2q \) special butterflies that are precisely indexed by \( p \frac{N}{8q} \), where \( p = 0, 1, ..., (2q - 1) \). For a given even value of \( p \), the corresponding special butterfly requires 12 real additions. For a given odd value of \( p \), the corresponding special butterfly requires 4 real multiplications and 16 real additions. When the 3mult-3add scheme is used, the general butterfly of the algorithm in [17] requires 6 real multiplications and 18 real additions. Thus, it can be seen that the expressions for the number of real multiplications and real additions of the radix-2/4 FFT algorithm of [17]
are, respectively

$$M_{2/4}^{33} (1,N) = \frac{3}{2} N - 8q + M_{2/4}^{33} \left( 1, \frac{N}{2} \right) + 2M_{2/4}^{33} \left( 1, \frac{N}{4} \right), \quad N > 8q$$ (6.36)

$$\Lambda_{2/4}^{33} (1,N) = \frac{9}{2} N - 8q + \Lambda_{2/4}^{33} \left( 1, \frac{N}{2} \right) + 2\Lambda_{2/4}^{33} \left( 1, \frac{N}{4} \right), \quad N > 8q$$ (6.37)

Similarly, when the 4mult-2add scheme is used, the corresponding numbers are [17]

$$M_{2/4}^{42} (1,N) = 2N - 12q + M_{2/4}^{42} \left( 1, \frac{N}{2} \right) + 2M_{2/4}^{42} \left( 1, \frac{N}{4} \right), \quad N > 8q$$ (6.38)

$$\Lambda_{2/4}^{42} (1,N) = 4N - 4q + \Lambda_{2/4}^{42} \left( 1, \frac{N}{2} \right) + 2\Lambda_{2/4}^{42} \left( 1, \frac{N}{4} \right), \quad N > 8q$$ (6.39)

The arithmetic complexities of the proposed radix-2/8 FFT algorithm, and the radix-2/4 FFT algorithm reported in [17] for complex data for various values of $N$ are given in Tables 6.2-6.7. In Tables 6.4-6.7, the values used for $\tilde{M}_q$, $\tilde{M}_q$, and $\tilde{\Lambda}_q$ for the proposed FFT algorithm are shown in Table 6.8, for $q = 3, 9$ and 15. These values are the same as the ones used in [17] for the radix-2/4 FFT algorithm for the corresponding values of $q$. It can be seen from Tables 6.2-6.7 that, in general, the total number of arithmetic operations is the same for both the proposed radix-2/8 FFT and the existing radix-2/4 FFT algorithms. For the interesting case of $q = 1$, the total number of operations (i.e., multiplications+additions) is exactly the same for the proposed FFT algorithm and the algorithms in [11], [120] and [17] for both the 3mult-3add and 4mult-2add schemes. Note that this number is less than the corresponding numbers for the algorithms in [16] and [20].
Table 6.2: Number of arithmetic operations required for the computation of the 1-D DFT using the 3mult-3add scheme for $q = 1$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$N$</th>
<th>Radix-2/4 FFT in [17]</th>
<th>Proposed radix-2/8 FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>20</td>
<td>148</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>68</td>
<td>388</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>196</td>
<td>964</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>516</td>
<td>2308</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>1284</td>
<td>5380</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>3076</td>
<td>12292</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>7172</td>
<td>27652</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>16388</td>
<td>61444</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>36868</td>
<td>135172</td>
</tr>
</tbody>
</table>

Table 6.3: Number of arithmetic operations required for the computation of the 1-D DFT using the 4mult-2add scheme for $q = 1$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$N$</th>
<th>Radix-2/4 FFT in [17]</th>
<th>Proposed radix-2/8 FFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>4</td>
<td>52</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>24</td>
<td>144</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>84</td>
<td>372</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>248</td>
<td>912</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>660</td>
<td>2164</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>1656</td>
<td>5008</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>3988</td>
<td>11380</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>9336</td>
<td>25488</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>21396</td>
<td>56436</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>48248</td>
<td>123792</td>
</tr>
</tbody>
</table>
Table 6.4: Number of arithmetic operations required for the computation of the 1-D DFT using the 4mult-2add scheme for $q = 3$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>36</td>
<td>40</td>
<td>4</td>
<td>36</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>8</td>
<td>96</td>
<td>104</td>
<td>8</td>
<td>96</td>
<td>104</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>24</td>
<td>252</td>
<td>276</td>
<td>24</td>
<td>252</td>
<td>276</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>100</td>
<td>624</td>
<td>724</td>
<td>100</td>
<td>624</td>
<td>724</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>304</td>
<td>1500</td>
<td>1804</td>
<td>312</td>
<td>1500</td>
<td>1812</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>852</td>
<td>3504</td>
<td>4356</td>
<td>828</td>
<td>3528</td>
<td>4356</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>2192</td>
<td>8028</td>
<td>10220</td>
<td>2128</td>
<td>8100</td>
<td>10228</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>5396</td>
<td>18096</td>
<td>23492</td>
<td>5236</td>
<td>18288</td>
<td>23524</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>12816</td>
<td>40284</td>
<td>53100</td>
<td>12328</td>
<td>40812</td>
<td>53140</td>
</tr>
</tbody>
</table>

Table 6.5: Number of arithmetic operations required for the computation of the 1-D DFT using the 3mult-3add scheme for $q = 3$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>4</td>
<td>36</td>
<td>40</td>
<td>4</td>
<td>36</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>8</td>
<td>96</td>
<td>104</td>
<td>8</td>
<td>96</td>
<td>104</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>24</td>
<td>252</td>
<td>276</td>
<td>24</td>
<td>252</td>
<td>276</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>88</td>
<td>636</td>
<td>724</td>
<td>88</td>
<td>636</td>
<td>724</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>256</td>
<td>1548</td>
<td>1804</td>
<td>264</td>
<td>1548</td>
<td>1812</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>696</td>
<td>3660</td>
<td>4356</td>
<td>696</td>
<td>3660</td>
<td>4356</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>1760</td>
<td>8460</td>
<td>10220</td>
<td>1768</td>
<td>8460</td>
<td>10228</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>4280</td>
<td>19212</td>
<td>23492</td>
<td>4312</td>
<td>19212</td>
<td>23524</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>10080</td>
<td>43020</td>
<td>53100</td>
<td>10120</td>
<td>43020</td>
<td>53140</td>
</tr>
</tbody>
</table>
Table 6.6: Number of arithmetic operations required for the computation of the 1-D DFT using the 4mult-2add scheme for $q = 9$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>32</td>
<td>204</td>
<td>236</td>
<td>32</td>
<td>204</td>
<td>236</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>64</td>
<td>480</td>
<td>544</td>
<td>64</td>
<td>480</td>
<td>544</td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td>140</td>
<td>1140</td>
<td>1280</td>
<td>140</td>
<td>1140</td>
<td>1280</td>
</tr>
<tr>
<td>4</td>
<td>144</td>
<td>448</td>
<td>2640</td>
<td>3088</td>
<td>448</td>
<td>2640</td>
<td>3088</td>
</tr>
<tr>
<td>5</td>
<td>288</td>
<td>1196</td>
<td>6036</td>
<td>7232</td>
<td>1244</td>
<td>6036</td>
<td>7280</td>
</tr>
<tr>
<td>6</td>
<td>576</td>
<td>3136</td>
<td>13584</td>
<td>16720</td>
<td>3064</td>
<td>13656</td>
<td>16720</td>
</tr>
<tr>
<td>7</td>
<td>1152</td>
<td>7724</td>
<td>30228</td>
<td>37952</td>
<td>7556</td>
<td>30444</td>
<td>38000</td>
</tr>
<tr>
<td>8</td>
<td>2304</td>
<td>18496</td>
<td>66576</td>
<td>85072</td>
<td>18112</td>
<td>67152</td>
<td>85264</td>
</tr>
</tbody>
</table>

Table 6.7: Number of arithmetic operations required for the computation of the 1-D DFT using the 4mult-2add scheme for $q = 15$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>60</td>
<td>396</td>
<td>456</td>
<td>60</td>
<td>396</td>
<td>456</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>120</td>
<td>912</td>
<td>1032</td>
<td>120</td>
<td>912</td>
<td>1032</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>264</td>
<td>2124</td>
<td>2388</td>
<td>264</td>
<td>2124</td>
<td>2388</td>
</tr>
<tr>
<td>4</td>
<td>240</td>
<td>804</td>
<td>4848</td>
<td>5652</td>
<td>804</td>
<td>4848</td>
<td>5652</td>
</tr>
<tr>
<td>5</td>
<td>480</td>
<td>2112</td>
<td>10956</td>
<td>13068</td>
<td>2184</td>
<td>10956</td>
<td>13140</td>
</tr>
<tr>
<td>6</td>
<td>960</td>
<td>5460</td>
<td>24432</td>
<td>29892</td>
<td>5340</td>
<td>24552</td>
<td>29892</td>
</tr>
<tr>
<td>7</td>
<td>1920</td>
<td>13344</td>
<td>53964</td>
<td>67308</td>
<td>13056</td>
<td>54324</td>
<td>67380</td>
</tr>
</tbody>
</table>

Table 6.8: Number of multiplications and additions required by 3-, 9- and 15-point DFTs

<table>
<thead>
<tr>
<th>$q$</th>
<th>$M_q$</th>
<th>$M_q^2$</th>
<th>$A_q$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>9</td>
<td>16</td>
<td>22</td>
<td>84</td>
</tr>
<tr>
<td>15</td>
<td>30</td>
<td>42</td>
<td>168</td>
</tr>
</tbody>
</table>
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6.2.2.2 Data Transfers

In counting the number of data transfer operations between the processor and the external memory (RAM), we assume that sufficient registers are available in the processor to perform an entire butterfly without using any intermediate transfer operations. Let us give a brief implementation scheme of the proposed FFT algorithm to show how an expression for the number of data transfers, not including the read operations for the twiddle factors, is obtained. The implementation of the butterfly for a given value of \( k \), based on (6.27), (6.28) and (6.23), of the proposed FFT algorithm consists, of reading two points from the external memory of the processor and performing the operations of addition and subtraction using these two points as the operands. The result of the addition is returned to the external memory, whereas that of the subtraction is kept in an internal register of the processor. This process is repeated four times to compute \( \tilde{a}_e \) and \( \tilde{a}_o \) given by (6.27) of the butterfly. The four points kept in the processor are used to compute (6.28), whose outputs are used to process the sub-butterfly given by (6.23). The results of the additions for \( k = 0, 1, \ldots, (N/8) - 1 \) returned to the external memory are grouped to form the first sub-sequence of length \( N/2 \).

The four sub-sequences of length \( N/8 \) are formed by grouping separately the results of each line of the output vector of (6.23). This scheme of implementation reduces significantly the number of data transfers and address generations. To compare the number of data transfers and address generations of the proposed radix-2/8 and the radix-2/4 FFT algorithm of [17], we consider the case of \( q = 1 \) as an example. For this case, both the algorithms require four types of butterflies: one type to compute length-2 DFTs, two types of special butterflies and one general butterfly. However, the radix-2/8 FFT requires one additional type of butterfly to compute length-4 DFTs. It can be shown that the expression for the number of data transfer operations (real and imaginary parts) for the implementation of the radix-2/8 FFT
algorithm using all the five types of butterflies is given by

\[
D_{r2/8} (1, N) = 2N + D_{r2/8} \left( 1, \frac{N}{2} \right) + 4D_{r2/8} \left( 1, \frac{N}{8} \right), \quad N \geq 8,
\]

\[
D_{r2/8} (1, 4) = 8, \quad D_{r2/8} (1, 2) = 4, \quad D_{r2/8} (1, 1) = 0
\]  

(6.40)

whereas the corresponding expression for the implementation of the radix-2/4 FFT algorithm using the first four types of butterflies is given by

\[
D_{r2/4} (1, N) = 2N + D_{r2/4} \left( 1, \frac{N}{2} \right) + 2D_{r2/4} \left( 1, \frac{N}{4} \right), \quad N \geq 4,
\]

\[
D_{r2/4} (1, 2) = 4, \quad D_{r2/4} (1, 1) = 0
\]  

(6.41)

If in the implementation of the latter algorithm, all the five types of butterflies are used, then the corresponding expression is

\[
D_{r2/4} (1, N) = 2N + D_{r2/4} \left( 1, \frac{N}{2} \right) + 2D_{r2/4} \left( 1, \frac{N}{4} \right), \quad N \geq 8,
\]

\[
D_{r2/4} (1, 4) = 8, \quad D_{r2/4} (1, 2) = 4, \quad D_{r2/4} (1, 1) = 0
\]  

(6.42)

The number of data transfer operations for the two algorithms are compared in Table 6.9. The 4-butterfly and 5-butterfly implementations of the radix-2/4 FFT algorithms [17] or [11] require about 20% more data transfer operations compared to the implementation of the proposed FFT algorithm. During the data transfer process the address generation operations are required to read/write the data from/in memory, and hence, similar savings are also obtained by the proposed FFT algorithm in the case of the address generation. Note that the proposed FFT algorithm and the algorithms in [20] and [120] have the same number of data transfer operations.
Table 6.9: Comparison of the number of data transfers operations for \( q = 1 \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( N )</th>
<th>( D_{T2/4} (1,N) ) (A)</th>
<th>( D_{T2/4} (1,N) ) (B)</th>
<th>( D_{T2/8} (1,N) ) (C)</th>
<th>( % )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>36</td>
<td>32</td>
<td>24</td>
<td>33.33</td>
<td>25.00</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>92</td>
<td>80</td>
<td>72</td>
<td>21.73</td>
<td>10.00</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>228</td>
<td>208</td>
<td>168</td>
<td>26.31</td>
<td>19.23</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>540</td>
<td>496</td>
<td>392</td>
<td>27.40</td>
<td>20.96</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>1252</td>
<td>1168</td>
<td>936</td>
<td>25.23</td>
<td>19.86</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>2844</td>
<td>2672</td>
<td>2120</td>
<td>25.45</td>
<td>20.65</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>6372</td>
<td>6032</td>
<td>4712</td>
<td>26.05</td>
<td>21.88</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>14108</td>
<td>13424</td>
<td>10504</td>
<td>25.54</td>
<td>21.75</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>30948</td>
<td>29584</td>
<td>23080</td>
<td>25.42</td>
<td>21.98</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>67356</td>
<td>64624</td>
<td>50120</td>
<td>25.58</td>
<td>22.44</td>
</tr>
</tbody>
</table>

6.2.2.3 Twiddle Factors

A complex multiplication using the 3mult-3add scheme is performed as

\[
(c + js)(x_R + jx_I) = (c + s)x_R - s(x_R + x_I) + j[s(x_R + x_I) + (c - s)x_I]
\]  

(6.43)

where \( c \) and \( s \) are, respectively, the real and imaginary parts of a twiddle factor. Hence, one complex multiplication requires three real coefficients, \( s, c + s \) and \( c - s \), to be calculated or loaded from a lookup table. It is obvious that two real coefficients are required when the 4mult-2add scheme is used. We discuss here only the cases of \( q = 1 \) and \( q = 3 \). In counting the number of real coefficient evaluations or accesses to the lookup table required by the proposed radix-2/8 and the radix-2/4 FFT algorithm of [17], it is assumed that the coefficients required by the special butterflies, such as \( \sqrt{2}/2, \sqrt{3}/2, \cos(\pi/8) \) and \( \sin(\pi/8) \) are initialized and kept in the internal registers of the processor during the processing time of the corresponding algorithm. However, for the radix-2/8 and radix-2/4 FFT algorithms, 4 and 2 real coefficients are respectively required to be evaluated or loaded from the lookup
table by the corresponding general butterfly using the 4mult-2add scheme; the corresponding numbers are 6 and 3 for the 3mult-3add scheme. Therefore, by counting the required number of the general butterflies in the radix-2/8 and radix-2/4 FFT algorithms, the number of real coefficient evaluations or accesses to the lookup table for the two algorithms are, respectively

\[ T_{r2/8}^{42} (1, N) = \frac{N}{2} - 8q + T_{r2/8}^{42} \left( 1, \frac{N}{2} \right) + 4T_{r2/8}^{42} \left( 1, \frac{N}{8} \right), \quad N > 8q \]  

(6.44)

and

\[ T_{r2/4}^{42} (1, N) = \frac{N}{2} - 4q + T_{r2/4}^{42} \left( 1, \frac{N}{2} \right) + 2T_{r2/4}^{42} \left( 1, \frac{N}{4} \right), \quad N > 4q \]  

(6.45)

using the 4mult-2add scheme, and

\[ T_{r2/8}^{33} (1, N) = \frac{3}{4}N - 12q + T_{r2/8}^{33} \left( 1, \frac{N}{2} \right) + 4T_{r2/8}^{33} \left( 1, \frac{N}{8} \right), \quad N > 8q \]  

(6.46)

and

\[ T_{r2/4}^{33} (1, N) = \frac{3}{4}N - 6q + T_{r2/4}^{33} \left( 1, \frac{N}{2} \right) + 2T_{r2/4}^{33} \left( 1, \frac{N}{4} \right), \quad N > 4q \]  

(6.47)

using the 3mult-3add scheme.

For various values of \( N \), the number of real coefficient evaluations or accesses to the lookup table of the proposed radix-2/8 FFT algorithm is compared to that required by the radix-2/4 FFT algorithm when \( q = 1 \) in Table 6.10 and \( q = 3 \) in Table 6.11. It is seen from these tables that savings of over 30% in the evaluation of twiddle factors or in the access to the lookup table can easily be achieved by the proposed FFT algorithm. Note that, when the lookup table is used, identical savings are obtained by the proposed FFT algorithm in the address generation for reading the twiddle factors. Specifically, for the case of \( q = 1 \), the proposed FFT algorithm achieves savings of 50% as compared with the algorithm in [120], over 50% as compared with the algorithm of [20] and over 65% as compared with the
Table 6.10: Comparison of the number of twiddle factor evaluations or accesses to the lookup table for \( q = 1 \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( N )</th>
<th>( T_{2/4}^{12} (1,N) )</th>
<th>( T_{2/8}^{12} (1,N) )</th>
<th>( % )</th>
<th>( T_{2/4}^{13} (1,N) )</th>
<th>( T_{2/8}^{13} (1,N) )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>6</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>16</td>
<td>8</td>
<td>50</td>
<td>24</td>
<td>12</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>52</td>
<td>32</td>
<td>38.46</td>
<td>78</td>
<td>48</td>
<td>38.46</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>144</td>
<td>88</td>
<td>38.88</td>
<td>216</td>
<td>132</td>
<td>38.38</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>372</td>
<td>240</td>
<td>35.48</td>
<td>558</td>
<td>360</td>
<td>35.48</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>912</td>
<td>616</td>
<td>32.45</td>
<td>1368</td>
<td>924</td>
<td>32.45</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>2164</td>
<td>1472</td>
<td>31.97</td>
<td>3246</td>
<td>2208</td>
<td>31.97</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>5008</td>
<td>3448</td>
<td>31.15</td>
<td>7512</td>
<td>5172</td>
<td>31.15</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>11380</td>
<td>7952</td>
<td>30.12</td>
<td>17070</td>
<td>11928</td>
<td>30.12</td>
</tr>
</tbody>
</table>

Table 6.11: Comparison of the number of twiddle factor evaluations or accesses to the lookup table for \( q = 3 \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( N )</th>
<th>( T_{2/4}^{12} (1,N) )</th>
<th>( T_{2/8}^{12} (1,N) )</th>
<th>( % )</th>
<th>( T_{2/4}^{13} (1,N) )</th>
<th>( T_{2/8}^{13} (1,N) )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>12</td>
<td>0</td>
<td>100</td>
<td>18</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>48</td>
<td>24</td>
<td>50</td>
<td>72</td>
<td>36</td>
<td>50</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>156</td>
<td>96</td>
<td>38.46</td>
<td>234</td>
<td>144</td>
<td>38.46</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>432</td>
<td>264</td>
<td>38.88</td>
<td>648</td>
<td>396</td>
<td>38.38</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>1116</td>
<td>720</td>
<td>35.48</td>
<td>1674</td>
<td>1080</td>
<td>35.48</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>2736</td>
<td>1848</td>
<td>32.45</td>
<td>4104</td>
<td>2772</td>
<td>32.45</td>
</tr>
<tr>
<td>10</td>
<td>3072</td>
<td>6492</td>
<td>4416</td>
<td>31.97</td>
<td>9738</td>
<td>6624</td>
<td>31.97</td>
</tr>
<tr>
<td>11</td>
<td>6144</td>
<td>15024</td>
<td>10344</td>
<td>31.15</td>
<td>22536</td>
<td>15516</td>
<td>31.15</td>
</tr>
<tr>
<td>12</td>
<td>12288</td>
<td>34140</td>
<td>23856</td>
<td>30.12</td>
<td>51210</td>
<td>35784</td>
<td>30.12</td>
</tr>
</tbody>
</table>
standard radix-2/4 FFT algorithm of [11]. Note that the proposed radix-2/8 FFT algorithm for \( q = 1 \) can be considered as an improved version of the algorithm reported in [120].

6.2.2.4 Example

The purpose of this example is to show the importance of a \( q \times 2^m \)-point FFT algorithm in providing a large range of choices for the length \( N \). To illustrate this point, we use the algorithm proposed here since we have already shown that the complexity of this algorithm is less than those of the existing ones. Consider the case of filtering, which plays a central role in signal processing. In general, the length of the impulse response of the filter is much lower than the length of the input signal and is not a power of two. Instead of implementing the linear convolution directly, it is more efficient to carry out a block convolution using the FFT [1], [2]. If we assume that the length of the impulse response is \( P \) and the length of the blocks of the input signal is \( L \), then the possible choice for the length \( N \) of the FFT is \( N \geq (L + P - 1) \). Since \( L + P - 1 \) is, in general, not a power of two, the use of a \( 2^n \)-point FFT algorithm requires a zero padding technique to augment the lengths \( P \) and \( L \) to the closest \( N = 2^n \) that satisfies \( 2^n \geq (L + P - 1) \). However, when using a \( q \times 2^m \)-point FFT algorithm, for \( q > 1 \), it is sufficient to choose the closest \( N = q \times 2^m \) that satisfies \( q \times 2^m \geq (L + P - 1) \). Table 6.12 gives the arithmetic complexities and twiddle factor requirements using the \( 3 \times 2^m \)-point and \( 2^n \)-point FFT algorithms. It is clear from this table that the \( 3 \times 2^m \)-point FFT algorithm substantially reduces the arithmetic complexity and the number of twiddle factor evaluations or accesses to the lookup table compared to those required by the \( 2^n \)-point FFT algorithm. In addition, it reduces the number of data transfers. Similar comparisons may be carried out for different values of \( q \) to show the importance of the \( q \times 2^m \)-point FFT algorithm in providing many other interesting choices for the length \( N \) different from the usual one of \( N = 2^n \).
Table 6.12: Comparison of the arithmetic complexities and twiddle factor requirements for the proposed $2^n$- and $3 \times 2^m$-point FFT algorithms

<table>
<thead>
<tr>
<th>Possible choice of length $N$</th>
<th>$2^n$-point FFT algorithm</th>
<th>$3 \times 2^m$-point FFT algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N$</td>
<td>M.+A.</td>
</tr>
<tr>
<td>$N \geq 23$</td>
<td>32</td>
<td>456</td>
</tr>
<tr>
<td>$N \geq 47$</td>
<td>64</td>
<td>1160</td>
</tr>
<tr>
<td>$N \geq 95$</td>
<td>128</td>
<td>2824</td>
</tr>
<tr>
<td>$N \geq 191$</td>
<td>256</td>
<td>6664</td>
</tr>
<tr>
<td>$N \geq 383$</td>
<td>512</td>
<td>15368</td>
</tr>
<tr>
<td>$N \geq 767$</td>
<td>1024</td>
<td>34824</td>
</tr>
<tr>
<td>$N \geq 1535$</td>
<td>2048</td>
<td>77832</td>
</tr>
</tbody>
</table>

6.3 Radix-2/8 Approach for the Computation of Length-$q \times 2^m$ 1-D DHT

The idea of the radix-2/4 approach proposed in [11] to compute a length-$2^m$ DFT has been exploited in [45] and [60] to compute a length-$2^m$ DHT. Recently, an alternative radix-2/4 FFT algorithm proposed for computing a length-$q \times 2^m$ DFT [17], has also been used for computing a length-$q \times 2^m$ DHT [55]-[57]. It is known that these radix-2/4 FHT algorithms are the simplest algorithms having the lowest number of arithmetic operations [45], [55]-[57].

We now propose a new radix-2/8 FHT algorithm for efficiently computing a length-$q \times 2^m$ DHT, where $q$ is an odd integer, by introducing a mixture of radix-2 and radix-8 index maps in the decomposition of the DHT [122], [123].
6.3.1 Proposed Radix-2/8 DIF FHT Algorithm

Using (2.2), the 1-D DHT of length \( N \) is given by

\[
X(n) = \sum_{k=0}^{N-1} x(k) \text{cas} \left( \frac{2\pi}{N} nk \right), \, n = 0, 1, ..., N - 1
\]  \hspace{1cm} (6.48)

The sequence length \( N \) is assumed to be \( q \times 2^m \), where \( q \) is an odd integer and \( m > 0 \). Using the trigonometric identities, \( \text{cas} \left( \frac{2\pi}{N} nk \right) \) can be expressed as

\[
\text{cas} \left( \frac{2\pi}{N} nk \right) = \left( \frac{1}{2} + \frac{1}{2}j \right) W_N^{nk} + \left( \frac{1}{2} + \frac{1}{2}j \right) W_N^{-nk} = \text{Re} \left[ (1 + j)W_N^{nk} \right]
\]  \hspace{1cm} (6.49)

where \( W_N = \exp(-j2\pi/N) \), \( j = \sqrt{-1} \) and \( \text{Re}[y] \) denotes the real part of \( y \). Another expression for computing the DHT can be obtained from (6.48) using (6.49) as

\[
X(n) = \sum_{k=0}^{N-1} \text{Re} \left[ x(k) (1 + j)W_N^{nk} \right], \, n = 0, 1, ..., N - 1
\]  \hspace{1cm} (6.50)

Let us first consider the case when \( m = 1 \). Then, the decomposition of the DHT coefficients \( X(n) \) in (6.50) into even-indexed and odd-indexed terms provides

\[
X(2n) = \sum_{k=0}^{q-1} \text{Re} \left[ r_e(k)(1 + j)W_q^{nk} \right]
\]

\[
= \sum_{k=0}^{q-1} r_e(k) \text{cas} \left( \frac{2\pi}{q} nk \right), \, n = 0, 1, ..., q - 1
\]  \hspace{1cm} (6.51)

\[
X((2n + q) \mod 2q) = \sum_{k=0}^{q-1} \text{Re} \left[ r_o(k)(-1)^k(1 + j)W_q^{nk} \right]
\]

\[
= \sum_{k=0}^{q-1} r_o(k)(-1)^k \text{cas} \left( \frac{2\pi}{q} nk \right), \, n = 0, 1, ..., q - 1
\]  \hspace{1cm} (6.52)
where the sequences \( r_e(k) \) in (6.51) and \( r_o(k) \) in (6.52) are given by

\[
\begin{bmatrix}
  r_e(k) \\
  r_o(k)
\end{bmatrix} = H_2 \begin{bmatrix}
  x(k) \\
  x(k+q)
\end{bmatrix}
\]  

(6.53)

This decomposition reduces the computation of the length-2q DHT to the computation of two length-q DHTs given by (6.51) and (6.52), whose input sequences are obtained from the original input sequence \( x(k) \) using (6.53). The decomposition process of a length-2q DHT is shown in Fig. 6.4. In a similar way, when \( m = 2 \), the decomposition of (6.50) provides

\[
X(2n) = \sum_{k=0}^{2q-1} d_e(k) \text{cas} \left( \frac{2\pi}{2q} nk \right), \quad n = 0, 1, \ldots, (2q-1)
\]

(6.54)

for the even-indexed terms, and

\[
X ((4n+q) \mod 4q) = \sum_{k=0}^{q-1} \text{Re} \left[ (d_o(k) + (-j)^q d_o(k+q)) W_q^k (1+j) W_q^{nk} \right],
\]

\[ n = 0, 1, \ldots, q-1 \]

(6.55)

\[
X ((4n+3q) \mod 4q) = \sum_{k=0}^{q-1} \text{Re} \left[ (d_o(k) + (j)^q d_o(k+q)) W_q^{-k} (1+j) W_q^{nk} \right],
\]

\[ n = 0, 1, \ldots, q-1 \]

(6.56)

for the odd-indexed terms, where the sequences \( d_e(k) \) in (6.54) and \( d_o(k) \) in (6.55) and (6.56) are given by

\[
\begin{bmatrix}
  d_e(k) \\
  d_o(k)
\end{bmatrix} = H_2 \begin{bmatrix}
  x(k) \\
  x(k+2q)
\end{bmatrix}
\]

(6.57)
After computing the real parts in (6.55) and (6.56), the odd-indexed terms can be expressed as

$$\begin{bmatrix}
X \left( (4n+q) \bmod 4q \right) \\
X \left( (4n+3q) \bmod 4q \right)
\end{bmatrix} = H_2
\begin{bmatrix}
F(n) \\
G(q-n)
\end{bmatrix}, \quad n = 0, 1, \ldots, q-1 \tag{6.58}
$$

where

$$F(n) = \sum_{k=0}^{q-1} f(k) \cos \left( \frac{2\pi}{q} nk \right), \quad f(k) = \begin{cases} (-1)^{\frac{k}{2}} d_0(k), & k \text{ even} \\ (-1)^{\frac{k+1}{2}} (-1)^{\frac{k-1}{2}} d_0(k+q), & k \text{ odd} \end{cases} \tag{6.59}$$

and

$$G(n) = \sum_{k=0}^{q-1} g(k) \cos \left( \frac{2\pi}{q} nk \right), \quad g(k) = \begin{cases} -(-1)^{\frac{k+1}{2}} (-1)^{\frac{k-1}{2}} d_0(k+q), & k \text{ even} \\ -(-1)^{\frac{k+1}{2}} d_0(k), & k \text{ odd} \end{cases} \tag{6.60}$$

Therefore, the decomposition of the length-$4q$ DHT leads to the computation of the length-$2q$ DHT given by (6.54) and the two length-$q$ DHT's given by (6.59) and (6.60). This decomposition is illustrated in Fig. 6.5.

By introducing a mixture of radix-2 and radix-8 index maps, we now propose the following novel decomposition of (6.50) so that we can compute a length-$q \times 2^m$ ($m > 2$)
DHT

\[ X(2n) = \sum_{k=0}^{N/2-1} a_k \text{cas} \left( \frac{2\pi nk}{N/2} \right), \quad n = 0, 1, \ldots, (N/2 - 1) \]  

(6.61)

for the even-indexed terms, as

\[
X((8n+q) \mod N) = \sum_{k=0}^{N/8-1} \text{Re} \left[ \left( (a_o(k) + (-j)^q a_o(k+N/4)) \right) W_N^{qk} (1 + jW_N^{mk}) \right] ,
\]

\[ n = 0, 1, \ldots, (N/8 - 1) \]  

(6.62)

\[
X((8n+3q) \mod N) = \sum_{k=0}^{N/8-1} \text{Re} \left[ \left( (a_o(k) + (j)^q a_o(k+N/4)) \right) W_N^{3qk} (1 + jW_N^{mk}) \right] ,
\]

\[ n = 0, 1, \ldots, (N/8 - 1) \]  

(6.63)
\[ X \left( (N + 8n - 3q) \mod N \right) = \sum_{k=0}^{N/8-1} \text{Re} \left[ ((a_0(k) + (-j)^3 a_0(k + N/4)) \right. \\
- e^{-j\frac{3q\pi}{4}} (a_0(k + N/8) + (-j)^3 a_0(k + 3N/8)) \left] W_N^{-3qk} (1 + j) W_N^{nk}, \right.
\]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.64)

\[ X \left( (N + 8n - q) \mod N \right) = \sum_{k=0}^{N/8-1} \text{Re} \left[ ((a_0(k) + (j)^3 a_0(k + N/4)) \right. \\
- e^{-j\frac{3q\pi}{4}} (a_0(k + N/8) + (j)^3 a_0(k + 3N/8)) \left] W_N^{-qk} (1 + j) W_N^{nk}, \right.
\]
\[ n = 0, 1, \ldots, (N/8 - 1) \] (6.65)

for the odd-indexed terms. The sequences \( a_e(k) \) in (6.61) and \( a_o(k) \) in (6.62)-(6.65) can be obtained by
\[
\begin{bmatrix}
a_e(k) \\
a_o(k)
\end{bmatrix} = H_2
\begin{bmatrix}
x(k) \\
x(k + N/2)
\end{bmatrix}
\] (6.66)

which can be considered as the first step of the new decomposition. This step is processed by applying a second-order Hadamard matrix \( H_2 \) to the input sequence \( x(k) \) without requiring any twiddle factor. Some of the properties that will be used throughout this section are given in the following lemmas, without proof.

**Lemma 1:** Let \( \cos \left( \beta \frac{\pi}{4} \right) = \frac{\sqrt{2}}{2} c_q \) and \( \sin \left( \beta \frac{\pi}{4} \right) = \frac{\sqrt{2}}{2} s_q \), where \( \beta \) is an odd integer. Then
\[
\begin{align*}
(1) & \quad \text{For } \beta = q, c_q s_q = (-1)^{\frac{q-1}{2}} \\
(2) & \quad \text{For } \beta = 3q, c_{3q} = -c_q \text{ and } s_{3q} = s_q
\end{align*}
\]

**Lemma 2:** Let \( \beta \) be an odd integer. Then
\[
\begin{align*}
(1) & \quad \cos \left( 3\beta \frac{\pi}{8} \right) = (-1)^{\frac{\beta-1}{2}} \sin \left( \beta \frac{\pi}{8} \right) \\
(2) & \quad \sin \left( 3\beta \frac{\pi}{8} \right) = (-1)^{\frac{\beta-1}{2}} \cos \left( \beta \frac{\pi}{8} \right)
\end{align*}
\]
Now, computing the real parts in (6.62)-(6.65) and using Lemma 1, the odd-indexed terms of the proposed decomposition can be expressed in a compact form as

\[
\begin{bmatrix}
    X((8n+q) \mod N) \\
    X((8n+3q) \mod N) \\
    X((N+8n-3q) \mod N) \\
    X((N+8n-q) \mod N)
\end{bmatrix}
= \begin{bmatrix}
    1 & 1 & 0 & 0 \\
    0 & 0 & 1 & 1 \\
    0 & 0 & 1 & -1 \\
    1 & -1 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
    F_1(n) \\
    G_1\left(\frac{N}{8} - n\right) \\
    F_3(n) \\
    G_3\left(\frac{N}{8} - n\right)
\end{bmatrix}
\]

\(n = 0, 1, \ldots, (N/8 - 1)\) \hspace{1cm} (6.67)

where

\[
F_1(n) = \sum_{k=0}^{N/8-1} \left[ \left( a_0(k) + \frac{\sqrt{2}}{2} c_q b_0(k+N/8) \right) \cos\left( \frac{2\pi}{N} qk \right) + (-1)^{q+1} \left( a_0(k+N/4) + \frac{\sqrt{2}}{2} c_q b_e(k+N/8) \right) \sin\left( \frac{2\pi}{N} qk \right) \right] \cosh\left( \frac{2\pi}{N} nk \right) \hspace{1cm} (6.68)
\]

\[
G_1(n) = \sum_{k=0}^{N/8-1} \left[ \left( a_0(k) + \frac{\sqrt{2}}{2} c_q b_0(k+N/8) \right) \sin\left( \frac{2\pi}{N} qk \right) - (-1)^{q+1} \left( a_0(k+N/4) + \frac{\sqrt{2}}{2} c_q b_e(k+N/8) \right) \cos\left( \frac{2\pi}{N} qk \right) \right] \cosh\left( \frac{2\pi}{N} nk \right) \hspace{1cm} (6.69)
\]

\[
F_3(n) = \sum_{k=0}^{N/8-1} \left[ \left( a_0(k) - \frac{\sqrt{2}}{2} c_q b_0(k+N/8) \right) \cos\left( \frac{2\pi}{N} 3qk \right) - (-1)^{q+1} \left( a_0(k+N/4) - \frac{\sqrt{2}}{2} c_q b_e(k+N/8) \right) \sin\left( \frac{2\pi}{N} 3qk \right) \right] \cosh\left( \frac{2\pi}{N} nk \right) \hspace{1cm} (6.70)
\]

156
\[ G_3(n) = \sum_{k=0}^{N/8-1} \left[ a_o(k) - \frac{\sqrt{2}}{2} c_q b_o(k+N/8) \right] \sin \left( \frac{2\pi}{N} 3qk \right) + \left[ -1 \right]^{\frac{q+1}{2}} \left[ a_o(k+N/4) - \frac{\sqrt{2}}{2} c_q b_e(k+N/8) \right] \cos \left( \frac{2\pi}{N} 3qk \right) \cos \left( \frac{2\pi}{N/8} nk \right) \] (6.71)

for \( n = 0, 1, ..., (N/8 - 1) \). The sequences \( b_e(k) \) and \( b_o(k) \) in (6.68)-(6.71) can be obtained by

\[
\begin{bmatrix}
  b_e(k) \\
  b_o(k)
\end{bmatrix} = H_2 \begin{bmatrix}
  a_o(k) \\
  a_o(k+N/4)
\end{bmatrix}
\] (6.72)

Let us now use this new decomposition to efficiently compute the length-8q DHT. We let \( N = 8q \) in (6.61) and (6.66)-(6.72). Then, (6.61) becomes

\[
X(2n) = \sum_{k=0}^{4q-1} a_e(k) \cos \left( \frac{2\pi}{4q} nk \right), \quad n = 0, 1, ..., (4q - 1)
\] (6.73)

Adding (6.70) and (6.68), and dividing the result by two, we can form a new sequence \( F_o(n) \) given by

\[
F_o(n) = \sum_{k=0}^{q-1} f_o(k) \cos \left( \frac{2\pi}{q} nk \right)
\] (6.74)

where

\[
f_o(k) = \begin{cases} 
(-1)^{\frac{k}{2}} a_o(k), & k = 0, 4, 8, 12, \ldots \\
-(-1)^{\frac{k+1}{2}} (-1)^{\frac{k+1}{4}} a_o(k+2q), & k = 2, 6, 10, 14, \ldots \\
c_q(-1)^{\frac{k+1}{4}} \left[ \frac{1+(-1)^{\frac{k+1}{2}}}{2} a_o(k+q) - \frac{1-(-1)^{\frac{k+1}{2}}}{2} a_o(k+3q) \right], & k = 1, 5, 9, 13, \ldots \\
c_q(-1)^{\frac{k+1}{4}} \left[ \frac{1-(-1)^{\frac{k+1}{2}}}{2} a_o(k+q) - \frac{1+(-1)^{\frac{k+1}{2}}}{2} a_o(k+3q) \right], & k = 3, 7, 11, 15, \ldots 
\end{cases}
\] (6.75)

Subtracting (6.70) from (6.68) and dividing by two, we can form another sequence \( F_s(n) \)
given by

\[ F_s(n) = \frac{\sqrt{2}}{2} \sum_{k=0}^{q-1} f_s(k) \text{cas} \left( \frac{2\pi}{q} nk \right) \]  \hspace{1cm} (6.76)

where

\[ f_s(k) = \begin{cases} 
(1 - \frac{1}{2}) c_q b_o(k + q), & k = 0, 4, 8, 12, 
\frac{q+1}{2}, & k = 2, 6, 10, 14, 
\frac{q+1}{4} \left[ a_o(k) + (-1)^{\frac{q+1}{4}} a_o(k + 2q) \right], & k = 1, 5, 9, 13, 
\frac{q+1}{4} \left[ a_o(k) - (-1)^{\frac{q+1}{4}} a_o(k + 2q) \right], & k = 3, 7, 11, 15, 
\end{cases} \]  \hspace{1cm} (6.77)

Similarly, using (6.69) and (6.71), we can form two more new sequences given by

\[ G_o(q - n) = \frac{\sqrt{2}}{2} \sum_{k=0}^{q-1} g_o(k) \text{cas} \left( \frac{2\pi}{q} nk \right) \]  \hspace{1cm} (6.78)

and

\[ G_s(q - n) = \sum_{k=0}^{q-1} g_s(k) \text{cas} \left( \frac{2\pi}{q} nk \right) \]  \hspace{1cm} (6.79)

where

\[ g_o(k) = \begin{cases} 
-(-1)^{\frac{q+1}{2}} (1 - \frac{1}{2}) c_q b_e(k + q), & k = 0, 4, 8, 12, 
-(-1)^{\frac{q+1}{2}} c_q b_o(k + q), & k = 2, 6, 10, 14, 
\frac{q+1}{4} \left[ a_o(k) - (-1)^{\frac{q+1}{4}} a_o(k + 2q) \right], & k = 1, 5, 9, 13, 
\frac{q+1}{4} \left[ a_o(k) + (-1)^{\frac{q+1}{4}} a_o(k + 2q) \right], & k = 3, 7, 11, 15, 
\end{cases} \]  \hspace{1cm} (6.80)
and

\[
g_s(k) = \begin{cases} 
    -(1)^{\frac{q+1}{2}}(1)^{\frac{1}{4}}a_o(k+2q), & k = 0, 4, 8, 12, \ldots \\
    -(1)^{\frac{q+3}{4}}a_o(k), & k = 2, 6, 10, 14, \ldots \\
    c_q(1)^{\frac{q+1}{4}} \left[ \frac{1+(-1)^{\frac{q+1}{2}}}{2}a_o(k+q) - \frac{1+(-1)^{\frac{q+1}{2}}}{2}a_o(k+3q) \right], & k = 1, 5, 9, 13, \ldots \\
    -c_q(1)^{\frac{q+1}{4}} \left[ \frac{1+(-1)^{\frac{q+1}{2}}}{2}a_o(k+q) - \frac{1+(-1)^{\frac{q+1}{2}}}{2}a_o(k+3q) \right], & k = 3, 7, 11, 15, \ldots 
\end{cases}
\]  

(6.81)

Finally, using (6.74), (6.76), (6.78) and (6.79), the four input sequences in (6.67), for the case of \( N = 8q \), can be obtained by

\[
\begin{bmatrix}
    F_1(n) \\
    G_1(q - n) \\
    F_3(n) \\
    G_3(q - n)
\end{bmatrix}
= (H_2 \otimes I_2)
\begin{bmatrix}
    F_o(n) \\
    G_o(q - n) \\
    F_s(n) \\
    G_s(q - n)
\end{bmatrix}, \quad n = 0, 1, \ldots, q - 1
\]  

(6.82)

It is clear from this decomposition that a length-\( 8q \) DHT requires one length-\( 4q \) DHT given by (6.73), two length-\( q \) DHTs given by (6.74) and (6.79), two scaled length-\( q \) DHTs given by (6.76) and (6.78), and the additions needed in (6.66), (6.72), (6.82) and (6.67). This computation scheme is illustrated in Fig. 6.6.

Let us now consider the general case when \( N > 8q \). We denote the input sequences of the four length-\( N/8 \) DHTs given by (6.68)-(6.71), respectively, by \( f_1(k) \), \( g_1(k) \), \( f_3(k) \) and \( g_3(k) \). After certain mathematical transformations, these input sequences may be expressed
Figure 6.6: Decomposition of a length-8q DHT.

In a matrix form as

\[
\begin{bmatrix}
  f_1(k) \\
  g_1(k) \\
  f_3(k) \\
  g_3(k)
\end{bmatrix}
= B_k
\begin{bmatrix}
  a_0(k) \\
  a_0(k + N/4) \\
  a_0(k + N/8) \\
  a_0(k + 3N/8)
\end{bmatrix}, \quad k = 0, 1, ..., (N/8 - 1) \quad (6.83)
\]

where the matrix \( B_k \) is given by

\[
B_k = F_k Q (H_2 \otimes I_2) S Z, \quad k = 0, 1, ..., (N/8 - 1) \quad (6.84)
\]

In (6.84), the twiddle factor matrix \( F_k \) is given by

\[
F_k = \begin{bmatrix}
  \cos \left( \frac{2\pi}{N} qk \right) & \sin \left( \frac{2\pi}{N} qk \right) & 0 & 0 \\
  \sin \left( \frac{2\pi}{N} qk \right) & -\cos \left( \frac{2\pi}{N} qk \right) & 0 & 0 \\
  0 & 0 & \cos \left( \frac{2\pi}{N} 3qk \right) & \sin \left( \frac{2\pi}{N} 3qk \right) \\
  0 & 0 & \sin \left( \frac{2\pi}{N} 3qk \right) & -\cos \left( \frac{2\pi}{N} 3qk \right)
\end{bmatrix} \quad (6.85)
\]
and the other constant matrices are given by

\[
Q = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & (-1)^{\frac{q+1}{2}} & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & (-1)^{\frac{q+1}{2}}
\end{bmatrix}
\]  
(6.86)

\[
S = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{\sqrt{2}}{2} c_q & 0 \\
0 & 0 & 0 & \frac{\sqrt{2}}{2} c_q
\end{bmatrix}
\]  
(6.87)

\[
Z = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & -1 \\
0 & 0 & 1 & 1
\end{bmatrix}
\]  
(6.88)

Finally, the general butterfly of the proposed radix-2/8 FHT algorithm is constructed using

\[
\begin{bmatrix}
a_e(k) \\
a_e(k+N/8) \\
a_e(k+N/4) \\
a_e(k+3N/8) \\
a_o(k) \\
a_o(k+N/8) \\
a_o(k+N/4) \\
a_o(k+3N/8)
\end{bmatrix}
= (H_2 \otimes I_2 \otimes I_2)
\begin{bmatrix}
x(k) \\
x(k+N/8) \\
x(k+N/4) \\
x(k+3N/8) \\
x(k+N/2) \\
x(k+5N/8) \\
x(k+3N/4) \\
x(k+7N/8)
\end{bmatrix}
\]  
(6.89), \quad k = 0, 1, \ldots, (N/8 - 1)
and the general sub-butterfly given by (6.83). The flowgraph of this general butterfly is illustrated in Fig. 6.7.

The appearance of the parameter \( q \) in the elements of the twiddle factor matrix given by (6.85), allows us to define \( 2q \) special butterflies that can be indexed by \( k = p \frac{N}{16q} \), where \( p = 0, 1, ..., 2q - 1 \). Then, for these cases, (6.85) reduces to

\[
F_{p \frac{N}{16q}} = \begin{bmatrix}
\cos \left( p \frac{\pi}{8} \right) & \sin \left( p \frac{\pi}{8} \right) & 0 & 0 \\
\sin \left( p \frac{\pi}{8} \right) & -\cos \left( p \frac{\pi}{8} \right) & 0 & 0 \\
0 & 0 & \cos \left( p \frac{3\pi}{8} \right) & \sin \left( p \frac{3\pi}{8} \right) \\
0 & 0 & \sin \left( p \frac{3\pi}{8} \right) & -\cos \left( p \frac{3\pi}{8} \right)
\end{bmatrix}, \quad p = 0, 1, ..., (2q - 1)
\]

(6.90)

It is clear that the operations introduced by (6.90) are trivial for the special butterflies corresponding to \( p = 0, 4, 8, 12, \ldots \). For the special butterflies corresponding to other even
values of $p$, matrix $B_k$ given by (6.84) can be rearranged as

$$
B_{\frac{N}{T_{\alpha q}}} = (-1)^{\frac{p-2}{8}} \begin{bmatrix}
\sqrt{2} & \sqrt{2} (-1)^{\frac{p+1}{2}} & c_q 1 + (-1)^{\frac{p+1}{2}} & -c_q 1 - (-1)^{\frac{p+1}{2}} \\
\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & c_q 1 - (-1)^{\frac{p+1}{2}} & -c_q 1 + (-1)^{\frac{p+1}{2}} \\
-\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & c_q 1 + (-1)^{\frac{p+1}{2}} & -c_q 1 - (-1)^{\frac{p+1}{2}} \\
\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & -c_q 1 - (-1)^{\frac{p+1}{2}} & c_q 1 + (-1)^{\frac{p+1}{2}} 
\end{bmatrix}
$$

(6.91)

for $p = 2, 10, 18, \ldots$, and

$$
B_{\frac{N}{T_{\alpha q}}} = (-1)^{\frac{p-6}{8}} \begin{bmatrix}
-\sqrt{2} & \sqrt{2} (-1)^{\frac{p+1}{2}} & -c_q 1 + (-1)^{\frac{p+1}{2}} & c_q 1 - (-1)^{\frac{p+1}{2}} \\
\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & c_q 1 - (-1)^{\frac{p+1}{2}} & -c_q 1 + (-1)^{\frac{p+1}{2}} \\
\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & -c_q 1 - (-1)^{\frac{p+1}{2}} & c_q 1 + (-1)^{\frac{p+1}{2}} \\
\sqrt{2} & -\sqrt{2} (-1)^{\frac{p+1}{2}} & c_q 1 + (-1)^{\frac{p+1}{2}} & -c_q 1 - (-1)^{\frac{p+1}{2}} 
\end{bmatrix}
$$

(6.92)

for $p = 6, 14, 22, \ldots$. Now, for the special butterflies corresponding to odd values of $p$, using Lemma 2 and carrying out some mathematical manipulations, matrix $B_k$ given by (6.84) can be factored as

$$
B_{\frac{N}{T_{\alpha q}}} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & (-1)^{\frac{p-1}{2}} & 0 \\
0 & 0 & 0 & (-1)^{\frac{p-1}{2}} 
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & -1 \\
1 & 0 & -1 & 0 
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
\frac{\sqrt{2}}{2} c_q (\cos(\theta) + i_q \sin(\theta)) & -\frac{\sqrt{2}}{2} c_q (\cos(\theta) - i_q \sin(\theta)) \\
\frac{\sqrt{2}}{2} c_q (\sin(\theta) - i_q \cos(\theta)) & -\frac{\sqrt{2}}{2} c_q (\sin(\theta) + i_q \cos(\theta)) 
\end{bmatrix}
$$

(6.93)
where \( \theta = p \frac{n}{8} \) and \( i_q = (-1)^{\frac{q+1}{2}} \). The number of operations to process each of the special butterflies defined above is less than that needed to process the general butterfly, as will be seen in Section 6.3.2.

It is seen from (6.85) that the general butterfly of the proposed FHT algorithm requires an operation of the type

\[
\begin{bmatrix}
D_1 \\
D_2
\end{bmatrix} = \begin{bmatrix}
\cos(\theta) & \sin(\theta) \\
\sin(\theta) & -\cos(\theta)
\end{bmatrix}
\begin{bmatrix}
d_1 \\
d_2
\end{bmatrix}
\]

(6.94)

which needs four multiplications and two additions (4mult-2add scheme). The implementation of (6.94) using the 3mult-3add scheme can be achieved by rearranging (6.94) in the form

\[
\begin{bmatrix}
D_1 \\
D_2
\end{bmatrix} = \begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & -1
\end{bmatrix}
\begin{bmatrix}
\cosh(-\theta) & 0 & 0 \\
0 & \sin(\theta) & 0 \\
0 & 0 & \cosh(\theta)
\end{bmatrix}
\begin{bmatrix}
1 & 0 \\
1 & 1 \\
0 & 1
\end{bmatrix}
\begin{bmatrix}
d_1 \\
d_2
\end{bmatrix}
\]

(6.95)

In order to perform the general butterfly of the proposed FHT algorithm using the 3mult-3add scheme given by (6.95), we factor the twiddle factor matrix given by (6.85) as
For the special butterflies corresponding to the even values of \( p \), we use the matrices given by (6.90), (6.91) and (6.92). However, for the butterflies corresponding to the odd values of \( p \), we rearrange the matrix given by (6.93) as
\[
\mathbf{B}_{\frac{N}{16q}} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & \frac{2}{2} \\
0 & 0 & 0 & (-1) \frac{2}{2}
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 1 & 0 \\
0 & 1 & 0 & 1 \\
0 & 1 & 0 & -1 \\
1 & 0 & -1 & 0
\end{bmatrix}
\begin{bmatrix}
\text{cas}(-\theta) & 0 & 0 & 0 & 0 \\
0 & \sin(\theta) & 0 & 0 & 0 \\
0 & 0 & \text{cas}(\theta) & 0 & 0 \\
0 & 0 & 0 & A & 0 \\
0 & 0 & 0 & 0 & B \\
0 & 0 & 0 & 0 & C
\end{bmatrix}
\]

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 1 & 0 \\
0 & 1 & 1 \\
0 & 0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & i_q & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & i_q \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(6.97)

where
\[
\theta = p^\frac{\pi}{8}, \quad i_q = (-1)^{\frac{q+1}{2}}, \quad A = \frac{\sqrt{2}}{2} c_q \left( (1 + i_q) \cos(\theta) - (1 - i_q) \sin(\theta) \right),
\]
\[
B = \frac{\sqrt{2}}{2} c_q \left( \sin(\theta) - i_q \cos(\theta) \right) \quad \text{and} \quad C = \frac{\sqrt{2}}{2} c_q \left( (1 - i_q) \cos(\theta) + (1 + i_q) \sin(\theta) \right).
\]

We now summarize the scheme of the proposed radix-2/8 FHT algorithm for computing a length-\(q \times 2^m\) DHT. In this decomposition, the computation of a length-\(N\) DHT may be considered as being decomposed into five DHTs, one of length \(N/2\) given by (6.61) to compute the even-indexed terms and the others of length \(N/8\) given by (6.68)-(6.71) to be used in (6.67) for computing the odd-indexed terms. This is achieved by using the
butterfly based on (6.89) and (6.83). The required number of butterflies is \( \left( \frac{N}{8} - 2q \right) \) general butterflies and 2q special butterflies corresponding to \( k = p \frac{N}{16q} \), where \( p = 0, 1, ..., 2q - 1 \). This process is repeated successively for each of the new resulting DHTs, until the size is reduced to a 4q-, 2q- or q-point DHT. This scheme is illustrated in Fig. 6.8. Note that, for simplicity, the gains (weights) are omitted in Fig. 6.8 and can easily be obtained from Fig. 6.7.
6.3.2 Computational Complexity

In this section, we consider the performance of the proposed radix-2/8 FHT algorithm for the computation of a length-$q \times 2^m$ DHT by analyzing its computational complexity and comparing it with that of the existing radix-2/4 FHT algorithm reported in [55]-[57].

6.3.2.1 Arithmetic Complexity

The arithmetic complexities of $2q$-, $4q$-, and $8q$-point DHTs can easily be obtained, from Figs. 6.4, 6.5 and 6.6 respectively. These arithmetic complexities are respectively $2M_q$, $4M_q$ and $6M_q + 2M_q^2$ multiplications, and $2A_q + 2q$, $4A_q + 8q$ and $8A_q + 26q$ additions, where $M_q^2$ denotes the number of multiplications required by a scaled length-$q$ DHT, and $M_q$ and $A_q$ denote, respectively, the numbers of multiplications and additions required by a length-$q$ DHT.

Let us now discuss the arithmetic complexity of a length-$N$ DHT, when $N > 8q$. If the 4mult-2add scheme is considered, the general butterfly of the proposed radix-2/8 FHT algorithm based on (6.89) and (6.83) requires 10 multiplications and 18 additions; 10 multiplications and 10 additions are introduced by the matrix (6.84) in the computation of (6.83), whereas the matrix $(H_2 \otimes I_2 \otimes I_2)$ introduces only 8 additions in the computation of (6.89). The algorithm has $2q$ special butterflies that can be indexed by $k = p\frac{N}{16q}$, where $p = 0, 1, ..., (2q - 1)$. The reduction in the computation achieved by these special butterflies is due to the fact that the matrix used for computing (6.83) is different from that used by the general butterfly. Since (6.90) does not introduce any operation in the computation of (6.84) for $p = 0, 4, 8, 12, ...$, each of the corresponding special butterflies requires 2 multiplications and 14 additions. The special butterflies corresponding to $p = 2, 10, 18, ...$ and $p = 6, 14, 22, ...$ use, respectively, (6.91) and (6.92) to compute (6.83). Since $q$ is an odd integer, if $\frac{1+(-1)^{\frac{q+1}{2}}}{2}$ equals one, then $\frac{1-(-1)^{\frac{q+1}{2}}}{2}$ equals zero and vice versa. Using this fact, (6.91) and (6.92) each requires only 2 multiplications and 6 additions. Therefore, each of
the special butterflies corresponding to \( p = 2, 10, 18, \ldots \) and \( p = 6, 14, 22, \ldots \) requires 2 multiplications and 14 additions. Since for odd values of \( p \), the matrix given by (6.93) is used for computing (6.83), each of the corresponding special butterflies requires 8 multiplications and 16 additions. The proposed decomposition consists of dividing a length-\( N \) DHT to one length-\( N/2 \) DHT and four length-\( N/8 \) DHTs. This is achieved by performing \( (\frac{N}{8} - 2q) \) general butterflies and the 2q special butterflies. The odd-indexed terms are obtained by performing the extra \( N/2 \) additions needed by (6.67). The decomposition process is repeated successively for each of the new resulting DHTs until the size is reduced to a 8q-, 4q-, 2q- or q-point DHT. Therefore, it is seen that the expressions for the number of multiplications and additions of the proposed FHT algorithm are, respectively,

\[
\begin{align*}
M_{r2/8}^{42} (1, N) &= \frac{5}{4}N - 10q + M_{r2/8}^{42} \left( 1, \frac{N}{2} \right) + 4M_{r2/8}^{42} \left( 1, \frac{N}{8} \right), \quad N > 8q \\
A_{r2/8}^{42} (1, N) &= \frac{11}{4}N - 6q + A_{r2/8}^{42} \left( 1, \frac{N}{2} \right) + 4A_{r2/8}^{42} \left( 1, \frac{N}{8} \right), \quad N > 8q
\end{align*}
\] (6.98)

Similarly, if the 3mult-3add scheme is considered, the general butterfly uses (6.96) in the computation of (6.84). Then, it requires 8 multiplications and 20 additions. The special butterflies corresponding to the even values of \( p \) have the same number of multiplications and additions as in the case of the 4mult-2add scheme. However, for the odd values of \( p \), the matrix given by (6.97) is used to compute (6.83). This involves the computation of each of the corresponding special butterflies using 6 multiplications and 18 additions. It can be shown that, for this scheme, the number of multiplications and additions of the proposed FHT algorithm are, respectively,

\[
\begin{align*}
M_{r2/8}^{33} (1, N) &= N - 8q + M_{r2/8}^{33} \left( 1, \frac{N}{2} \right) + 4M_{r2/8}^{33} \left( 1, \frac{N}{8} \right), \quad N > 8q \\
A_{r2/8}^{33} (1, N) &= 3N - 8q + A_{r2/8}^{33} \left( 1, \frac{N}{2} \right) + 4A_{r2/8}^{33} \left( 1, \frac{N}{8} \right), \quad N > 8q
\end{align*}
\] (6.100)
Table 6.13: Number of arithmetic operations required for the computation of the 1-D DHT for $q = 1$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>2</td>
<td>2</td>
<td>28</td>
<td>2</td>
<td>2</td>
<td>28</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>10</td>
<td>12</td>
<td>84</td>
<td>10</td>
<td>12</td>
<td>84</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>34</td>
<td>42</td>
<td>228</td>
<td>34</td>
<td>42</td>
<td>228</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>98</td>
<td>124</td>
<td>580</td>
<td>98</td>
<td>120</td>
<td>580</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>256</td>
<td>330</td>
<td>1412</td>
<td>256</td>
<td>318</td>
<td>1412</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>642</td>
<td>828</td>
<td>3332</td>
<td>642</td>
<td>796</td>
<td>3332</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>1538</td>
<td>1994</td>
<td>7684</td>
<td>1538</td>
<td>1906</td>
<td>7684</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>3586</td>
<td>4668</td>
<td>17412</td>
<td>3586</td>
<td>4448</td>
<td>17412</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>8194</td>
<td>10698</td>
<td>38916</td>
<td>8194</td>
<td>10182</td>
<td>38916</td>
</tr>
</tbody>
</table>

The arithmetic complexities of the proposed radix-2/8 FHT algorithm and the existing radix-2/4 FHT algorithm reported in [55]-[57] for various values of $N$ are given in Tables 6.13-6.16. In Tables 6.14-6.16, the values used for $M_q^3$, $M_q$ and $A_q$ for the proposed FHT algorithm are shown in Table 6.17, for $q = 3, 9$ and 15. These values are the same as the ones used in [55] and [56] for the radix-2/4 FHT algorithm for the corresponding values of $q$. We see from Tables 6.13-6.16 that, in general, the total number of arithmetic operations is the same for both the proposed radix-2/8 FHT and the radix-2/4 FHT algorithms. It can be verified that the radix-2/4 FHT algorithms of [55]-[57] also have exactly $2q$ special butterflies that are precisely indexed by $p N q^{-1}$, where $p = 0, 1, ..., (2q - 1)$.  
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Table 6.14: Number of arithmetic operations required for the computation of the 1-D DHT for $q = 3$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6</td>
<td>2</td>
<td>18</td>
<td>18</td>
<td>20</td>
<td>2</td>
<td>18</td>
<td>2</td>
<td>18</td>
<td>20</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>4</td>
<td>48</td>
<td>48</td>
<td>52</td>
<td>4</td>
<td>48</td>
<td>4</td>
<td>48</td>
<td>52</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>24</td>
<td>12</td>
<td>126</td>
<td>126</td>
<td>138</td>
<td>12</td>
<td>126</td>
<td>12</td>
<td>126</td>
<td>138</td>
<td>12</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>44</td>
<td>318</td>
<td>312</td>
<td>362</td>
<td>44</td>
<td>318</td>
<td>50</td>
<td>312</td>
<td>362</td>
<td>50</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>128</td>
<td>774</td>
<td>152</td>
<td>750</td>
<td>132</td>
<td>774</td>
<td>156</td>
<td>750</td>
<td>906</td>
<td>156</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>348</td>
<td>1830</td>
<td>426</td>
<td>1752</td>
<td>348</td>
<td>1830</td>
<td>414</td>
<td>1764</td>
<td>2178</td>
<td>414</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>880</td>
<td>4230</td>
<td>1096</td>
<td>4014</td>
<td>5110</td>
<td>884</td>
<td>4230</td>
<td>1064</td>
<td>4050</td>
<td>5114</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>2140</td>
<td>9606</td>
<td>2698</td>
<td>9048</td>
<td>11746</td>
<td>2156</td>
<td>9606</td>
<td>2618</td>
<td>9144</td>
<td>11762</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>5040</td>
<td>21510</td>
<td>6408</td>
<td>20142</td>
<td>26550</td>
<td>5060</td>
<td>21510</td>
<td>6164</td>
<td>20406</td>
<td>26570</td>
</tr>
</tbody>
</table>

Table 6.15: Number of arithmetic operations required for the computation of the 1-D DHT for $q = 9$

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>18</td>
<td>20</td>
<td>98</td>
<td>98</td>
<td>118</td>
<td>20</td>
<td>98</td>
<td>20</td>
<td>98</td>
<td>118</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>40</td>
<td>232</td>
<td>232</td>
<td>272</td>
<td>40</td>
<td>232</td>
<td>40</td>
<td>232</td>
<td>272</td>
<td>40</td>
</tr>
<tr>
<td>3</td>
<td>72</td>
<td>86</td>
<td>554</td>
<td>554</td>
<td>640</td>
<td>86</td>
<td>554</td>
<td>86</td>
<td>554</td>
<td>640</td>
<td>86</td>
</tr>
<tr>
<td>4</td>
<td>144</td>
<td>238</td>
<td>1306</td>
<td>256</td>
<td>1288</td>
<td>238</td>
<td>1306</td>
<td>256</td>
<td>1288</td>
<td>1544</td>
<td>256</td>
</tr>
<tr>
<td>5</td>
<td>288</td>
<td>590</td>
<td>3026</td>
<td>662</td>
<td>2954</td>
<td>614</td>
<td>3026</td>
<td>686</td>
<td>2954</td>
<td>3640</td>
<td>686</td>
</tr>
<tr>
<td>6</td>
<td>576</td>
<td>1462</td>
<td>6898</td>
<td>1696</td>
<td>6664</td>
<td>1462</td>
<td>6898</td>
<td>1660</td>
<td>6700</td>
<td>8360</td>
<td>1660</td>
</tr>
<tr>
<td>7</td>
<td>1152</td>
<td>3470</td>
<td>15506</td>
<td>4118</td>
<td>14858</td>
<td>3494</td>
<td>15506</td>
<td>4034</td>
<td>14966</td>
<td>19000</td>
<td>4034</td>
</tr>
<tr>
<td>8</td>
<td>2304</td>
<td>8086</td>
<td>34450</td>
<td>9760</td>
<td>32776</td>
<td>42536</td>
<td>8182</td>
<td>34450</td>
<td>9568</td>
<td>33064</td>
<td>9568</td>
</tr>
</tbody>
</table>
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Table 6.16: Number of arithmetic operations required for the computation of the 1-D DHT for \( q = 15 \)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>36</td>
<td>192</td>
<td>36</td>
<td>192</td>
<td>228</td>
<td>36</td>
<td>192</td>
<td>36</td>
<td>192</td>
<td>228</td>
</tr>
<tr>
<td>2</td>
<td>60</td>
<td>72</td>
<td>444</td>
<td>72</td>
<td>444</td>
<td>516</td>
<td>72</td>
<td>444</td>
<td>72</td>
<td>444</td>
<td>516</td>
</tr>
<tr>
<td>3</td>
<td>120</td>
<td>156</td>
<td>1038</td>
<td>156</td>
<td>1038</td>
<td>1194</td>
<td>156</td>
<td>1038</td>
<td>156</td>
<td>1038</td>
<td>1194</td>
</tr>
<tr>
<td>4</td>
<td>240</td>
<td>420</td>
<td>2406</td>
<td>450</td>
<td>2376</td>
<td>2826</td>
<td>420</td>
<td>2406</td>
<td>450</td>
<td>2376</td>
<td>2826</td>
</tr>
<tr>
<td>5</td>
<td>480</td>
<td>1032</td>
<td>5502</td>
<td>1152</td>
<td>5382</td>
<td>6534</td>
<td>1068</td>
<td>5502</td>
<td>1188</td>
<td>5382</td>
<td>6570</td>
</tr>
<tr>
<td>6</td>
<td>960</td>
<td>2532</td>
<td>12414</td>
<td>2922</td>
<td>12024</td>
<td>14946</td>
<td>2532</td>
<td>12414</td>
<td>2862</td>
<td>12084</td>
<td>14946</td>
</tr>
<tr>
<td>7</td>
<td>1920</td>
<td>5976</td>
<td>27678</td>
<td>7056</td>
<td>26598</td>
<td>33654</td>
<td>6012</td>
<td>27678</td>
<td>6912</td>
<td>26778</td>
<td>33690</td>
</tr>
</tbody>
</table>

Table 6.17: Number of multiplications and additions required by 3-, 9- and 15-point DHTs

<table>
<thead>
<tr>
<th>( q )</th>
<th>( M_q )</th>
<th>( M_q^2 )</th>
<th>( A_q )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>9</td>
<td>10</td>
<td>13</td>
<td>40</td>
</tr>
<tr>
<td>15</td>
<td>18</td>
<td>24</td>
<td>81</td>
</tr>
</tbody>
</table>
6.3.2.2 Data Transfers

The butterfly, shown in Fig. 6.7, of the proposed FHT algorithm, is based on (6.89) and (6.83). We assume that sufficient registers are available in the processor to compute all the operations required by the butterfly without using any intermediate transfer operations between the processor and the external memory (RAM). The implementation of the butterfly for a given value of \( k \), consists of reading two points from the external memory of the processor and performing the operations of addition and subtraction using these two points as the operands. The result of the addition is returned to the external memory, whereas that of the subtraction is kept in an internal register of the processor. This process is repeated four times to compute \( a_c \) and \( a_o \) given by (6.89) of the butterfly. The four points of \( a_o \) kept in the processor are used to process the sub-butterfly given by (6.83). Therefore, the butterfly requires 8 transfer operations (read and write). The results of the additions for \( k = 0, 1, \ldots, (N/8) - 1 \) returned to the external memory are grouped to form the first sub-sequence \( a_c(k) \) of length \( N/2 \). The four sub-sequences \( f_1(k), g_1(k), f_3(k) \) and \( g_3(k) \) of length \( N/8 \) are formed by grouping separately the results of each row of the output vector of (6.83). This is achieved by using \( N/8 \) butterflies. This scheme of implementation reduces significantly the number of data transfers and address generations. To compare the number of data transfers and address generations of the proposed radix-2/8 FHT algorithm with that of the radix-2/4 FHT algorithm of [55]-[57], we consider the case of \( q = 1 \) as an example. Since, for a length-8 DHT, the DHTs given by (6.68)-(6.71) become length-1 DHTs, the four resulting points can be kept in the processor to compute (6.67) without any extra transfer operation. However, for a length-\( N \) DHT (\( N > 8 \)), the extra \( N/2 \) transfer operations of (67) are required. The proposed decomposition and that reported in [55]-[57] require four types of butterflies: one type to compute length-2 DHTs, two types of special butterflies and one general butterfly. However, the proposed decomposition requires one additional type of butterfly to compute a length-4 DHT. It can be shown that the expression
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for the number of data transfer operations, not including the read operations for the twiddle factors, for the implementation of the proposed radix-2/8 FHT algorithm is given by

\[
D_{T2/8}(1, N) = \frac{3N}{2} + D_{T2/8}(1, \frac{N}{2}) + 4D_{T2/8}(1, \frac{N}{8}), \quad N > 8,
\]

\[
D_{T2/8}(1, 8) = 12, D_{T2/8}(1, 4) = 4, D_{T2/8}(1, 2) = 2, D_{T2/8}(1, 1) = 0
\quad (6.102)
\]

whereas the corresponding expression for the implementation of the radix-2/4 FHT algorithm using the first four types of butterflies is given by

\[
D_{T2/4}(1, N) = \frac{3N}{2} + D_{T2/4}(1, \frac{N}{2}) + 2D_{T2/4}(1, \frac{N}{4}), \quad N \geq 8,
\]

\[
D_{T2/4}(1, 4) D_{T2/4}^2 = 6, D_{T2/4}(1, 2) = 2, D_{T2/4}(1, 1) = 0
\quad (6.103)
\]

If in the implementation of the latter algorithm, all the five types of butterflies are used, then the corresponding expression is given by

\[
D_{T2/4}(1, N) = \frac{3N}{2} + D_{T2/4}(1, \frac{N}{2}) + 2D_{T2/4}(1, \frac{N}{4}), \quad N \geq 8,
\]

\[
D_{T2/4}(1, 4) = 4, D_{T2/4}(1, 2) = 2, D_{T2/4}(1, 1) = 0
\quad (6.104)
\]

The number of data transfer operations for the two algorithms are compared in Table 6.18. It is seen from this table that the implementation of the proposed FHT algorithm provides around 25% savings over the 4-butterfly and 5-butterfly implementations of the radix-2/4 FHT algorithm of [55]-[57]. During the data transfer process, the address generation operations are required to read/write the data from/in memory, and hence, similar savings are also obtained by the proposed FHT algorithm in the case of the address generation.
Table 6.18: Comparison of the number of data transfer operations for $q = 1$

<table>
<thead>
<tr>
<th>$m$</th>
<th>$N$</th>
<th>$D_{r2/4}(1, N)$ (A)</th>
<th>$D_{r2/4}(1, N)$ (B)</th>
<th>$D_{r2/8}(1, N)$ (C)</th>
<th>Savings in C over A</th>
<th>Savings in C over B</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>22</td>
<td>20</td>
<td>12</td>
<td>45.45</td>
<td>40.00</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>58</td>
<td>52</td>
<td>44</td>
<td>24.13</td>
<td>15.38</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>150</td>
<td>140</td>
<td>108</td>
<td>28.00</td>
<td>22.85</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>362</td>
<td>340</td>
<td>252</td>
<td>30.38</td>
<td>25.88</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>854</td>
<td>812</td>
<td>620</td>
<td>27.40</td>
<td>23.64</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>1962</td>
<td>1876</td>
<td>1436</td>
<td>26.80</td>
<td>23.45</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>4438</td>
<td>4268</td>
<td>3212</td>
<td>27.62</td>
<td>24.74</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>9898</td>
<td>9556</td>
<td>7228</td>
<td>26.97</td>
<td>24.36</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>21846</td>
<td>21164</td>
<td>16044</td>
<td>26.55</td>
<td>24.19</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>47786</td>
<td>46420</td>
<td>35036</td>
<td>26.68</td>
<td>24.52</td>
</tr>
</tbody>
</table>

6.3.2.3 Twiddle Factors

We discuss here only the cases of $q = 1$ and $q = 3$. In counting the number of twiddle factor evaluations or accesses to the lookup table required by the proposed radix-2/8 FHT algorithm and the radix-2/4 FHT algorithm of [55]-[57], it is assumed that the twiddle factors required by the special butterflies, such as $\sqrt{2}/2$, $\sqrt{3}/2$, $\cos(\pi/8)$, $\sin(\pi/8)$, $\csc(-\pi/8)$ and $\csc(\pi/8)$ are initialized and kept in the internal registers of the processor during the processing time of the corresponding algorithm. However, for the radix-2/8 and radix-2/4 FHT algorithms, 4 and 2 twiddle factors are respectively required to be evaluated or loaded from the lookup table by the corresponding general butterfly using the 4mult-2add scheme. The corresponding numbers are 6 and 3 for the 3mult-3add scheme. Therefore, by counting the required number of the general butterflies in the radix-2/8 and radix-2/4 FHT algorithms, the number of twiddle factor evaluations or accesses to the lookup table for the
two algorithms are, respectively

\[
T_{r_2/8}^{42}(1,N) = \frac{N}{2} - 8q + 4T_{r_2/8}^{42}\left(\frac{1}{2}, \frac{N}{2}\right) + 4T_{r_2/8}^{42}\left(1, \frac{N}{8}\right), \ N > 8q
\]  \hspace{1cm} (6.105)

and

\[
T_{r_2/4}^{42}(1,N) = \frac{N}{2} - 4q + 2T_{r_2/4}^{42}\left(1, \frac{N}{2}\right) + 2T_{r_2/4}^{42}\left(1, \frac{N}{4}\right), \ N > 4q
\]  \hspace{1cm} (6.106)

using the 4mult-2add scheme, and

\[
T_{r_2/8}^{33}(1,N) = \frac{3}{4}N - 12q + 4T_{r_2/8}^{33}\left(1, \frac{N}{2}\right) + 4T_{r_2/8}^{33}\left(1, \frac{N}{8}\right), \ N > 8q
\]  \hspace{1cm} (6.107)

and

\[
T_{r_2/4}^{33}\left(1, \frac{N}{2}\right) = \frac{3}{4}N - 6q + 2T_{r_2/4}^{33}\left(1, \frac{N}{2}\right) + 2T_{r_2/4}^{33}\left(1, \frac{N}{4}\right), \ N > 4q
\]  \hspace{1cm} (6.108)

using the 3mult-3add scheme. For various values of \(N\), the number of twiddle factor evaluations or accesses to the lookup table of the proposed radix-2/8 FHT algorithm is compared with that of the radix-2/4 FHT algorithm when \(q = 1\) in Table 6.19 and \(q = 3\) in Table 6.20.

It is seen from these tables that savings of over 30% in the evaluation of twiddle factors or in the access to the lookup table can easily be achieved by the proposed FHT algorithm.

Note that, when the lookup table is used, identical savings are obtained by the proposed FHT algorithm in the address generation for reading the twiddle factors.
Table 6.19: Comparison of the number of twiddle factor evaluations or accesses to the lookup table for \( q = 1 \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( N )</th>
<th>( T_{r_2/4}^{42} (1,N) )</th>
<th>( T_{r_2/4}^{42} (1,N) )</th>
<th>( % )</th>
<th>( T_{r_2/8}^{43} (1,N) )</th>
<th>( T_{r_2/8}^{43} (1,N) )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>16</td>
<td>4</td>
<td>0</td>
<td>100</td>
<td>6</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>32</td>
<td>16</td>
<td>8</td>
<td>50.00</td>
<td>24</td>
<td>12</td>
<td>50.00</td>
</tr>
<tr>
<td>6</td>
<td>64</td>
<td>52</td>
<td>32</td>
<td>38.46</td>
<td>78</td>
<td>48</td>
<td>38.46</td>
</tr>
<tr>
<td>7</td>
<td>128</td>
<td>144</td>
<td>88</td>
<td>38.88</td>
<td>216</td>
<td>132</td>
<td>38.38</td>
</tr>
<tr>
<td>8</td>
<td>256</td>
<td>372</td>
<td>240</td>
<td>35.48</td>
<td>558</td>
<td>360</td>
<td>35.48</td>
</tr>
<tr>
<td>9</td>
<td>512</td>
<td>912</td>
<td>616</td>
<td>32.45</td>
<td>1368</td>
<td>924</td>
<td>32.45</td>
</tr>
<tr>
<td>10</td>
<td>1024</td>
<td>2164</td>
<td>1472</td>
<td>31.97</td>
<td>3246</td>
<td>2208</td>
<td>31.97</td>
</tr>
<tr>
<td>11</td>
<td>2048</td>
<td>5008</td>
<td>3448</td>
<td>31.15</td>
<td>7512</td>
<td>5172</td>
<td>31.15</td>
</tr>
<tr>
<td>12</td>
<td>4096</td>
<td>11380</td>
<td>7952</td>
<td>30.12</td>
<td>17070</td>
<td>11928</td>
<td>30.12</td>
</tr>
</tbody>
</table>

Table 6.20: Comparison of the number of twiddle factor evaluations or accesses to the lookup table for \( q = 3 \)

<table>
<thead>
<tr>
<th>( m )</th>
<th>( N )</th>
<th>( T_{r_2/4}^{42} (1,N) )</th>
<th>( T_{r_2/8}^{42} (1,N) )</th>
<th>( % )</th>
<th>( T_{r_2/4}^{43} (1,N) )</th>
<th>( T_{r_2/8}^{43} (1,N) )</th>
<th>( % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>24</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
</tr>
<tr>
<td>4</td>
<td>48</td>
<td>12</td>
<td>0</td>
<td>100</td>
<td>18</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>96</td>
<td>48</td>
<td>24</td>
<td>50.00</td>
<td>72</td>
<td>36</td>
<td>50.00</td>
</tr>
<tr>
<td>6</td>
<td>192</td>
<td>156</td>
<td>96</td>
<td>38.46</td>
<td>234</td>
<td>144</td>
<td>38.46</td>
</tr>
<tr>
<td>7</td>
<td>384</td>
<td>432</td>
<td>264</td>
<td>38.88</td>
<td>648</td>
<td>396</td>
<td>38.38</td>
</tr>
<tr>
<td>8</td>
<td>768</td>
<td>1116</td>
<td>720</td>
<td>35.48</td>
<td>1674</td>
<td>1080</td>
<td>35.48</td>
</tr>
<tr>
<td>9</td>
<td>1536</td>
<td>2736</td>
<td>1848</td>
<td>32.45</td>
<td>4104</td>
<td>2772</td>
<td>32.45</td>
</tr>
<tr>
<td>10</td>
<td>3072</td>
<td>6492</td>
<td>4416</td>
<td>31.97</td>
<td>9738</td>
<td>6624</td>
<td>31.97</td>
</tr>
<tr>
<td>11</td>
<td>6144</td>
<td>15024</td>
<td>10344</td>
<td>31.15</td>
<td>22536</td>
<td>15516</td>
<td>31.15</td>
</tr>
<tr>
<td>12</td>
<td>12288</td>
<td>34140</td>
<td>23856</td>
<td>30.12</td>
<td>51210</td>
<td>35784</td>
<td>30.12</td>
</tr>
</tbody>
</table>
6.4 Summary

In this chapter, we have proposed a new radix-2/8 approach for computing the DFT and DHT of arbitrary lengths $N = q \times 2^m$, where $q$ and $m$ are integers. It is based on the use of a mixture of radix-2 and radix-8 index maps. This mixture and the use of an efficient indexing process provide decompositions different from those of the existing radix-2/4 FFT and FHT algorithms, since the existing ones are all based on the use of a mixture of radix-2 and radix-4 index maps. This new approach has been used to design efficient radix-2/8 FFT and FHT algorithms. It has been shown that, in most cases, the number of arithmetic operations required in the proposed radix-2/8 FFT (or FHT) algorithm is the same as that in the existing radix-2/4 FFT (or FHT) algorithm. However, the other operations such as data transfer, address generation, and twiddle factor evaluation or access to the lookup table, which increase significantly the complexity of FFT and FHT algorithms, are all substantially reduced in the proposed radix-2/8 algorithms. This is of particular importance in the case of $q = 1$, when the data length becomes an integral power of two, and the number of arithmetic operations required by the proposed radix-2/8 FFT (or FHT) is identical to that required by the existing radix-2/4 FFT (or FHT) algorithm. The proposed algorithms are expressed in simple matrix forms, thereby facilitating easy implementations of the algorithms, and allowing for extensions to the multidimensional case.
Chapter 7

Extension of the Radix-2/8 Approach for the Computation of DFTs of Higher Dimensions

7.1 Introduction

In the conventional row-column method, the 2-D and 3-D DFTs are computed by a series of 1-D FFT algorithms applied successively in each of the dimensions [26]. The 2-D and 3-D DFTs can also be computed using the polynomial transform [25], [34]. Although the polynomial transform algorithms require the lowest number of multiplications, they are not popular in view of their complicated structures compared to the existing radix-based FFT algorithms. We now give a brief review of the radix-2 and radix-2/4 approaches that have been exploited in developing two and higher dimension FFT algorithms.

The radix-2 approach of Cooley-Tukey [3] has been used to develop the radix-(2 × 2) FFT algorithm for computing the 2-D DFT [22]. This has been generalized for the radix-($r_1 \times r_2$) FFT algorithm [23], where $r_1$ and $r_2$ are arbitrary integers. Later, the approach of
Cooley-Tukey was extended for the computation of the DFT of an arbitrary dimension [24], [26], [32]. These algorithms, known as vector radix FFT algorithms, substantially reduce the number of arithmetic operations over the row-column method.

The radix-2/4 approach of Duhamel-Hollmann [11] has been extended for the 2-D DFT case using DIT decomposition [39]. This provides the 2-D radix-\((2 \times 2)/(4 \times 4)\) DIT FFT algorithm, which is based on the use of a mixture of radix-\((2 \times 2)\) and radix-\((4 \times 4)\) index maps. The 2-D radix-\((2 \times 2)/(4 \times 4)\) DIF version of the DIT algorithm in [39] has been formulated in a matrix form in [28]. Alternate versions of these radix-\((2 \times 2)/(4 \times 4)\) FFT algorithms have been given in [29] using an algebraic formulation. In Chapter 5, we have proposed an efficient radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) DIF FFT algorithm for computing the 3-D DFT. All the above FFT algorithms that are based on the radix-2/4 approach significantly reduce the computational complexity as compared to the corresponding vector radix FFT algorithms.

It has been shown that the new radix-2/8 approach introduced in Chapter 6 is superior to all the other existing radix-based approaches in providing efficient 1-D FFT and FHT algorithms. In this chapter, by exploring the radix-2/8 approach, the problem of reducing the complexity in the computation of the 2-D and 3-D DFTs is addressed, and efficient radix-\((2 \times 2)/(8 \times 8)\) [125] and radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) [117] FFT algorithms are proposed. An appropriate use of the Kronecker product coupled with an efficient index mapping enable us to characterize the butterflies of the proposed algorithms by simple closed-form expressions that facilitate easy software or hardware implementations of the algorithms. Sections 7.2 and 7.3 consider the cases of the 2-D and 3-D DFTs, respectively.
7.2 Proposed Radix-(2 × 2)/(8 × 8) DIF FFT Algorithm

From (3.15), the 2-D DFT of size \((N \times N)\), is given by

\[
\tilde{X}(n_1, n_2) = \sum_{k_1=0}^{N-1} \sum_{k_2=0}^{N-1} \tilde{x}(k_1, k_2) W_N^{n_1 k_1 + n_2 k_2}, \quad 0 \leq n_1, n_2 \leq N - 1 \tag{7.1}
\]

In this section, we introduce a new DIF decomposition of the 2-D DFT given by (7.1) using the radix-2/8 approach. This decomposition is performed using two steps. In the first step, we use radix-(2 × 2) index maps to decompose the DFT given by (7.1) into four DFTs. In the second step, we introduce radix-(8 × 8) index maps by further decomposing some of these resulting DFTs.

Let us first introduce radix-(2 × 2) index maps by changing the variables \(k_i\) and \(n_i\) in (7.1) by

\[
k_i + \frac{N}{2} l_i, \quad 0 \leq k_i \leq \frac{N}{2} - 1, \quad l_i = 0, 1 \tag{7.2}
\]

and

\[
2n_i + m_i, \quad 0 \leq n_i \leq \frac{N}{2} - 1, \quad m_i = 0, 1 \tag{7.3}
\]

respectively. Then, (7.1) is decomposed into four \((N/2 \times N/2)\)-point DFTs given by

\[
\tilde{X}(2n_1, 2n_2) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \tilde{y}_{00}(k_1, k_2) W_N^{n_1 k_1} W_{N/2}^{\sum_{j=0}^{n_1} n_{j} k_{j}}, \quad 0 \leq n_i \leq \frac{N}{2} - 1 \tag{7.4}
\]

\[
\tilde{X}(2n_1, 2n_2 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \tilde{y}_{01}(k_1, k_2) W_N^{n_1 k_1} W_{N/2}^{\sum_{j=0}^{n_1} n_{j} k_{j}}, \quad 0 \leq n_i \leq \frac{N}{2} - 1 \tag{7.5}
\]

\[
\tilde{X}(2n_1 + 1, 2n_2) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \tilde{y}_{10}(k_1, k_2) W_N^{n_1 k_1} W_{N/2}^{\sum_{j=0}^{n_1} n_{j} k_{j}}, \quad 0 \leq n_i \leq \frac{N}{2} - 1 \tag{7.6}
\]

181
\[
\tilde{X}(2n_1 + 1, 2n_2 + 1) = \sum_{k_1=0}^{N/2-1} \sum_{k_2=0}^{N/2-1} \tilde{y}_{11}(k_1, k_2) W_N^{k_1+k_2} W_{N/2}^{\sum_{j=0}^{1} n_j}, 0 \leq n_i \leq \frac{N}{2} - 1 \quad (7.7)
\]

The sequences \(\tilde{y}_{11}(k_1, k_2)\) in (7.4)-(7.7) are obtained from the original input sequence \(\tilde{x}(k_1, k_2)\) using

\[
\tilde{y}_{k_1, k_2} = H_{2^2} \tilde{x}_{k_1, k_2}, 0 \leq k_i \leq \frac{N}{2} - 1 \quad (7.8)
\]

where

\[
\tilde{x}_{k_1, k_2} = \begin{bmatrix}
\tilde{x}(k_1, k_2) \\
\tilde{x}(k_1, k_2 + N/2) \\
\tilde{x}(k_1 + N/2, k_2) \\
\tilde{x}(k_1 + N/2, k_2 + N/2)
\end{bmatrix} \quad (7.9)
\]

and

\[
\tilde{y}_{k_1, k_2} = \begin{bmatrix}
\tilde{y}_{00}(k_1, k_2, k_3) \\
\tilde{y}_{01}(k_1, k_2, k_3) \\
\tilde{y}_{10}(k_1, k_2, k_3) \\
\tilde{y}_{11}(k_1, k_2, k_3)
\end{bmatrix} \quad (7.10)
\]

The transform operator \(H_{2^2}\) in (7.8) can be factored using (2.8). The decomposition of the DFT given by (7.1) into the DFTs given by (7.4)-(7.7) represents the first stage of the decomposition in the radix-\((2 \times 2)\) DIF FFT algorithm.

In order to develop a radix-\((2 \times 2)/(8 \times 8)\) FFT algorithm, we further decompose the DFTs given by (7.5)-(7.7) to introduce radix-\((8 \times 8)\) index maps. Let us start by the decomposition of the even-odd indexed terms, which correspond to (7.5). First, we change the variables \(k_i\)'s by

\[
k_i + \frac{N}{8} l_i, 0 \leq k_i \leq \frac{N}{8} - 1, l_i = 0, 1, 2, 3 \quad (7.11)
\]
Then, the DFT given by (7.5) becomes

\[
\tilde{X}(2n_1, 2n_2 + 1) = \sum_{k_1=0}^{N/8 - 1} \sum_{k_2=0}^{N/8 - 1} \left[ \sum_{l_1=0}^{3} \sum_{l_2=0}^{3} y_{0l_1} (k_1 + \frac{N}{8} l_1, k_2 + \frac{N}{8} l_2) e^{-j\frac{\pi}{N}(l_1 + l_2)\sum_{i=1}^{2} n_k i} \right] W_{N/2}^{k_2} W_{N/8}^{\sum_{i=1}^{2} n_k i},
\]

\[0 \leq n_i \leq \frac{N}{2} - 1 \quad (7.12)\]

Now, we change the frequency variables \(n_i\)'s in (7.12) by

\[4n_i + m_i, \quad 0 \leq n_i \leq \frac{N}{8} - 1, \quad m_i = 0, 1, 2, 3 \quad (7.13)\]

Then, (7.12) becomes

\[
\tilde{X}(8n_1 + p, 8n_2 + \beta) = \sum_{k_1=0}^{N/8 - 1} \sum_{k_2=0}^{N/8 - 1} y_{00}^{p\beta} (k_1, k_2) W_{N/8}^{\sum_{i=1}^{2} n_k i},
\]

\[0 \leq n_i \leq \frac{N}{8} - 1, \quad p = 0, 2, 4, 6, \quad \beta = 1, 3, 5, 7 \quad (7.14)\]

It is clear that (7.14) represents a set of 16 \((\frac{N}{8} \times \frac{N}{8})\)-point DFTs that are obtained by a further decomposition of the even-odd index terms given by (7.5) using radix-(8 × 8) index maps. By a similar technique, the odd-even and odd-odd indexed terms given by (7.6) and (7.7) can be expressed, respectively, as

\[
\tilde{X}(8n_1 + \alpha, 8n_2 + p) = \sum_{k_1=0}^{N/8 - 1} \sum_{k_2=0}^{N/8 - 1} y_{0\alpha}^{p\beta} (k_1, k_2) W_{N/8}^{\sum_{i=1}^{2} n_k i},
\]

\[0 \leq n_i \leq \frac{N}{8} - 1, \quad p = 0, 2, 4, 6, \quad \alpha = 1, 3, 5, 7 \quad (7.15)\]
\[ \tilde{X}(8n_1 + \alpha, 8n_2 + \beta) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \gamma_{11}^\alpha (k_1, k_2) W_{N/8}^2 n_{k_1}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad \alpha, \beta = 1, 3, 5, 7 \]  
(7.16)

The input sequences \( \gamma_{11}^\alpha (k_1, k_2) \) of the DFTs given by (7.14)-(7.16) are, respectively, the components of the vectors given by

\[ \tilde{Y}_{k_1, k_2}^{01} = F_{k_1, k_2}^{01} W_{4^2} (I_4 \otimes S_4) \tilde{Y}_{k_1, k_2}^{01}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \]  
(7.17)

\[ \tilde{Y}_{k_1, k_2}^{10} = F_{k_1, k_2}^{10} W_{4^2} (S_4 \otimes I_4) \tilde{Y}_{k_1, k_2}^{10}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \]  
(7.18)

\[ \tilde{Y}_{k_1, k_2}^{11} = F_{k_1, k_2}^{11} W_{4^2} (S_4 \otimes S_4) \tilde{Y}_{k_1, k_2}^{11}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \]  
(7.19)

where the components of the input vectors \( \tilde{Y}_{k_1, k_2} \), output vectors \( \tilde{Y}_{k_1, k_2} \) and those of their corresponding diagonal twiddle factor matrices \( F_{k_1, k_2} \) are given by

\[ \begin{align*}
\tilde{Y}_{k_1, k_2}^{01} (a) &= \tilde{y}_{01} (k_1 + p \frac{N}{16}, k_2 + (\beta - 1) \frac{N}{16}) \\
\tilde{Y}_{k_1, k_2}^{01} (a) &= \tilde{y}_{\alpha \beta} (k_1, k_2) \\
F_{k_1, k_2}^{01} (a, a) &= W_N^{p k_1 + \beta k_2} \\
\text{where } a &= 2p + \frac{\beta - 1}{2}, \quad p = 0, 2, 4, 6, \quad \beta = 1, 3, 5, 7
\end{align*} \]  
(7.20)

\[ \begin{align*}
\tilde{Y}_{k_1, k_2}^{10} (b) &= \tilde{y}_{10} (k_1 + (\alpha - 1) \frac{N}{16}, k_2 + p \frac{N}{16}) \\
\tilde{Y}_{k_1, k_2}^{10} (b) &= \tilde{y}_{\alpha \beta} (k_1, k_2) \\
F_{k_1, k_2}^{10} (b, b) &= W_N^{p k_1 + \beta k_2} \\
\text{where } b &= 2\alpha - 2 + \frac{p}{2}, \quad p = 0, 2, 4, 6, \quad \alpha = 1, 3, 5, 7
\end{align*} \]  
(7.21)
and
\[
\begin{align*}
\bar{y}_{k_1, k_2}^{11}(c) &= \tilde{y}_{11} \left( k_1 + (\alpha - 1) \frac{N}{16}, k_2 + (\beta - 1) \frac{N}{16} \right) \\
\hat{y}_{k_1, k_2}^{11}(c) &= \tilde{y}_{11}^{10} (k_1, k_2) \\
F_{k_1, k_2}^{11}(c, c) &= W_N^{\alpha k_1 + \beta k_2} \\
\text{where } c &= 2\alpha - 2 + \frac{\beta - 1}{2}, \quad \alpha, \beta = 1, 3, 5, 7
\end{align*}
\] (7.22)

In (7.17)-(7.19), the matrix $S_4$ is given by
\[
S_4 = (I_2 \otimes C_2) (J_2 \otimes I_2), \quad C_2 = \begin{bmatrix} 1 & 0 \\ 0 & e^{-j\frac{\pi}{4}} \end{bmatrix}, \quad J_2 = \begin{bmatrix} 1 & 0 \\ 0 & -j \end{bmatrix}
\] (7.23)

and the matrix $W_{4^2}$, the operator of the $(4 \times 4)$-point 2-D DFT, can be factored using the Kronecker product as [32]
\[
W_{4^2} = W_4 \otimes W_4 = \prod_{l=1}^{2} (I_{4l-1} \otimes Z_4 \otimes I_{4l-1}) (I_{4l-1} \otimes D_4 \otimes I_{4l-1}) (I_{4l-1} \otimes R_4 \otimes I_{4l-1})
\] (7.24)

where the matrices $Z_4$, $D_4$ and $R_4$ are given by (4.7), (4.8) and (4.9), respectively.

For a given combination of $(k_1, k_2)$, each of the three general sub-butterflies given by (7.17)-(7.19) requires 16 input points to be calculated using (7.8). Hence, the operation given by (7.8) is repeated 16 times, since $\bar{y}_{00}$ is no longer required by the sub-butterflies and the other three output points are used directly by the corresponding sub-butterflies. In order to compute, for a given combination of $(k_1, k_2)$, all the points required in the computation of these three sub-butterflies, we rearrange (7.8) as
\[
\bar{y}_{k_1+l_1, k_2+l_2} = H_{22} \bar{y}_{k_1+l_1, k_2+l_2},
\]
\[
0 \leq k_i \leq \frac{N}{8} - 1, \quad l_i = 0, 1, 2, 3
\] (7.25)
Using (7.9) and (7.10), it is clear that for a given combination of \((k_1, k_2)\), (7.25) computes 64 points from the initial input sequence \(\tilde{x}(k_1, k_2)\), where 16 points are used to form the input sequence \(\tilde{y}_{00}(k_1, k_2)\) of the \((\frac{N}{2} \times \frac{N}{2})\)-point 2-D DFT given by (7.4) and all the other points are used by the general sub-butterflies given by (7.17)-(7.19). The output of these sub-butterflies are used to form the input sequences of the corresponding \((\frac{N}{8} \times \frac{N}{8})\)-point 2-D DFTs given by (7.14)-(7.16). These operations are repeated for all the combinations of \((k_1, k_2)\), \(k_i = 0, 1, ..., (N/8) - 1\), \(i = 1, 2\). This completes the first stage of the proposed decomposition.

Thus, the proposed radix-(2 × 2)/(8 × 8) FFT algorithm corresponds to decomposing the \((N \times N)\)-point 2-D DFT given by (7.1) into one \((\frac{N}{2} \times \frac{N}{2})\)-point 2-D DFT given by (7.4) and 48 \((\frac{N}{8} \times \frac{N}{8})\)-point 2-D DFTs given by (7.14)-(7.16), in the first stage. This is achieved by repeating \(\frac{N^2}{64}\) times the general butterfly based on (7.25) and (7.17)-(7.19). This decomposition scheme is repeated successively for each of the new resulting DFTs, until the problem is reduced to some DFTs without twiddle factors, namely \((4 \times 4)\)- or \((2 \times 2)\)-point 2-D DFTs.

Let us now count the operations required by the general butterfly of the proposed 2-D FFT algorithm. This is achieved by counting all the necessary operations for a given combination of \((k_1, k_2)\). According to (2.8), the matrix \(H_{22}\) introduces \(8 \times 16\) complex additions in the computation of the operation given by (7.25). According to (7.24), the matrix \(W_{42}\) introduces \(16 \times 2 \times 2\) complex additions in the computation of each of the three general sub-butterflies given by (7.17)-(7.19). The computation of each of these sub-butterflies also requires 16 complex multiplications that are introduced by the corresponding twiddle factor matrix \(F_{k_1, k_2}\), and 16 real multiplications and 16 real additions that are introduced by the corresponding diagonal matrix generated using \(S_4\). Consequently, the general butterfly of the proposed 2-D FFT algorithm requires 240 real multiplications and 784 real additions, if the 4mult-2add scheme is considered, and 192 real multiplications and 832 real additions.
if the 3mult-3add scheme is considered.

In order to further reduce the number of operations, we consider some special combinations of \((k_1, k_2)\) that involve some trivial operations. It is clear from (7.20)-(7.22) that each of the twiddle factor matrices \(F_{k_0,0}^{01}\) and \(F_{0,k}^{10}\) requires only 12 complex multiplications, for \(k = 1, 2, ..., (N/8) - 1\) and \(k \neq s, s/2\), where \(s = N/16\). It is also clear that the twiddle factor matrices \(F_{s,2s}^{01}, F_{2s,3s}^{01}, F_{s,0}^{01}, F_{2s,s}^{10}, F_{2s,3s}^{10}, F_{s,s}^{10}, F_{3s,s}^{11}, F_{s,3s}^{11}, F_{3s,3s}^{11}\) and \(F_{5s,5s}^{11}\) involve some trivial operations. Since the sub-butterflies given by (7.17)-(7.19) require pre-multiplications (due to \(S_4\)) and post-multiplications (due to \(F_{k_1,k_2}\)), a technique for combining twiddle factors is introduced to reduce the number of operations for some special combinations of \((k_1, k_2)\).

This technique is based on the following theorem.

**Theorem 1:** Let two matrices \(Z_{4M}\) and \(R_{4M}\) of order \(4^M\) be defined as

\[
Z_{4M} = Z_4 \otimes Z_4 \otimes \ldots \otimes Z_4 = \prod_{i=1}^{M} (I_{4^{i-1}} \otimes Z_4 \otimes I_{4^{M-i}}) \quad (7.26)
\]

\[
R_{4M} = R_4 \otimes R_4 \otimes \ldots \otimes R_4 = \prod_{i=1}^{M} (I_{4^{i-1}} \otimes R_4 \otimes I_{4^{M-i}}) \quad (7.27)
\]

Let \(A_{4M}\) and \(\tilde{A}_{4M}\) be two diagonal matrices generated by an arbitrary diagonal matrix \(A_2\) of order two, as

\[
A_{4M} = I_{4^{M-1}} \otimes (I_2 \otimes A_2) \quad (7.28)
\]

\[
\tilde{A}_{4M} = I_{4^{M-1}} \otimes (A_2 \otimes I_2) \quad (7.29)
\]

Then,

(i) \(A_{4M} Z_{4M} = Z_{4M} A_{4M}\)

(ii) \(R_{4M} A_{4M} = \tilde{A}_{4M} R_{4M}\).

**Proof:**

(i) For \(i = 1, 2, ..., M - 1\), the product of the matrix \(A_{4M}\) by the \(i\)th term \((I_{4^{i-1}} \otimes Z_4 \otimes I_{4^{M-i}})\)
of the right side of (7.26) is commutative. That is,

\[
A_{4M} \left( I_{4i-1} \otimes Z_4 \otimes I_{4M-i} \right) = (I_{4i-1} \otimes (I_2 \otimes A_2)) (I_{4i-1} \otimes Z_4 \otimes I_{4M-i}) \\
= (I_{4i-1} \otimes (I_{4M-i} \otimes (I_2 \otimes A_2))) (I_{4i-1} \otimes (Z_4 \otimes I_{4M-i})) \\
= I_{4i-1} \otimes [(I_{4i} \otimes (I_{4M-i-1} \otimes (I_2 \otimes A_2))) (Z_4 \otimes I_{4M-i})] \\
= I_{4i-1} \otimes [(I_{4i} Z_4) \otimes ((I_{4M-i-1} \otimes (I_2 \otimes A_2))) I_{4M-i}] \\
= I_{4i-1} \otimes [(Z_4 i_4) \otimes (I_{4M-i} (I_{4M-i-1} \otimes (I_2 \otimes A_2)))] \\
= I_{4i-1} \otimes [(Z_4 \otimes I_{4M-i}) (I_{4i} \otimes I_{4M-i-1} \otimes (I_2 \otimes A_2))] \\
= (I_{4i-1} \otimes Z_4 \otimes I_{4M-i}) (I_{4M-i} \otimes (I_2 \otimes A_2)) \\
= (I_{4i-1} \otimes Z_4 \otimes I_{4M-i}) A_{4M} \quad (7.30)
\]

For \(i = M\),

\[
A_{4M} \left( I_{4M-1} \otimes Z_4 \right) = (I_{4M-1} \otimes (I_2 \otimes A_2)) (I_{4M-1} \otimes Z_4) \\
= I_{4M-1} \otimes ((I_2 \otimes A_2) Z_4) \\
= (I_{4M-1} \otimes Z_4) (I_{4M-1} \otimes (I_2 \otimes A_2)) \\
= (I_{4M-1} \otimes Z_4) A_{4M} \quad (7.31)
\]

where in the last step we have used the fact that \((I_2 \otimes A_2) Z_4 = Z_4 (I_2 \otimes A_2)\). Combining (7.30) and (7.31), we see that \(A_{4M} Z_{4M} = Z_{4M} A_{4M}\).

(ii) Similarly, for \(i = 1, 2, ..., M-1\), it can be shown that the product of the matrix \(\tilde{A}_{4M}\) by the \(i\)th term \((I_{4i-1} \otimes R_4 \otimes I_{4M-i})\) of the right side of (7.27) is also commutative. That is,

\[
\tilde{A}_{4M} \left( I_{4i-1} \otimes R_4 \otimes I_{4M-i} \right) = (I_{4i-1} \otimes R_4 \otimes I_{4M-i}) \tilde{A}_{4M} \quad (7.32)
\]

188
Also, for $i = M$, since $R_4 (I_2 \otimes A_2) = (A_2 \otimes I_2) R_4$, we have

\[
\bar{A}_{4M} (I_{4M-1} \otimes R_4) = (I_{4M-1} \otimes (A_2 \otimes I_2)) (I_{4M-1} \otimes R_4)
= I_{4M-1} \otimes ((A_2 \otimes I_2) R_4)
= (I_{4M-1} \otimes R_4) (I_{4M-1} \otimes (I_2 \otimes A_2))
= (I_{4M-1} \otimes R_4) A_{4M}
\]  

(7.33)

Combining (7.32) and (7.33), we see that $R_{4M} A_{4M} = \bar{A}_{4M} R_{4M}$.

Now, for $M = 2$, by an appropriate application of this theorem in the expressions given by (7.17)-(7.19), we can show the following:

a) The sub-butterfly given by (7.17) requires only 16 real multiplications and 144 real additions for each of the combinations $(0, 0)$ and $(2s, 0)$ of $(k_1, k_2)$, whereas it needs 16 complex multiplications and 64 complex additions for each of the combinations $(0, 2s)$ and $(2s, 2s)$.

b) The sub-butterfly given by (7.18) requires only 16 real multiplications and 144 real additions for each of the combinations $(0, 0)$ and $(0, 2s)$, whereas it needs 16 complex multiplications and 64 complex additions for each of the combinations $(2s, 0)$ and $(2s, 2s)$.

c) The sub-butterfly given by (7.19) requires only 16 real multiplications and 144 real additions for each of the combinations $(0, 0)$ and $(2s, 2s)$, whereas it needs 16 complex multiplications and 64 complex additions for each of the combinations $(0, 2s)$ and $(2s, 0)$. 
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7.2.1 Computational Complexity

In this section we consider the efficiency of the proposed radix-\((2 \times 2)/(8 \times 8)\) FFT algorithm when it is implemented using the general butterfly based on (7.25) and (7.17)-(7.19), and the special sub-butterflies corresponding to the special combinations of \((k_1,k_2)\) defined in Section 7.1.1. This is done by comparing its computational complexity with that of the existing radix-\((2 \times 2)/(4 \times 4)\) FFT algorithm [29]. The following computational complexity of the proposed 2-D FFT algorithm is found by a close examination of the scheme described in Section 7.1.1.

7.2.1.1 Arithmetic Complexity

It can be seen that the expressions for the numbers of real multiplications and real additions required by the proposed 2-D FFT algorithm are, respectively,

\[
M_{r2/8}^{33} (2,N) = 3N^2 - 3N - 472 + M_{r2/8}^{33} \left( \frac{N}{2} \right) + 48M_{r2/8}^{33} \left( \frac{N}{8} \right), \ N \geq 32,
\]

\[
M_{r2/8}^{33} (2,16) = 432, \ M_{r2/8}^{33} (2,8) = 48, \ M_{r2/8}^{33} (2,4) = 0 \quad (7.34)
\]

and

\[
A_{r2/8}^{33} (2,N) = 13N^2 - 3N - 472 + A_{r2/8}^{33} \left( \frac{N}{2} \right) + 48A_{r2/8}^{33} \left( \frac{N}{8} \right), \ N \geq 32,
\]

\[
A_{r2/8}^{33} (2,16) = 4528, \ A_{r2/8}^{33} (2,8) = 816, \ A_{r2/8}^{33} (2,4) = 128 \quad (7.35)
\]

if the 3mult-3add scheme is considered, and

\[
M_{r2/8}^{42} (2,N) = \frac{15}{4}N^2 - 4N - 624 + M_{r2/8}^{42} \left( \frac{N}{2} \right) + 48M_{r2/8}^{42} \left( \frac{N}{8} \right), \ N \geq 32,
\]

\[
M_{r2/8}^{42} (2,16) = 528, \ M_{r2/8}^{42} (2,8) = 48, \ M_{r2/8}^{42} (2,4) = 0 \quad (7.36)
\]
Table 7.1: Number of arithmetic operations required for the computation of the 2-D DFT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size</th>
<th>Radix- $(2 \times 2)/(4 \times 4)$ FFT in [29]</th>
<th>Proposed radix- $(2 \times 2)/(8 \times 8)$ FFT</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^2 \times 2^2$</td>
<td>0</td>
<td>128</td>
<td>0</td>
</tr>
<tr>
<td>$2^3 \times 2^3$</td>
<td>48</td>
<td>816</td>
<td>48</td>
</tr>
<tr>
<td>$2^4 \times 2^4$</td>
<td>560</td>
<td>4654</td>
<td>432</td>
</tr>
<tr>
<td>$2^5 \times 2^5$</td>
<td>3312</td>
<td>23792</td>
<td>2936</td>
</tr>
<tr>
<td>$2^6 \times 2^6$</td>
<td>18992</td>
<td>117296</td>
<td>16864</td>
</tr>
<tr>
<td>$2^7 \times 2^7$</td>
<td>95088</td>
<td>553840</td>
<td>85896</td>
</tr>
<tr>
<td>$2^8 \times 2^8$</td>
<td>469424</td>
<td>2566576</td>
<td>422192</td>
</tr>
<tr>
<td>$2^9 \times 2^9$</td>
<td>2198256</td>
<td>11635440</td>
<td>2016088</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10}$</td>
<td>10186544</td>
<td>52129584</td>
<td>9281280</td>
</tr>
</tbody>
</table>

and

$$A_{T_{2/8}}^{42}(2, N) = \frac{49}{4} N^2 - 2N - 320 + A_{T_{2/8}}^{42}\left(2, \frac{N}{2}\right) + 48A_{T_{2/8}}^{42}\left(2, \frac{N}{8}\right), \quad N \geq 32,$$

$$A_{T_{2/8}}^{42}(2, 16) = 4432, \quad M_{T_{2/8}}^{42}(2, 8) = 816, \quad M_{T_{2/8}}^{42}(2, 4) = 128 \quad (7.37)$$

if the 4mult-2add scheme is considered.

The arithmetic complexities of the proposed radix-$(2 \times 2)/(8 \times 8)$ and the existing radix-$(2 \times 2)/(4 \times 4)$ [29] FFT algorithms for complex data for various values of $N$ are given in Tables 7.1 and 7.2. It is clear from these tables that the proposed 2-D FFT algorithm reduces significantly the number of arithmetic operations, especially the number of real multiplications.
Table 7.2: Number of arithmetic operations required for the computation of the 2-D DFT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N$</th>
<th>Radix- $(2 \times 2)/(4 \times 4)$ FFT in [29]</th>
<th>Proposed radix- $(2 \times 2)/(8 \times 8)$ FFT</th>
<th>Savings ($%$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^2 \times 2^2$</td>
<td>0</td>
<td>128</td>
<td>0</td>
</tr>
<tr>
<td>$2^3 \times 2^3$</td>
<td>48</td>
<td>816</td>
<td>48</td>
</tr>
<tr>
<td>$2^4 \times 2^4$</td>
<td>720</td>
<td>4496</td>
<td>528</td>
</tr>
<tr>
<td>$2^5 \times 2^5$</td>
<td>4176</td>
<td>22928</td>
<td>3616</td>
</tr>
<tr>
<td>$2^6 \times 2^6$</td>
<td>24720</td>
<td>111568</td>
<td>20400</td>
</tr>
<tr>
<td>$2^7 \times 2^7$</td>
<td>123216</td>
<td>525712</td>
<td>106048</td>
</tr>
<tr>
<td>$2^8 \times 2^8$</td>
<td>614928</td>
<td>2421072</td>
<td>523728</td>
</tr>
<tr>
<td>$2^9 \times 2^9$</td>
<td>2876880</td>
<td>10956816</td>
<td>2483296</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10}$</td>
<td>13395600</td>
<td>48920528</td>
<td>11501040</td>
</tr>
</tbody>
</table>

7.2.1.2 Data Transfers

We assume that a sufficient on-chip memory is available to perform an entire butterfly without using any intermediate transfer operations between the processor and the off-chip memory. For a given combination of $(k_1, k_2)$, the implementation of the butterfly based on (7.25) and (7.17)-(7.19) of the proposed 2-D FFT algorithm consists of reading four points from the off-chip memory of the processor and computing the operation given by (7.25) using these four points as operands, for $l_1 = l_2 = 0$. The result $\tilde{y}_{00}(k_1, k_2)$ is returned to the off-chip memory, whereas the other three results $\tilde{y}_{01}(k_1, k_2)$, $\tilde{y}_{10}(k_1, k_2)$ and $\tilde{y}_{11}(k_1, k_2)$ are kept in the on-chip memory of the processor. This process is repeated 16 times to compute the operation given by (7.25) for all combinations of $(l_1, l_2)$. The three 16-point results kept in the on-chip memory are used to process the three sub-butterflies given by (7.17)-(7.19). The above operations are repeated by taking all the combinations of $(k_1, k_2)$, $k_1, k_2 = 0, 1, \ldots, (N/8) - 1$. Now, all the results of $\tilde{y}_{00}$ returned to the off-chip memory are grouped to form the first sub-sequence of size $\left(\frac{N}{2} \times \frac{N}{2}\right)$, and the 48 sub-sequences of size $\left(\frac{N}{8} \times \frac{N}{8}\right)$ are formed by grouping separately the results of each line of the output vectors of (7.17)-(7.19). This scheme of implementation reduces significantly the number of data transfers.
and index generations. To compare the number of data transfers and address generations of the proposed radix-(2 × 2)/(8 × 8) and the existing radix-(2 × 2)/(4 × 4) FFT algorithms, we assume that for a given size, the corresponding repeated butterfly operations of both the algorithms are applied in the same way. Then, it can be shown that the expressions for the number of data transfers (real and imaginary parts) of the radix-(2 × 2)/(8 × 8) and radix-(2 × 2)/(4 × 4) FFT algorithms are respectively

\[
D_{r2/8}(2, N) = 2N^2 + D_{r2/8}(2, \frac{N}{2}) + 48D_{r2/8}(2, \frac{N}{8}), \quad N \geq 8,
\]

\[
D_{r2/8}(2, 4) = 32, \quad D_{r2/8}(2, 2) = 8, \quad D_{r2/8}(2, 1) = 0
\]  

(7.38)

and

\[
D_{r2/4}(2, N) = 2N^2 + D_{r2/4}(2, \frac{N}{2}) + 12D_{r2/4}(2, \frac{N}{4}), \quad N \geq 4,
\]

\[
D_{r2/4}(2, 2) = 8, \quad D_{r2/4}(2, 1) = 0
\]  

(7.39)

The number of data transfers for the two algorithms are compared in Table 7.3. The proposed 2-D FFT algorithm requires about 25% less data transfer operations than that in the existing one. Hence, similar savings are also achieved in the address generation. The use of vector radix-(8 × 8) Cooley-Tukey FFT can bring about even more savings; however, it will have a higher arithmetic complexity compared to that of the proposed 2-D FFT algorithm and imposes more restrictions on the choice of the transform size.

### 7.2.1.3 Twiddle Factors

In counting the number of twiddle factor (sine and cosine) evaluations or accesses to the lookup table required by the two algorithms, it is assumed that the constant factor \(1/\sqrt{2}\) for the algorithm in [29], and the constant factors \(1/\sqrt{2}\), \(\cos(\pi/8)\) and \(\sin(\pi/8)\) for the pro-
Table 7.3: Comparison of the number of data transfers, and twiddle factor evaluations or accesses to the lookup table

<table>
<thead>
<tr>
<th>Transform size $N \times N$</th>
<th>Radix-$(2 \times 2)/(4 \times 4)$ FFT in [29]</th>
<th>Proposed radix-$(2 \times 2)/(8 \times 8)$ FFT</th>
<th>Savings in C over A</th>
<th>Savings in D over B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_{r2/4}(2,N)$ (A)</td>
<td>$T^{42}_{r2/4}(2,N)$ (B)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2 \times 2$</td>
<td>8</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$2^2 \times 2^2$</td>
<td>40</td>
<td>32</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$2^3 \times 2^3$</td>
<td>264</td>
<td>160</td>
<td>39.39</td>
<td>0</td>
</tr>
<tr>
<td>$2^4 \times 2^4$</td>
<td>1256</td>
<td>1056</td>
<td>15.92</td>
<td>-</td>
</tr>
<tr>
<td>$2^5 \times 2^5$</td>
<td>6472</td>
<td>4640</td>
<td>28.30</td>
<td>-</td>
</tr>
<tr>
<td>$2^6 \times 2^6$</td>
<td>29736</td>
<td>20512</td>
<td>31.01</td>
<td>50.64</td>
</tr>
<tr>
<td>$2^7 \times 2^7$</td>
<td>140168</td>
<td>103968</td>
<td>25.82</td>
<td>47.15</td>
</tr>
<tr>
<td>$2^8 \times 2^8$</td>
<td>628072</td>
<td>457760</td>
<td>27.11</td>
<td>55.04</td>
</tr>
<tr>
<td>$2^9 \times 2^9$</td>
<td>2834376</td>
<td>1966624</td>
<td>30.61</td>
<td>41.90</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10}$</td>
<td>12468392</td>
<td>9054240</td>
<td>27.38</td>
<td>40.51</td>
</tr>
</tbody>
</table>

The proposed 2-D FFT algorithm, are initialized and kept in the on-chip memory of the processor during the processing time of the algorithms. Therefore, they are respectively:

\[
T^{42}_{r2/8}(2,N) = \frac{3}{2}N^2 - \frac{13}{2}N - 548 + 48T^{42}_{r2/8}(2,\frac{N}{2}) + 3T^{42}_{r2/8}(2,\frac{N}{8}), \quad N \geq 64,
\]

\[
T^{42}_{r2/8}(2,N) = 0, \quad N \leq 32,
\]

\[
T^{42}_{r2/4}(2,N) = \frac{3}{2}N^2 - 4N - 64 + 12T^{42}_{r2/4}(2,\frac{N}{2}) + 3T^{42}_{r2/4}(2,\frac{N}{4}), \quad N \geq 16,
\]

\[
T^{42}_{r2/4}(2,N) = 0, \quad N \leq 8
\]

It is seen from Table 7.3 that a saving of over 40% in the evaluation of twiddle factors or in the access to the lookup table can easily be achieved by the proposed 2-D FFT algorithm. Note that, when the lookup table is used, similar savings are obtained by the proposed 2-D FFT algorithm in the address generation for reading the twiddle factors.
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7.3 Proposed Radix-(2 X 2 X 2)/(8 X 8 X 8) DIF FFT Algorithm

In the radix-(2 X 2 X 2)/(4 X 4 X 4) DIF FFT algorithm developed in Section 5.2, radix-(4 X 4 X 4) index maps are introduced by further decomposing the DFTs given by (5.5)-(5.11) using radix-(2 X 2 X 2) index maps. In order to develop a radix-(2 X 2 X 2)/(8 X 8 X 8) DIF FFT algorithm, we introduce radix-(8 X 8 X 8) index maps by further decomposing the DFTs given by (5.5)-(5.11) using radix-(4 X 4 X 4) index maps. Let us start by decomposing the even-even-odd indexed terms, which correspond to (5.5). First, we change the variables $k_i$'s by

$$k_i + \frac{N}{8} l_i, \quad 0 \leq k_i \leq \frac{N}{8} - 1, \quad l_i = 0, 1, 2, 3$$  \hspace{1cm} (7.42)

Then, the DFT given by (5.5) becomes

$$\tilde{X}(2n_1, 2n_2, 2n_3 + 1) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \left[ \sum_{l_1=0}^{3} \sum_{l_2=0}^{3} \sum_{l_3=0}^{3} \tilde{y}_{001} \left( k_1 + \frac{N}{8} l_1, k_2 + \frac{N}{8} l_2, k_3 + \frac{N}{8} l_3 \right) e^{-j\frac{2\pi}{N} l_1} \left( -1 \right)^{\sum_{i=1}^{3} n_i l_i} \right] W_{N/8}^{k_1} W_{N/8}^{\sum_{i=1}^{3} n_i k_i},$$

$$0 \leq n_i \leq \frac{N}{2} - 1$$  \hspace{1cm} (7.43)

Now, we change the frequency variables $n_i$'s in (7.43) by

$$4n_i + m_i, \quad 0 \leq n_i \leq \frac{N}{8} - 1, \quad m_i = 0, 1, 2, 3$$  \hspace{1cm} (7.44)

Then, (7.43) becomes
\[ \tilde{X}(8n_1 + p, 8n_2 + q, 8n_3 + \gamma) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{001}^{0pq}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad p, q = 0, 2, 4, 6, \quad \gamma = 1, 3, 5, 7 \]  \hspace{1cm} (7.45)

It is clear that (7.45) represents a set of 64 \((N/8 \times N/8 \times N/8)\)-point DFTs that are obtained by further decomposition of the even-even-odd index terms given by (5.5) using the radix\((4 \times 4 \times 4)\) index maps given by (7.42) and (7.44). By a similar technique, the other odd-indexed terms given by (5.6)-(5.11) can be expressed, respectively, as

\[ \tilde{X}(8n_1 + p, 8n_2 + \beta, 8n_3 + q) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{010}^{pq\beta}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad p, q = 0, 2, 4, 6, \quad \beta = 1, 3, 5, 7 \]  \hspace{1cm} (7.46)

\[ \tilde{X}(8n_1 + p, 8n_2 + \beta, 8n_3 + \gamma) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{011}^{pq\beta}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad p = 0, 2, 4, 6, \quad \beta, \gamma = 1, 3, 5, 7 \]  \hspace{1cm} (7.47)

\[ \tilde{X}(8n_1 + \alpha, 8n_2 + p, 8n_3 + q) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{100}^{\alpha pq}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad p, q = 0, 2, 4, 6, \quad \alpha = 1, 3, 5, 7 \]  \hspace{1cm} (7.48)

\[ \tilde{X}(8n_1 + \alpha, 8n_2 + p, 8n_3 + \gamma) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{101}^{\alpha pq}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i}, \]

\[ 0 \leq n_i \leq \frac{N}{8} - 1, \quad p = 0, 2, 4, 6, \quad \alpha, \gamma = 1, 3, 5, 7 \]  \hspace{1cm} (7.49)
\[
\tilde{X}(8n_1 + \alpha, 8n_2 + \beta, 8n_3 + p) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{10}^{(p)}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i},
\]
\[
0 \leq n_i \leq \frac{N}{8} - 1, \quad p = 0, 2, 4, 6, \quad \alpha, \beta = 1, 3, 5, 7 \quad (7.50)
\]

\[
\tilde{X}(8n_1 + \alpha, 8n_2 + \beta, 8n_3 + \gamma) = \sum_{k_1=0}^{N/8-1} \sum_{k_2=0}^{N/8-1} \sum_{k_3=0}^{N/8-1} \tilde{h}_{111}^{(\gamma)}(k_1, k_2, k_3) W_{N/8}^{\sum_{i=1}^{3} n_i k_i},
\]
\[
0 \leq n_i \leq \frac{N}{8} - 1, \quad \alpha, \beta, \gamma = 1, 3, 5, 7 \quad (7.51)
\]

The input sequences \(\tilde{h}_{111}(k_1, k_2, k_3)\) of the DFTs given by (7.45)-(7.51) are, respectively, the components of the vectors given by

\[
\tilde{H}^{001}_{k_1, k_2, k_3} = B^{001}_{k_1, k_2, k_3} W_{4^3} \left( I_4 \otimes I_4 \otimes S_4 \right) \tilde{H}^{001}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.52)
\]

\[
\tilde{H}^{010}_{k_1, k_2, k_3} = B^{010}_{k_1, k_2, k_3} W_{4^3} \left( I_4 \otimes S_4 \otimes I_4 \right) \tilde{H}^{010}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.53)
\]

\[
\tilde{H}^{011}_{k_1, k_2, k_3} = B^{011}_{k_1, k_2, k_3} W_{4^3} \left( I_4 \otimes S_4 \otimes S_4 \right) \tilde{H}^{011}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.54)
\]

\[
\tilde{H}^{100}_{k_1, k_2, k_3} = B^{100}_{k_1, k_2, k_3} W_{4^3} \left( S_4 \otimes I_4 \otimes I_4 \right) \tilde{H}^{100}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.55)
\]

\[
\tilde{H}^{101}_{k_1, k_2, k_3} = B^{101}_{k_1, k_2, k_3} W_{4^3} \left( S_4 \otimes I_4 \otimes S_4 \right) \tilde{H}^{101}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.56)
\]

\[
\tilde{H}^{110}_{k_1, k_2, k_3} = B^{110}_{k_1, k_2, k_3} W_{4^3} \left( S_4 \otimes S_4 \otimes I_4 \right) \tilde{H}^{110}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.57)
\]

\[
\tilde{H}^{111}_{k_1, k_2, k_3} = B^{111}_{k_1, k_2, k_3} W_{4^3} \left( S_4 \otimes S_4 \otimes S_4 \right) \tilde{H}^{111}_{k_1, k_2, k_3}, \quad 0 \leq k_i \leq \frac{N}{8} - 1 \quad (7.58)
\]
The components of the input and output vectors \( \mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{c} \) and \( \mathbf{\tilde{h}}_{k_{1},k_{2},k_{3}}^{c} \) and those of their corresponding diagonal twiddle factor matrices \( \mathbf{B}_{k_{1},k_{2},k_{3}}^{c} \) in (7.52)-(7.58) are given by

\[
\begin{align*}
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{001}(a, a) & = \mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{001}(a, a) = \frac{\gamma_{001}}{2} (k_{1} + p \frac{N}{16}, k_{2} + q \frac{N}{16}, k_{3} + (\gamma - 1) \frac{N}{16}) \\
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{001}(a, b) & = \frac{\gamma_{001}}{2} (k_{1}, k_{2}, k_{3}) \\
\mathbf{B}_{k_{1},k_{2},k_{3}}^{001}(a, a) & = W_{N}^{p_{k_{1}}+q_{k_{2}}+\gamma_{k_{3}}} \\
\text{where } a & = 8p + 2q + \frac{\gamma - 1}{2}, \quad p, q = 0, 2, 4, 6, \gamma = 1, 3, 5, 7 
\end{align*}
\]

\[
\begin{align*}
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{010}(b, b) & = \frac{\gamma_{010}}{2} (k_{1} + p \frac{N}{16}, k_{2} + (\beta - 1) \frac{N}{16}, k_{3} + q \frac{N}{16}) \\
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{010}(b, b) & = \frac{\gamma_{010}}{2} (k_{1}, k_{2}, k_{3}) \\
\mathbf{B}_{k_{1},k_{2},k_{3}}^{010}(b, b) & = W_{N}^{p_{k_{1}}+q_{k_{2}}+\gamma_{k_{3}}} \\
\text{where } b & = 8p + 2\beta - 2 + \frac{q}{2}, \quad p, q = 0, 2, 4, 6, \beta = 1, 3, 5, 7 
\end{align*}
\]

\[
\begin{align*}
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{011}(c, c) & = \frac{\gamma_{011}}{2} (k_{1} + p \frac{N}{16}, k_{2} + (\beta - 1) \frac{N}{16}, k_{3} + (\gamma - 1) \frac{N}{16}) \\
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{011}(c, c) & = \frac{\gamma_{011}}{2} (k_{1}, k_{2}, k_{3}) \\
\mathbf{B}_{k_{1},k_{2},k_{3}}^{011}(c, c) & = W_{N}^{p_{k_{1}}+q_{k_{2}}+\gamma_{k_{3}}} \\
\text{where } c & = 8p + 2\beta - 2 + \frac{\gamma - 1}{2}, \quad p, q = 0, 2, 4, 6, \beta, \gamma = 1, 3, 5, 7 
\end{align*}
\]

\[
\begin{align*}
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{100}(d, d) & = \frac{\gamma_{100}}{2} (k_{1} + (\alpha - 1) \frac{N}{16}, k_{2} + p \frac{N}{16}, k_{3} + q \frac{N}{16}) \\
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{100}(d, d) & = \frac{\gamma_{100}}{2} (k_{1}, k_{2}, k_{3}) \\
\mathbf{B}_{k_{1},k_{2},k_{3}}^{100}(d, d) & = W_{N}^{p_{k_{1}}+q_{k_{2}}+\gamma_{k_{3}}} \\
\text{where } d & = 8(\alpha - 1) + 2p + \frac{q}{2}, \quad p, q = 0, 2, 4, 6, \alpha = 1, 3, 5, 7 
\end{align*}
\]

\[
\begin{align*}
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{101}(e, e) & = \frac{\gamma_{101}}{2} (k_{1} + (\alpha - 1) \frac{N}{16}, k_{2} + p \frac{N}{16}, k_{3} + (\gamma - 1) \frac{N}{16}) \\
\mathbf{\tilde{H}}_{k_{1},k_{2},k_{3}}^{101}(e, e) & = \frac{\gamma_{101}}{2} (k_{1}, k_{2}, k_{3}) \\
\mathbf{B}_{k_{1},k_{2},k_{3}}^{101}(e, e) & = W_{N}^{p_{k_{1}}+q_{k_{2}}+\gamma_{k_{3}}} \\
\text{where } e & = 8(\alpha - 1) + 2p + \frac{\gamma - 1}{2}, \quad p, q = 0, 2, 4, 6, \alpha, \gamma = 1, 3, 5, 7 
\end{align*}
\]
\[
\begin{align*}
\tilde{H}_{k_1, k_2, k_3}^{110}(f) &= \tilde{y}_{110} (k_1 + (\alpha - 1) \frac{N}{16}, k_2 + (\beta - 1) \frac{N}{16}, k_3 + p \frac{N}{16}) \\
\tilde{H}_{k_1, k_2, k_3}^{110}(f) &= \tilde{h}_{110}^{\alpha \beta p} (k_1, k_2, k_3) \\
B_{k_1, k_2, k_3}^{110}(f, f) &= W_N^{\alpha k_1 + \beta k_2 + pk_3}
\end{align*}
\]  
(7.64)

where \( f = 8(\alpha - 1) + 2\beta - 2 + \frac{p}{2} \), \( p = 0, 2, 4, 6 \), \( \alpha, \beta = 1, 3, 5, 7 \) and

\[
\begin{align*}
\tilde{H}_{k_1, k_2, k_3}^{111}(g) &= \tilde{y}_{111} (k_1 + (\alpha - 1) \frac{N}{16}, k_2 + (\beta - 1) \frac{N}{16}, k_3 + (\gamma - 1) \frac{N}{16}) \\
\tilde{H}_{k_1, k_2, k_3}^{111}(g) &= \tilde{h}_{111}^{\alpha \beta \gamma} (k_1, k_2, k_3) \\
B_{k_1, k_2, k_3}^{111}(g, g) &= W_N^{\alpha k_1 + \beta k_2 + \gamma k_3}
\end{align*}
\]  
(7.65)

where \( g = 8(\alpha - 1) + 2\beta - 2 + \frac{\gamma - 1}{2} \), \( \alpha, \beta, \gamma = 1, 3, 5, 7 \)

In (7.52)-(7.58), the matrix \( W_{4^3} \), the operator of the \((4 \times 4 \times 4)\)-point 3-D DFT, can be factored using the Kronecker product as [32]

\[
W_{4^3} = \prod_{l=1}^{3} (I_{4^l-1} \otimes Z_{4} \otimes I_{4^3-l}) (I_{4^l-1} \otimes D_{4} \otimes I_{4^3-l}) (I_{4^l-1} \otimes R_{4} \otimes I_{4^3-l})
\]  
(7.66)

For a given combination of \((k_1, k_2, k_3)\), each of the seven general sub-butterflies given by (7.52)-(7.58) computes 64 points using (5.12). In order to compute, for a given combination of \((k_1, k_2, k_3)\), all the points required in the computation of these sub-butterflies, we rearrange (5.12) as

\[
\tilde{y}_{k_1+l_1 \frac{N}{8}, k_2+l_2 \frac{N}{8}, k_3+l_3 \frac{N}{8}} = H_{2^3} \tilde{x}_{k_1+l_1 \frac{N}{8}, k_2+l_2 \frac{N}{8}, k_3+l_3 \frac{N}{8}}, \quad \quad 0 \leq k_i \leq \frac{N}{8} - 1, \quad l_i = 0, 1, 2, 3
\]  
(7.67)

It is clear from (5.13) and (5.14) that for a given combination of \((k_1, k_2, k_3)\), (7.67) computes 512 points from the initial input sequence \( \tilde{x}(k_1, k_2, k_3) \), where 64 points are used to form the input sequence \( \tilde{y}_{000}(k_1, k_2, k_3) \) of the \((\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2})\)-point 3-D DFT given by (5.4) and
all the other points are used by the general sub-butterflies given by (7.52)-(7.58). The output of these sub-butterflies are used to form the input sequences of the corresponding \((\frac{N}{8} \times \frac{N}{8} \times \frac{N}{8})\)-point 3-D DFTs given by (7.45)-(7.51). These operations are repeated for all the combinations of \((k_1, k_2, k_3), k_i = 0, 1, ..., (N/8) - 1, i = 1, 2, 3\). This completes the first stage of the proposed decomposition.

Thus, the proposed radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithm corresponds to decomposing the \((N \times N \times N)\)-point 3-D DFT given by (5.1) into one \((\frac{N}{2} \times \frac{N}{2} \times \frac{N}{2})\)-point 3-D DFT given by (5.4) and 448 \((\frac{N}{8} \times \frac{N}{8} \times \frac{N}{8})\)-point 3-D DFTs given by (7.45)-(7.51), in the first stage. This is achieved by repeating \(\frac{N^3}{512}\) times the general butterfly based on (7.67) and (7.52)-(7.58). This decomposition scheme is repeated successively for each of the new resulting DFTs, until the problem is reduced to some DFTs without twiddle factors, namely \((4 \times 4 \times 4)\)- or \((2 \times 2 \times 2)\)-point 3-D DFTs.

Let us now count the operations required by the general butterfly of the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithm. This is achieved by counting all the necessary operations for a given combination of \((k_1, k_2, k_3)\). According to (2.8), the matrix \(H_{2^3}\) introduces 24 \(\times\) 64 complex additions in the computation of the operation given by (7.67). According to (7.66), the matrix \(W_{4^3}\) introduces 64 \(\times\) 2 \(\times\) 3 complex additions in the computation of each of the seven general sub-butterflies given by (7.52)-(7.58). The computation of each of these sub-butterflies also requires 64 complex multiplications that are introduced by the corresponding twiddle factor matrix \(B_{k_1, k_2, k_3}\), and 64 real multiplications and 64 real additions that are introduced by the corresponding diagonal matrix generated using \(S_4\). We count the operations required by the butterfly whether the complex multiplication is performed using the 4mult-2add scheme or using the 3mult-3add scheme. Consequently, the general butterfly of the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithm requires 2240 real multiplications and 9792 real additions, if the 4mult-2add scheme is considered, and 1792 real multiplications and 10240 real additions, if the 3mult-3add scheme is considered.
In order to further reduce the number of operations, we consider some special combinations of \((k_1, k_2, k_3)\) that involve some trivial operations. It is clear from (7.59)-(7.64) that each of the twiddle factor matrices \(B_{0,k,0}^{010}, B_{0,k,0}^{001}, B_{k,0,0}^{010}, B_{0,0,k}^{010}, B_{0,0,k}^{001}, B_{0,k,0}^{100}, B_{0,0,k}^{100}, B_{0,k,0}^{101}\) and \(B_{0,0,k}^{110}\) requires only 48 complex multiplications, whereas each of the twiddle factor matrices \(B_{k,l,0}^{001}, B_{k,l,0}^{010}\) and \(B_{0,k,l}^{100}\) requires 60 complex multiplications, for \(k, l = 1, 2, ..., (N/8) - 1\) and \(k, l \neq s\), where \(s = \frac{N}{16}\). Since the sub-butterflies given by (7.52)-(7.58) require pre-multiplications (due to \(S_4\)) and post-multiplications (due to \(B_{k_1,k_2,k_3}\)), Theorem 1 can be used effectively to combine the twiddle factors for the purpose of reducing the number of operations. For \(M = 2\), it has been efficiently exploited in Section 7.2. Now, for \(M = 3\), by appropriate application of this theorem in the expressions given by (7.52)-(7.58), we can show the following:

1) Only 64 real multiplications and 832 real additions are required for each of the following combinations of \((k_1, k_2, k_3)\):
   (a) \((0, 0, 0)\), \((0, s, 0)\), \((s, 0, 0)\) and \((s, s, 0)\) for the sub-butterfly given by (7.52)
   (b) \((0, 0, 0)\), \((0, 0, s)\), \((s, 0, 0)\) and \((s, 0, s)\) for the sub-butterfly given by (7.53)
   (c) \((0, 0, 0)\), \((s, 0, 0)\), \((0, s, s)\) and \((s, s, s)\) for the sub-butterfly given by (7.54)
   (d) \((0, 0, 0)\), \((0, 0, s)\), \((0, s, 0)\) and \((0, s, s)\) for the sub-butterfly given by (7.55)
   (e) \((0, 0, 0)\), \((0, s, 0)\), \((s, 0, s)\) and \((s, s, s)\) for the sub-butterfly given by (7.56)
   (f) \((0, 0, 0)\), \((0, s, s)\), \((s, s, 0)\) and \((s, s, s)\) for the sub-butterfly given by (7.57)
   (g) \((0, 0, 0)\), \((s, s, 0)\), \((s, s, 0)\) and \((s, 0, s)\) for the sub-butterfly given by (7.58)

2) Only 64 complex multiplications and 384 complex additions are required for each of the following combinations of \((k_1, k_2, k_3)\):
   (a) \((0, 0, s)\), \((0, s, s)\), \((s, 0, s)\) and \((s, s, s)\) for the sub-butterfly given by (7.52)
   (b) \((0, s, 0)\), \((0, s, s)\), \((s, s, 0)\) and \((s, s, s)\) for the sub-butterfly given by (7.53)
   (c) \((0, 0, s)\), \((s, 0, s)\), \((0, 0, s)\) and \((s, s, s)\) for the sub-butterfly given by (7.54)
(d) \((s, 0, 0), (s, 0, s), (s, s, 0)\) and \((s, s, s)\) for the sub-butterfly given by (7.55)
(e) \((0, 0, s), (0, s, s), (s, 0, 0)\) and \((s, s, 0)\) for the sub-butterfly given by (7.56)
(f) \((0, s, 0), (0, s, s), (s, 0, 0)\) and \((s, 0, s)\) for the sub-butterfly given by (7.57)
(g) \((0, 0, s), (0, s, 0), (s, 0, 0)\) and \((s, s, s)\) for the sub-butterfly given by (7.58)

### 7.3.1 Computational Complexity

In this section, we consider the performance of the proposed radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\)
FFT algorithm by analyzing its computational complexity and comparing it with that of the
proposed radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm introduced in Section 5.2.

#### 7.3.1.1 Arithmetic Complexity

For both the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) and radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithms,
we count the total number of operations required by each algorithm using both the 3mult-
3add and 4mult-2add schemes. In addition, we remove the trivial operations involved only
in the special combinations of \((k_1, k_2, k_3)\) defined in Section 7.3 for \(s = N/16\) for the radix-
\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) algorithm, and similarly, for \(s = N/8\) for the radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) algorithm.

Then, it can be shown that the expressions for the numbers of real multiplications and
real additions required by the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithm are, respectively,

\[
M_{12/8}^{33}(3, N) = \frac{7}{2}N^3 - \frac{9}{16}N^2 - 36N - 6448 + M_{12/8}^{33} \left(3, \frac{N}{2}\right) + 448M_{12/8}^{33} \left(3, \frac{N}{8}\right), \quad N > 8,
\]

\[
M_{12/8}^{33}(3, 8) = 448, \quad M_{12/8}^{33}(3, 4) = M_{12/8}^{33}(3, 2) = 0 \quad (7.68)
\]
and

\[ A_{T2/8}^{33}(3, N) = 20N^3 - \frac{9}{16}N^2 - 36N - 6448 + A_{T2/8}^{33} \left( 3, \frac{N}{2} \right) + 448A_{T2/8}^{33} \left( 3, \frac{N}{8} \right), \quad N > 8, \]

\[ A_{T2/8}^{33}(3, 8) = 9664, \quad A_{T2/8}^{33}(3, 4) = 768, \quad A_{T2/8}^{33}(3, 2) = 48, \quad (7.69) \]

if the 3mult-3add scheme is considered. The corresponding numbers are

\[ M_{T2/8}^{42}(3, N) = \frac{35}{8}N^3 - \frac{3}{4}N^2 - 48N - 8000 + M_{T2/8}^{42} \left( 3, \frac{N}{2} \right) + 448M_{T2/8}^{42} \left( 3, \frac{N}{8} \right), \quad N > 8, \]

\[ M_{T2/8}^{42}(3, 8) = 448, \quad M_{T2/8}^{42}(3, 4) = M_{T2/8}^{42}(3, 2) = 0 \quad (7.70) \]

and

\[ A_{T2/8}^{42}(3, N) = \frac{153}{8}N^3 - \frac{3}{8}N^2 - 24N - 4896 + A_{T2/8}^{42} \left( 3, \frac{N}{2} \right) + 448A_{T2/8}^{42} \left( 3, \frac{N}{8} \right), \quad N > 8, \]

\[ A_{T2/8}^{42}(3, 8) = 9664, \quad A_{T2/8}^{42}(3, 4) = 768, \quad A_{T2/8}^{42}(3, 2) = 48, \quad (7.71) \]

if the 4mult-2add scheme is considered.

It can be further shown that the expressions for the numbers of real multiplications and real additions required by the radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm are, respectively

\[ M_{T2/4}^{33}(3, N) = \frac{21}{8}N^3 - \frac{9}{8}N^2 - 9N - 752 + M_{T2/4}^{33} \left( 3, \frac{N}{2} \right) + 56M_{T2/4}^{33} \left( 3, \frac{N}{4} \right), \quad N > 4, \]

\[ M_{T2/4}^{33}(3, 4) = M_{T2/4}^{33}(3, 2) = 0 \quad (7.72) \]
\[ A_{r/2}^{33} (3, N) = \frac{111}{8} N^3 - \frac{9}{8} N^2 - 9N - 752 + A_{r/2}^{33} \left( 3, \frac{N}{2} \right) + 56A_{r/2}^{33} \left( 3, \frac{N}{4} \right), \quad N > 4, \]
\[ A_{r/2}^{33} (3, 4) = 768, \quad A_{r/2}^{33} (3, 2) = 48, \quad (7.73) \]

if the 3mult-3add scheme is considered. The corresponding numbers are

\[ M_{r/2}^{42} (3, N) = \frac{7}{2} N^3 - \frac{3}{2} N^2 - 12N - 1152 + M_{r/2}^{42} \left( 3, \frac{N}{2} \right) + 56M_{r/2}^{42} \left( 3, \frac{N}{4} \right), \quad N > 4, \]
\[ M_{r/2}^{42} (3, 4) = M_{r/2}^{42} (3, 2) = 0 \quad (7.74) \]

and

\[ A_{r/2}^{42} (3, N) = 13N^3 - \frac{3}{4} N^2 - 6N - 352 + A_{r/2}^{42} \left( 3, \frac{N}{2} \right) + 56A_{r/2}^{42} \left( 3, \frac{N}{4} \right), \quad N > 4, \]
\[ A_{r/2}^{42} (3, 4) = 768, \quad A_{r/2}^{42} (3, 2) = 48, \quad (7.75) \]

if the 4mult-2add scheme is considered.

The arithmetic complexities of the two algorithms for complex data for various values of \( N \) are given in Tables 7.4 and 7.5. It is clear from these tables that the radix-(2 \( \times 2 \times 2)/(8 \times 8 \times 8) \) FFT algorithm reduces the number of arithmetic operations, especially the number of real multiplications, compared to that required by the radix-(2 \( \times 2 \times 2)/(4 \times 4 \times 4) \) FFT algorithm. For example, if the 4mult-2add scheme is considered, savings of about 14\% in the number of multiplications can be achieved using the radix-(2 \( \times 2 \times 2)/(8 \times 8 \times 8) \) FFT algorithm. It should be pointed out that additional reductions in
Table 7.4: Number of arithmetic operations required for the computation of the 3-D DFT using the 3mult-3add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Proposed radix- $(2 \times 2 \times 2)/(4 \times 4 \times 4)$</th>
<th>Proposed radix- $(2 \times 2 \times 2)/(8 \times 8 \times 8)$</th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multis. /point</td>
<td>Adds. /point</td>
<td>Multis. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.8750</td>
<td>18.8750</td>
<td>0.8750</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>2.4453</td>
<td>26.4453</td>
<td>1.8594</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>3.6294</td>
<td>33.6294</td>
<td>3.4829</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>5.1957</td>
<td>41.1957</td>
<td>4.6588</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>6.4405</td>
<td>48.4405</td>
<td>5.6996</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>7.9717</td>
<td>55.9717</td>
<td>7.2569</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>9.2546</td>
<td>63.2546</td>
<td>8.4823</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>10.7560</td>
<td>70.7560</td>
<td>9.5469</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>12.0668</td>
<td>78.0668</td>
<td>11.0428</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>13.5445</td>
<td>85.5445</td>
<td>12.3022</td>
</tr>
</tbody>
</table>

Table 7.5: Number of arithmetic operations required for the computation of the 3-D DFT using the 4mult-2add scheme

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Proposed radix- $(2 \times 2 \times 2)/(4 \times 4 \times 4)$</th>
<th>Proposed radix- $(2 \times 2 \times 2)/(8 \times 8 \times 8)$</th>
<th>Savings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Multis. /point</td>
<td>Adds. /point</td>
<td>Multis. /point</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>0.8750</td>
<td>18.8750</td>
<td>0.8750</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>3.1875</td>
<td>25.7031</td>
<td>2.2969</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>4.5703</td>
<td>32.6885</td>
<td>4.3477</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>6.8296</td>
<td>39.5618</td>
<td>5.6301</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>8.3397</td>
<td>46.5412</td>
<td>7.0759</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>10.5122</td>
<td>53.4312</td>
<td>9.0596</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>12.1083</td>
<td>60.4010</td>
<td>10.4321</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>14.2103</td>
<td>67.3017</td>
<td>11.8697</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>15.8703</td>
<td>74.2632</td>
<td>13.7854</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>17.9174</td>
<td>81.1717</td>
<td>15.2261</td>
</tr>
</tbody>
</table>
the number of arithmetic operations in the two algorithms can be obtained by removing all the trivial operations.

7.3.1.2 Data Transfers

We first give a brief implementation scheme of the proposed radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithm by considering the implementation of the butterfly given by (7.67) and (7.52)-(7.58). For a given combination of \((k_1, k_2, k_3)\), by reading eight points from the off-chip memory according to (5.13) to compute the operation given by (5.12), we obtain the eight points given by (5.14). The first point \(\tilde{y}_{000}(k_1, k_2, k_3)\) of (5.14) is returned to the off-chip memory, whereas the other seven points are kept in the on-chip memory since they are used by the seven sub-butterflies given by (7.52)-(7.58). These operations are repeated 64 times to complete the computation of the operation given by (7.67). The seven 64-point results kept in the on-chip memory are used to process the seven sub-butterflies. This completes the process of the butterfly. For all the combinations of \((k_1, k_2, k_3)\), \(k_i = 0, 1, ..., (N/8) - 1\), the results returned to the off-chip memory are grouped to form the input sequence \(\tilde{y}_{000}(k_1, k_2, k_3)\) of the \((N \times N \times N)\)-point 3-D DFT given by (5.4). The 448 input sequences of the \((N \times N \times N)\)-point 3-D DFTs given by (7.45)-(7.51) are formed by grouping separately the results of each line of the output vectors given by (7.52)-(7.58). This completes the first stage of the proposed decomposition.

To count the numbers of data transfers required by the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) and radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithms, we assume that the \((2 \times 2 \times 2)\)- and \((4 \times 4 \times 4)\)-point DFTs are implemented separately for the two algorithms. In addition, we assume that the general butterflies of the two algorithms are implemented without additional transfers. Then, it can be shown that the expressions for the number of data transfers (real and imaginary parts), not including the read operations for the twiddle factors, required by
these two algorithms are

\[ D_{r2/8}(3,N) = 2N^3 + D_{r2/8}\left(\frac{3}{2}, \frac{N}{2}\right) + 448D_{r2/8}\left(\frac{3}{8}, \frac{N}{8}\right), \quad N > 4, \]
\[ D_{r2/8}(3,4) = 128, \quad D_{r2/8}(3,2) = 16, \quad D_{r2/8}(3,1) = 0 \]

and

\[ D_{r2/4}(3,N) = 2N^3 + D_{r2/4}\left(\frac{3}{2}, \frac{N}{2}\right) + 56D_{r2/4}\left(\frac{3}{4}, \frac{N}{4}\right), \quad N > 4, \]
\[ D_{r2/4}(3,4) = 128, \quad D_{r2/4}(3,2) = 16, \quad D_{r2/4}(3,1) = 0 \]

respectively. The numbers of data transfers for the two algorithms are compared in Table 7.6, for various values of \( N \). It is clear from this table that the radix-(\(2 \times 2 \times 2\))/(\(8 \times 8 \times 8\)) FFT algorithm requires about 25% less data transfer operations than that required in the radix-(\(2 \times 2 \times 2\))/(\(4 \times 4 \times 4\)) FFT algorithm. Hence, similar reduction is also achieved in the address generation.

7.3.1.3 Twiddle Factors

In the radix-(\(2 \times 2 \times 2\))/(\(8 \times 8 \times 8\)) and radix-(\(2 \times 2 \times 2\))/(\(4 \times 4 \times 4\)) FFT algorithms, 896 and 112 real coefficients (cosine and sine) are respectively required to be evaluated or loaded from the lookup table by the corresponding general butterfly using the 4mult-2add scheme. Therefore, by counting the required number of the general butterflies in the two algorithms, and assuming that the coefficients required in the special combinations of \((k_1, k_2, k_3)\), such as \(\sqrt{2}/2\), \(\cos(\pi/8)\) and \(\sin(\pi/8)\) are initialized and kept in the internal registers of the processor during the processing time of the corresponding algorithm, the number of real coefficient evaluations or accesses to the lookup table for the radix-
Table 7.6: Comparison of the number of data transfers, and twiddle factor evaluations or accesses to the lookup table

<table>
<thead>
<tr>
<th>Transform size $N \times N \times N$</th>
<th>Proposed radix-$2 \times 2 \times 2)/(4 \times 4 \times 4)$ FFT</th>
<th>Proposed radix-$2 \times 2 \times 2)/(8 \times 8 \times 8)$ FFT</th>
<th>Savings (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$D_{r2/4}(3, N)$ /$N^3$ (A)</td>
<td>$T_{r2/4}^{42}(3, N)$ /$N^3$ (B)</td>
<td>in C</td>
</tr>
<tr>
<td></td>
<td>$D_{r2/8}(3, N)$ /$N^3$ (C)</td>
<td>$T_{r2/8}^{42}(3, N)$ /$N^3$ (D)</td>
<td>over A</td>
</tr>
<tr>
<td>$2^3 \times 2^3 \times 2^3$</td>
<td>4</td>
<td>2.25</td>
<td>43.75</td>
</tr>
<tr>
<td>$2^4 \times 2^4 \times 2^4$</td>
<td>4.25</td>
<td>4.0312</td>
<td>5.14</td>
</tr>
<tr>
<td>$2^5 \times 2^5 \times 2^5$</td>
<td>6.0312</td>
<td>4.2539</td>
<td>29.46</td>
</tr>
<tr>
<td>$2^6 \times 2^6 \times 2^6$</td>
<td>6.4727</td>
<td>4.5005</td>
<td>30.46</td>
</tr>
<tr>
<td>$2^7 \times 2^7 \times 2^7$</td>
<td>8.0864</td>
<td>6.0899</td>
<td>24.68</td>
</tr>
<tr>
<td>$2^8 \times 2^8 \times 2^8$</td>
<td>8.6744</td>
<td>6.4834</td>
<td>25.25</td>
</tr>
<tr>
<td>$2^9 \times 2^9 \times 2^9$</td>
<td>10.1599</td>
<td>6.7484</td>
<td>33.57</td>
</tr>
<tr>
<td>$2^{10} \times 2^{10} \times 2^{10}$</td>
<td>10.8601</td>
<td>8.1722</td>
<td>24.75</td>
</tr>
<tr>
<td>$2^{11} \times 2^{11} \times 2^{11}$</td>
<td>12.2474</td>
<td>8.6945</td>
<td>29.00</td>
</tr>
<tr>
<td>$2^{12} \times 2^{12} \times 2^{12}$</td>
<td>13.0335</td>
<td>8.9916</td>
<td>31.01</td>
</tr>
</tbody>
</table>

$(2 \times 2 \times 2)/(8 \times 8 \times 8)$ and radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ FFT algorithms are, respectively

$$T_{r2/8}^{42}(3, N) = \frac{7}{4}N^3 - \frac{3}{8}N^2 - 24N - 6688 + T_{r2/8}^{42}(3, \frac{N}{2}) + 448T_{r2/8}^{42}(3, \frac{N}{8}), \quad N > 8,$$

$$T_{r2/8}^{42}(3, 8) = T_{r2/8}^{42}(3, 4) = T_{r2/8}^{42}(3, 2) = 0 \quad (7.78)$$

and

$$T_{r2/4}^{42}(3, N) = \frac{7}{4}N^3 - \frac{3}{4}N^2 - 6N - 800 + T_{r2/4}^{42}(3, \frac{N}{2}) + 56T_{r2/4}^{42}(3, \frac{N}{4}), \quad N > 4,$$

$$T_{r2/4}^{42}(3, 4) = T_{r2/4}^{42}(3, 2) = 0 \quad (7.79)$$

For various values of $N$, the numbers of real coefficient evaluations or accesses to the lookup table required by the two algorithms are compared in Table 7.6. It is seen from this
table that savings of over 30% in the evaluation of twiddle factors or in the access to the lookup table can be easily achieved using the radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) algorithm over the radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm. Note that, when the lookup table is used, similar savings are obtained in the address generation for reading the twiddle factors.

### 7.4 Summary

In this chapter, the radix-2/8 approach, proposed in Chapter 6 for the computation of the 1-D transforms, has been extended for the computation of the 2-D and 3-D DFTs. The two-step decomposition strategy, presented in Chapter 5, has been advanced in this chapter to introduce radix-\((2 \times 2)\), radix-\((8 \times 8)\), radix-\((2 \times 2 \times 2)\) and radix-\((8 \times 8 \times 8)\) index maps in the decomposition of the 2-D and 3-D DFTs. This has enabled the design of radix-\((2 \times 2)/(8 \times 8)\) and radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithms whose butterflies are characterized by simple closed-form expressions that facilitate easy implementations of the algorithms. The two new algorithms have been compared, respectively, with the existing radix-\((2 \times 2)/(4 \times 4)\) FFT algorithm and the radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) FFT algorithm proposed in Chapter 5. It has been shown that the radix-\((2 \times 2)/(8 \times 8)\) and radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) FFT algorithms provide better performance in terms of the number of arithmetic operations, data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table, thus making the radix-2/8 approach superior to all the other existing radix-based approaches in providing efficient 2-D and 3-D FFT algorithms.
Chapter 8

Conclusion

8.1 Concluding Remarks

The DFT and DHT play a key role in one- and multi-dimensional signal processing applications. Due to the recent advances in the digital technology and the present demands of such transforms in low-power high-performance real-time applications, fast and efficient computation of these transforms is extremely crucial. This thesis has been concerned with developing new techniques and approaches for the design of FFT and FHT algorithms with a view to reducing the computational and structural complexities globally and comprehensively. With this objective in mind, this thesis has proposed a number of one and multi-dimensional radix-based FFT and FHT algorithms, which in most cases significantly reduce the operations such as multiplications, additions, data transfers, address generations, and twiddle factor evaluations or accesses to the lookup table. Further, the proposed algorithms possess features such as simplicity, regularity, modularity, easy indexing scheme, and butterfly-style and in-place computations that are highly desirable characteristics for software or hardware implementations of the algorithms.

Due to the growing interest in applications that involve three and higher dimension
signals, the M-D transforms are expected to be widely used and hence, their efficient computations are highly desirable. Although the kernel of the M-D DHT is not separable, it has been shown that by using an appropriate index mapping and the Kronecker product, the generalization of the radix-2 approach for the computation of the DHT of an arbitrary dimension is possible. For this purpose, a general decomposition method has been proposed to develop M-D radix-(2 × 2 × ... × 2) DIF and DIT FHT algorithms that have been shown to be more effective and highly suitable for hardware and software implementations compared to all the existing M-D FHT algorithms. The proposed method has also been used to reformulate the existing M-D radix-(2 × 2 × ... × 2) complex-valued DIF and DIT FFT algorithms. All the butterflies of the proposed algorithms are based on simple closed-form expressions that allow for easy implementations of these algorithms for any dimension. A new approach for computing the DFT and DHT using a unified structure has been introduced and a close relationship between these FHT and FFT algorithms, valid for any dimension, has been established. This type of relationship is of great significance for software and hardware implementations of the algorithms, since it has been shown that because of this relationship and the fact that the DHT is an alternative to the DFT for real data, a single module with a little or no modification can be used to carry out the forward and inverse M-D DFTs for real- or complex-valued data and M-D DHTs. Thus, the same module, with a little or no modification, can be used to cover all domains of applications that involve the DFTs or DHTs.

Based on the radix-2 approach, a method has been proposed for reducing significantly the complexity in the computation of the 1-D and 2-D DFTs, where only a sub-set of output samples of the transforms are needed. This has been achieved by grouping in a radix-2 or radix-(2×2) FFT algorithm all the stages that involve unnecessary operations into a single stage and introducing a new recursive technique for the computations required in the resulting stage. Due to this grouping and an efficient indexing process, the implementation
of the proposed pruning DIT or DIF FFT algorithm requires a minimum number of stages. It has been shown that the proposed 1-D and 2-D FFT algorithms substantially reduce the structural and computational complexities compared to those of the corresponding existing ones.

Even though the radix-2 approach introduced by Cooley and Tukey in 1965 has led to algorithms having the lowest structural complexities, the computational complexities of these algorithms are still higher than those provided by a higher radix approach. In order to further improve the performance of the higher-radix FFT algorithms, namely radix-4, radix-8 and radix-16 FFT algorithms, an efficient technique has been proposed by introducing new indices for some of the sub-sequences resulting from the conventional decompositions in the radix-4, radix-8, and radix-16 FFT algorithms. It has been shown that significant savings in the number of twiddle factor evaluations or accesses to the lookup table can be achieved using the proposed algorithms compared to those of the conventional ones. This has been achieved without imposing any additional computational or structural complexities in the algorithms.

The radix-2/4 approach introduced by Duhamel and Hollmann in 1984 has led to 1-D and 2-D FFT and FHT algorithms having a good compromise between the arithmetic and structural complexities. However, its extension to three or higher dimensions is neither obvious nor straightforward. In order to overcome this problem and reduce the complexity in the computation of the 3-D DFT and DHT, a two-step decomposition strategy, suitable for the extension of the radix-2/4 approach, coupled with an efficient index mapping and the Kronecker product has been developed. This has led to new radix-$(2 \times 2 \times 2)/(4 \times 4 \times 4)$ DIF FFT, and DIF and DIT FHT algorithms whose butterflies are characterized by simple closed-form expressions that facilitate easy implementations of the algorithms. It has been shown that these algorithms substantially reduce the complexities as compared with those of the respective existing 3-D FFT and FHT algorithms.
The radix-2/4 approach leads to 1-D FFT and FHT algorithms requiring the lowest number of arithmetic operations, while maintaining simple and regular structures. This is due to the fact that the radix-2/4 approach takes advantage of the lowest structural complexity provided by the radix-2 approach and reduced computational complexity provided by the radix-4 approach. In order to take advantage of the lower computational complexity offered by the radix-8 approach in reducing the complexity in the computation of the 1-D DFT and DHT of lengths \( N = q \times 2^m \), a new radix-2/8 approach has been proposed. This has been achieved by an appropriate simultaneous use of the radix-2 and radix-8 approaches, which has led to new radix-2/8 FFT and FHT algorithms. It has been shown that the proposed radix-2/8 algorithms maintain all the advantages of the radix-2/4 algorithms and minimize the number of data transfers, address generations and twiddle factor evaluations or accesses to the lookup table.

Motivated by the success of the proposed radix-2/8 approach in providing efficient 1-D algorithms, the problem of reducing the complexity in the computation of the 2-D and 3-D DFTs has been addressed by exploiting the concept of the proposed approach. A two-step decomposition strategy, suitable for the extension of the radix-2/8 approach, coupled with an efficient index mapping and the Kronecker product has been introduced to develop new radix\-(2 \times 2)/(8 \times 8) and radix\-(2 \times 2 \times 2)/(8 \times 8 \times 8) DIF FFT algorithms whose butterflies are characterized by simple closed form expressions. It has been shown that the proposed radix\-(2 \times 2)/(8 \times 8) and radix\-(2 \times 2 \times 2)/(8 \times 8 \times 8) FFT algorithms not only significantly reduce the number of data transfers, address generations and twiddle factor evaluations or accesses to the lookup table, but also the number of arithmetic operations as compared to those of the existing radix\-(2 \times 2)/(4 \times 4) FFT algorithm and the radix\-(2 \times 2 \times 2)/(4 \times 4 \times 4) FFT algorithm presented in Chapter 5. Therefore, the proposed radix-2/8 approach is superior to all the other existing radix-based approaches in providing efficient 1-D, 2-D and 3-D FFT, and 1-D FHT algorithms.
8.2 Scope for Further Investigation

One important contributions of this thesis has been the development of a general decomposition method, which is based on the radix-2 approach, valid for any dimension and applicable to the cases of both the DHT and DFT, and which significantly reduces the complexity of the FHT algorithms. Similar generalizations of the radix-2/4 and radix-2/8 approaches can be investigated for further reducing the complexity of the algorithms. The philosophy behind computing the DFT and DHT using a unified structure introduced in this thesis for the case of the radix-2 approach could be used for the cases of the radix-2/4 and radix-2/8 approaches.

One way of computing a very high resolution spectrum is to pad the input sequence with a large number of zeros before computing the DFT. In this case, the direct use of the FFT is not attractive. Therefore, an input-pruning method similar to the one for the output-pruning proposed in this thesis would be highly desirable to increase the efficiency of FFT algorithms in such a case. Moreover, the proposed method may be adapted for pruning input and output samples of the DFT simultaneously.

The basic idea for improved higher-radix FFT algorithms proposed in this thesis can also be applied to other higher radices DIT and DIF FFT and FHT algorithms as well as to M-D FFT and FHT algorithms.

The lowest number of arithmetic operations has been achieved in the 1-D case using the radix-2/4 and radix-2/8 approaches. However, in the case of higher dimensions, the radix-2/8 approach provides a reduced number of arithmetic operations, but not the lowest one. Therefore, further work can be undertaken to develop new radix-based approaches that provide the lowest number of arithmetic operations in the case of higher dimensions, while maintaining the advantages offered by the radix-2/8 approach.
The problem of reducing the complexity in the computation of other interesting discrete transforms, such as the discrete cosine, sine, Walsh, and wavelet transforms, can be undertaken by using some of the approaches and techniques introduced in this thesis.

The focus of the thesis has been the development of reduced-complexity FFT and FHT algorithms by directing our effort at the algorithm design level so that such reductions are achieved naturally when the algorithms are implemented. It would be a worthwhile exercise to investigate the DSP and VLSI implementations of the proposed FFT and FHT algorithms.
References


217


[67] Y. Zeng, G. Bi, and A.C. Kot, “Fast algorithm for multi-dimensional discrete Hartley transform with size $q^1 \times q^2 \times \ldots \times q^r$,” *Signal Processing*, vol. 82, pp. 497-502, Mar. 2002.


221


[117] Saad Bouguezel, M. Omair Ahmad and M.N.S. Swamy, “New radix-\((2 \times 2 \times 2)/(4 \times 4 \times 4)\) and radix-\((2 \times 2 \times 2)/(8 \times 8 \times 8)\) DIF FFT algorithms for 3-D DFT,” submitted to *IEEE Transactions on Circuits and Systems Part I: Regular Papers.*

224


