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ABSTRACT

Discretized Bounded Sliding Mode Control for Simulation of
Differential-Algebraic Systems

Farshad Rum

Sliding mode control has recently proved to be a highly effective method for state space modeling of differential-algebraic equation systems (DAEs). Sliding control realizations have great potential for simulation since they allow more computationally efficient robust modeling approximations to be constructed for DAE systems. However, efficient discretization of such methods poses a significant problem due to the well known chattering phenomena that often occurs due to limited computational bandwidth. While some errors are inevitable due to limited bandwidth, the chattering phenomenon can be reduced by minimizing the frequency at which the system crosses the sliding surface. In this work, we find relations between controller parameters, error bounds, and the crossing frequency. They are then used to synthesize efficient discretized sliding mode realizations that optimize crossing frequency and the associated controller sampling period. Together, these results form an efficient discretized bounded sliding mode control approach for simulation of differential-algebraic systems.
# Table of contents

ABSTRACT .................................................................................................................. III

TABLE OF CONTENTS .................................................................................................. IV

LIST OF FIGURES ....................................................................................................... VI

1 INTRODUCTION ....................................................................................................... 1
  1.1 Motivation and literature review ........................................................................ 1
  1.2 Thesis contributions and outline ........................................................................ 4

2 BACKGROUND ON REALIZATION OF DAE SYSTEMS USING SLIDING MODE CONTROL ............................................................................................................. 7

3 DISCRETIZED BOUNDED SLIDING MODE CONTROL (DBSMC) FOR REALIZATION OF DAE SYSTEMS .......................................................................................................................... 12
  3.1 Discretized bounded sliding mode control with monitoring ........................... 13
  3.2 Discretized bounded sliding mode control without monitoring ................. 17
  3.3 DBSMC approach for realization of DAE systems ........................................ 18
  3.4 Robustness conditions ....................................................................................... 26

4 DESIGN AND OPTIMIZATION OF DBSMC ............................................................ 32
  4.1 Gain selection for crossing condition ............................................................ 32
  4.2 Optimization of controller sampling period ................................................... 35
  4.3 Controller design ............................................................................................. 39
  4.4 Reaching phase dynamics ................................................................................ 40

5 APPLICATION OF DBSMC .................................................................................... 44
  5.1 Mechanical model and sliding control formulation ......................................... 44
  5.2 Simulation parameters ..................................................................................... 46
  5.3 Controller design and simulation results ......................................................... 47
6 CONCLUSIONS AND FUTURE WORK .............................................................................................................. 53

REFERENCES .................................................................................................................................................. 55

APPENDIX A: SIMULATION OF DEFORMABLE OBJECTS USING SLIDING MODE CONTROL .......................................................................................................................... 57

A.1 Problem formulation .................................................................................................................................. 57

A.2 Designing the SPSM controller ................................................................................................................... 59
  A.2.1 Choice of \( \hat{a} \) .................................................................................................................................. 63
  A.2.2 Computing the \( J_s \) matrix ............................................................................................................... 64
  A.2.3 Example ............................................................................................................................................... 65
List of figures

Figure 1.1. Typical s–trajectories for (a) Zhao and Utkin (1996) and (b) our approach.......................... 4

Figure 2.1. Block diagram of the control approach to DAE realization.............................. 9

Figure 3.1. S–trajectory initially moving towards the sliding surface with a large opposing discretization disturbance.......................................................... 15

Figure 3.2. An initially attractive sliding surface may lead to very small time steps...................... 15

Figure 3.3. Motion supplied with enough input to exit from the other side of the boundary layer..... 16

Figure 3.4. Block diagram of DAE realization using DBSMC.............................................. 18

Figure 3.5. Block diagram used to calculate bounds on x(t).................................................. 21

Figure 4.1. An excessive amount of input produces a short crossing time............................... 36

Figure 4.2. A less conservative bound on x(t) for index three DAEs................................. 37

Figure 4.4. Contracting boundary layers during the reaching phase.................................... 41

Figure 4.5. Attracting surfaces during the reaching phase..................................................... 43

Figure 5.1. Double pendulum DAE system........................................................................ 44

Figure 5.2. Cost function for the second link with sufficiently large input.......................... 48

Figure 5.3. Cost function for the second link with relaxed gains....................................... 49

Figure 5.4. (a) Evolution of s–trajectories for each link,....................................................... 50
(b) Time steps used to ensure the desired bounds.......................................................... 50

Figure 5.5. After a short reaching time the desired bounds on the length of each link are satisfied... 51

Figure 5.6. Sliding motion with constant time-step.............................................................. 52

Figure A.1. A generic 3D section of a flexible object modelled as a particle system.............. 57

Figure A.2. The linear saturation function........................................................................ 62

Figure A.3. A simple particle system for hair...................................................................... 66
1 Introduction

1.1 Motivation and literature review

Differential-algebraic equation (DAE) systems are described by a set of differential equations and algebraic constraints. They are also known as descriptor systems [1]. Examples of such problems range from dynamical systems derived from the method of Lagrange multipliers [2], multibody systems [3], object oriented simulation [4], and process control [5]. One of the main difficulties for control and simulation of DAE systems is that they are not expressed in an explicit state space form.

Solution of DAEs has gained considerable attention from a numerical perspective. Backward differentiation formulas [6], BDF, have proven to work effectively, mainly because of their stability properties even when time steps are relatively large. However this time step, which is imposed by the fastest evolving part in the entire system, is used to solve a set of nonlinear equations as big as the size of the slow and fast dynamics combined. Additionally since these methods are implicit we have to iteratively solve this large set of nonlinear equations to advance one step in time. Since the number of iterations required is unknown the method is not deterministic and not well suited for real time simulation.

An important property of BDF methods is their ability to stably solve stiff sets of equations even when slow and fast motions are so tightly intermingled that it is hard (if not impossible) to make them decoupled. Nevertheless the direct drawback is that they
are not well suited to multi rate solution and therefore the large set of equations mentioned above has to be solved simultaneously. In the case of DAEs if differential equations are not stiff and the only fast dynamics is due to algebraic constraints there is no benefit obtained from the above mentioned property.

The shortcomings of BDF methods previously noted make them undesirable for real time simulations. An alternative and effective approach for real time DAE simulation based on sliding control [7] has been developed that allows the systematic construction of explicit state space approximations. The state space approximations can be simulated explicitly without iteration and therefore can be used in real time simulations. The approximations, referred to as realizations, can be developed for a large class of nonlinear DAEs. This approach based on boundary layer sliding control is known as the singularly perturbed sliding manifold approach (SPSM) to DAE realization [8]. Chapter 2 gives a short review of this method followed by a detailed example application [9] in Appendix A.

The main drawback of the SPSM method is that it normally results in stiff singularly perturbed dynamics that are difficult to simulate. An alternative approach is to use sliding control without boundary layer approximation. In this case discretization of such methods poses a significant problem due to the well known chattering phenomena that often occurs due to limited sampling rate. It limits us from exactly following the sliding manifold. This problem is due to the underlying assumption in continuous sliding control theory that there is infinite sampling rate available.

An alternative approach based on discrete time sliding mode (DTSM) control theory [10] has been designed to eliminate chattering and restrict the motion to the sliding
surface at fixed sample times. Although this method works well for discrete time systems it faces difficulties when applied to continuous time systems. Most of these issues are related to the fact that the discrete time model is only an approximation to the actual continuous system. In between sampling intervals control activity may cause significant changes in the continuous system, which may not be represented by the discrete time approximation.

Zhao and Utkin [11] have developed a well suited method for discretization of sliding control that contains the errors in between sample times (see figure 1.1 (a)). It provides a discrete controller directly applied to the continuous time system that ensures motion on the sliding manifold at sample times and also guarantees the motion is kept within specified bounds between control updates. This method exploits the allowable amount of error by continuously monitoring the sliding variable deviations. As a result of monitoring the motion, sampling periods are no longer constant. While this method is highly effective for control applications, the implementation proceeds by iteration. In order to advance one sampling period it solves a set of nonlinear equations and monitors the motion during every iteration to check for error bound violations until none occur. This makes it difficult to apply the approach for simulation of DAE realizations since iterative methods cannot normally guarantee deterministic execution times required by real time simulations.
1.2 Thesis contributions and outline

Discretization methods that use a pre-specified sampling rate normally result in varying error bounds, whereas methods that guarantee error bounds lead to a variable sampling rate. In the first case a study on error bounds becomes relevant, while in the second case we need to study the controller sampling period required to achieve error bounds within the available sampling bandwidth. The new approach presented in this thesis for discretized sliding control can be implemented in either manner depending on whether monitoring the sliding variables between sample times is desirable or not. The control is updated when any of the monitored sliding variables hits the boundary layer surface (figure 1.1(b)). This proposed method is non iterative which makes it particularly well suited for simulation of sliding control DAE realizations compared to the previous iterative approaches.

![Graphs showing s-trajectories](image)

**Figure 1.1.** Typical s–trajectories for (a) Zhao and Utkin (1996) and (b) our approach.
For our approach we find the minimum controller sampling period necessary to guarantee a desired error bound. In order to synthesize a controller with an optimal sampling period we establish bounds on the gains necessary to ensure a crossing condition. The results are then combined to establish a guaranteed minimum bound on the sampling period in terms of the controller parameters. Optimization of this worst case bound yields the maximum permissible controller sampling period. During simulation of sliding realizations, computational effort is almost directly proportional to sampling rate. Therefore, computational effort will be minimized by the proposed method. It will also help reduce chattering and excitation of unmodeled dynamics for hardware in the loop simulations, since the crossing frequency will also be minimized.

Another major issue is robustness. This property is desirable even in simulation problems where modelling approximations correspond to uncertainty. In addition to protecting against round off errors, robustness can help systematic reduction of computations involved in updating control inputs. Robustness implies that the realization will converge even when some computational terms are intentionally neglected. Gordon [7] has previously developed robustness conditions to address this problem for continuous time sliding control. In this thesis, the analogous robustness conditions are developed for discretized sliding control realizations. It is shown that key robustness properties are preserved by our approach with some additional requirements.

The discretized sliding control approach for simulation of DAEs is presented in chapter 3. Design and Optimization issues are investigated in chapter 4, followed by investigation of the reaching phase dynamics. In chapter 5 the new approach is applied to simulation of a double pendulum DAE system. Together, these results form an efficient
discretized bounded sliding mode control (DBSMC) approach for simulation of differential-algebraic systems.
2 Background on Realization of DAE systems using sliding mode control

An overview of sliding mode control based DAE realization is presented in this chapter. Consider the following semi-explicit nonlinear DAE system

\[ \dot{x} = f(t, x, z) \]  \hspace{1cm} (2.1)

\[ 0 = g(t, x, z) \]  \hspace{1cm} (2.2)

where \( x \in \mathbb{R}^n \), \( z \in \mathbb{R}^m \), \( f : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \), and \( g : \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m \).

One of the main difficulties with control and simulation of DAE systems is that they are not expressed in an explicit state space form required by most control and simulation methods. In previous investigations it has been found that sliding mode control can be effectively used to develop explicit state space approximations (realizations) of DAE systems [8]. This approach based on singularly perturbed sliding manifolds is referred to as SPSM hereafter. Assuming that equations (2.1-2.2) are sufficiently differentiable and possess a solution for \( x \) and \( z \) with consistent initial conditions, an important property of a DAE system known as the index can be defined [6].

**Definition 2.1** The minimum number of times that all or part of the constraint equations (2.2) have to be differentiated with respect to time in order to solve for \( \dot{z} \) as a continuous function of \( t, x, \) and \( z \) is the *index* of the DAE (2.1,2.2).
The above definition from the field of numerical analysis happens to be closely related to the notion of output feedback linearization [12] in the area of systems and control. If we consider $\dot{z}$ as the input to the system represented by equation (2.1) and take the constraints (2.2) as outputs of the system, the solution of a DAE becomes a nonlinear control problem (figure 2.1). This opens the door to a rich variety of nonlinear control schemes that can be used to address the associated DAE realization problem given by the following equation

\[
\begin{align*}
\dot{x} &= f(t, x, z) \\
\dot{z} &= v \\
w &= g(t, x, z)
\end{align*}
\]  

(2.3)

It can be shown that a sliding controller applied to (2.3) which forces the outputs to small bounded errors will yield a close approximation to the DAE system (2.1-2.2) [8]. This will result in an explicit state space realization that can be used with a large class of simulation and control methods. Furthermore, it can be shown that if the DAE system is locally exponentially stable then the internal dynamics of the sliding control realization will also be stable [7]. For the methods proposed in this thesis it will be assumed that this condition is satisfied so that the realization is stable.
The SPSM method consists of a sliding controller that forces the system (2.3) to sliding surfaces of the form

\[ s_i = \left( \mu_i \frac{d}{dt} + 1 \right)^{r_i-1} w_i, \quad \mu_i > 0 \quad \text{for } 1 \leq i \leq m \]  \hspace{1cm} (2.4)

The equation \( \dot{z} = v \) is then used to calculate \( z \).

The sliding surfaces given by equation (2.4) are characterized by a positive constant \( \mu_i \) and the corresponding index, \( r_i \), for each constraint. It is assumed that the DAE has a vector index \( [7], r = [r_1, \ldots, r_m]^T \), which is analogous to the vector relative degree \( [12] \) of (2.3). The index of a constraint is defined as the minimum number of times it has to be differentiated with respect to time for all or some parts of \( \dot{z} \) to appear. Consequently elements of the \( z \) vector have to appear in the \( r_i - 1 \)th time derivative so that \( w_i^{(r_i-1)} = w_i^{(r_i-1)}(t, x, z) \). Defining this time derivative as \( \Omega_i = w_i^{(r_i-1)} \) for each constraint, one additional derivative of \( \Omega \) yields
\[ \dot{\Omega} = \frac{\partial \Omega}{\partial z} \dot{z} + \frac{\partial \Omega}{\partial t} \dot{t} + \frac{\partial \Omega}{\partial x} \dot{f} = J_\Omega \mathbf{v} + \mathbf{\beta}(t, x, z) \tag{2.5} \]

with \( J_\Omega = \frac{\partial \Omega}{\partial z} \), \( \mathbf{\beta}(t, x, z) = \frac{\partial \Omega}{\partial t} + \frac{\partial \Omega}{\partial x} \mathbf{f} \) and \( \mathbf{v} = \dot{z} \).

Note that the vector index is defined to exist if the Jacobian matrix \( J_\Omega \) is nonsingular in a domain around the DAE solution.

Recalling that \( \mathbf{v}(t) \) is our control input vector, nonsingularity of the Jacobian matrix allows us to force the motion in a desired direction since

\[ \dot{\mathbf{s}}(t) = J_s \mathbf{v} + \alpha(t, x, z) \tag{2.6} \]

where

\[
\begin{align*}
J_s &= \text{diag}(\mu_i^{n_i}) J_\Omega \\
\alpha_i &= \mu_i^{n_i} \beta_i(t, x, z) + \sum_{j=1}^{n_i-1} \frac{(r_i - 1)! \mu_i^{n_i-j-1}}{(r_i - j - 1)! j!} w_i^{(j)} \quad i = 1, \ldots, m \tag{2.7}
\end{align*}
\]

Selecting \( \mathbf{v} = J_s^{-1}(\dot{s}_d(t) - \alpha(t, x, z)) \) yields any desired motion, \( \dot{s}_d \), with respect to sliding surfaces and enables us to make them attractive. The proposed sliding control based realization has the form
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\[ \dot{x} = f(t, x, z) \]
\[ \dot{z} = v \]
\[ w = g(t, x, z) \]
\[ \hat{J}_s v = -\hat{\alpha} - K \text{diag} (\text{sign}(s_i)) \tag{2.8} \]
\[ s_i = \left( \mu_i \frac{d}{dt} + 1 \right)^{r_i} w_i, \quad \mu_i > 0 \quad \text{for } 1 \leq i \leq m \]

In many applications numerical approximations and parametric uncertainties lead to imperfect approximations of \( \alpha \) and \( J_\Omega \) that we denote by \( \hat{\alpha} \) and \( \hat{J}_\Omega \). In simulation problems these terms can be computed exactly, however, the computations are often costly and time consuming. As a result it is often desirable to incorporate approximations \( \hat{\alpha} \) and \( \hat{J}_\Omega \) in the DAE realization (2.8). In section 3.4 we present a result (theorem 3.3) that shows how we can systematically stabilize the system in the presence of these approximations. There is an additional advantage associated with approximating the Jacobian matrix \( J_\Omega \) for large-scale systems. It will be illustrated in section 3.4 that it is possible to avoid inverting the original \( J_\Omega \), which is potentially very large and sparse, by using an approximate inverse that is more efficient to compute denoted by \( \hat{J}^{-1}_\Omega \).
3 Discretized bounded sliding mode control (DBSMC) for realization of DAE systems

After a sliding control based realization has been designed, efficient discretization for simulation purposes remains a significant issue due to the potential problem of chattering and the associated simulation errors. To address this problem a new approach for efficient realization of DAE systems based on discretized bounded sliding mode control (DBSMC) is developed in this chapter. The proposed method is a sample and hold discretization of the continuous time sliding control that guarantees the distance of motion from the sliding surfaces to be within pre specified bounds. Control updates are evaluated at certain instances to force the motion back to desired sliding layers and are held fixed until the next sample time.

Experience has shown that most of the computational effort in simulating the DAE realization (2.8) is used in computing the input $v$. Therefore, the proposed approach will focus on maximizing the controller sampling period (or minimizing the frequency). We carry out all analysis in continuous time and make no assumptions on how the system dynamics associated with $x$ and $z$ are discretized. The user has the flexibility to discretize the dynamics in an appropriate manner (using Euler integration or some other method). In practice, the simulation time step for the fast dynamics of $z$ can be the same as the controller sampling period, and the time step for the slow dynamics of $x$ can be significantly larger.

In the proposed scheme we will evidently obtain the largest sampling period if we postpone controller updates until a sliding variable error grows out of its bounds, which
can be determined by monitoring the sliding surface variables in between sample times (see figure 1 (b)). This results in DBSMC with monitoring which yields a variable period discretization approach. Alternatively, we can make updates at a sufficiently small constant sampling period to avoid the monitoring cost. In a best case scenario, the sampling period of this approach might be close to the average sampling period of DBSMC with monitoring. In some cases it might have less computational cost in situations when monitoring is computationally costly. It will be shown that both approaches are analogous to minimizing the frequency at which the system crosses the sliding surface, which will also act to reduce the effects of chattering. The two monitoring approaches given in sections 4.1 and 3.2 are first presented as general sliding control discretization methods. They are then specialized to discretization of sliding control realizations in section 3.3, resulting in a new approach for discretized DAE realization. The robustness conditions for the new method are then determined in section 3.4.

3.1 Discretized bounded sliding mode control with monitoring

Consider a previously designed sliding controller as follows

\[
\dot{x} = f(x, t, u) \\
u_i(x, t) = \begin{cases} 
    u_i^+(x, t) & \text{when } s_i(x) > 0 \\
    u_i^-(x, t) & \text{when } s_i(x) < 0 
\end{cases} \text{ for } i = 1, \ldots, m. \tag{3.1}
\]
where $\mathbf{x} \in \mathbb{R}^n$ is the state vector and $\mathbf{u} = [u_1, ..., u_m]^T \in \mathbb{R}^m$ is the vector of control inputs. Each $s_i(\mathbf{x})$ is a sliding surface and all control functions $u_i^+(\mathbf{x}, t)$ and $u_i^-(\mathbf{x}, t)$ are continuous. Assuming that a certain amount of deviation is allowed around the sliding surfaces

$$|s_i(\mathbf{x})| \leq \varepsilon_i, \text{ for } i = 1, ..., m.$$  \hspace{1cm} (3.2)

the discretized bounded sliding mode control with monitoring is then given by

$$\dot{\mathbf{x}} = f(\mathbf{x}, t, \mathbf{u})$$

$$u_i(\mathbf{x}, t) = \text{ZOH} \left\{ \begin{array}{ll}
  u_i^+(\mathbf{x}, t) + \rho_i^+(\mathbf{x}, t) & \text{when } s_i(\mathbf{x}) > 0 \\
  u_i^-(\mathbf{x}, t) + \rho_i^-(\mathbf{x}, t) & \text{when } s_i(\mathbf{x}) < 0
\end{array} \right\} \text{ for } i = 1, ..., m \text{ if } \exists i : |s_i(\mathbf{x})| \geq \varepsilon_i$$  \hspace{1cm} (3.3)

where ZOH(.) is the familiar zero order hold operator and $\rho_i^+(\mathbf{x}, t)$ and $\rho_i^-(\mathbf{x}, t)$ are continuous functions necessary to meet an extra crossing condition detailed in the following paragraphs.

In classical sliding control the main objective is forcing the motion onto sliding manifolds and thereby reducing the dynamics to a simple linear system. Conditions of the form $s(t)\dot{s}(t) \leq 0$ must be ensured for all the sliding variables to ensure that the motion is locally attractive to the desired surfaces. In this thesis we additionally consider a new issue referred to as discretization disturbance. It is a measure of the rate of change in the system under control from the time the last control signal was computed.
Consequently, system deviations become more prominent as one tries to enlarge the sampling period. Figure 3.1 shows a typical scenario where the motion has been initially directed towards the sliding surface and later deviated by an opposing discretization disturbance.

![Diagram](image)

**Figure 3.1.** S–trajectory initially moving towards the sliding surface with a large opposing discretization disturbance.

This kind of situation can especially become a problem when the system is close to a boundary layer (see figure 3.2) and a very small sampling period is imposed.

![Diagram](image)

**Figure 3.2.** An initially attractive sliding surface may lead to very small time steps.
In order to avoid such scenarios we need to enforce an extra condition on the motion in each interval. The motion is not only initially forced to move towards the sliding surface (classical $u_i^+(x,t)$ and $u_i^-(x,t)$ terms), but it is also provided enough input so that it can exit from the other side of its boundary layer (figure 3.3). We call this extra requirement the *crossing condition* and satisfy it through supplementary $\rho_i^+(x,t)$ and $\rho_i^-(x,t)$ control terms (see theorem 4.1 for a sufficient amount of control inputs). This additional criterion ensures a minimum amount of displacement in motion, namely $\epsilon_i$, before another update becomes necessary. As a result the crossing condition allows us to exploit the maximum allowable amount of deviations to produce larger sampling periods.

![Figure 3.3. Motion supplied with enough input to exit from the other side of the boundary layer.](image)

Given the finite rate of motion with respect to sliding surfaces and the minimum amount of displacement, $\epsilon_i$, required by the crossing condition there is a corresponding minimum amount of time required for each interval. We refer to this lower bound imposed by each sliding surface as $T_i^{\text{min}}$. It is evident that the lower bound on the sampling period is the smallest of these values, $T^{\text{min}} = \min(T_i^{\text{min}})$ for $i = 1,...,m$. If this sampling period is within the available control bandwidth we can ensure that once the motion enters a boundary
layer it will remain inside thereafter. Finally, one should note that no monitoring of motion is necessary for each sliding surface variable before its corresponding $T_i^{\text{min}}$.

3.2 Discretized bounded sliding mode control without monitoring

By guaranteeing the crossing condition in a DBSMC design we know that starting anywhere inside boundary layers we are still within bounds for $T \leq \min(T_i^{\text{min}}) \ i = 1,\ldots,m$. Therefore, the following constant rate control scheme can guarantee bounds for all motions.

$$\dot{x} = f(x, t, u)$$

$$u_i(x, t) = \text{ZOH} \begin{cases} u_i^+(x, t) + p_i^+(x, t) \text{ when } s_i(x) > 0 \\ u_i^-(x, t) + p_i^-(x, t) \text{ when } s_i(x) < 0 \end{cases} \quad \text{for } i = 1,\ldots,m \text{ if } t \geq t^{\text{last}} + T_i^{\text{min}}$$

(3.4)

Here $t^{\text{last}}$ is the time of the last control update and $T_i^{\text{min}} = \min(T_i^{\text{min}})$ for $i = 1,\ldots,m$. Note that this corresponds to a simple sample and hold discretization of continuous sliding control with extra gains to ensure that the sampling rate is small enough to keep us inside boundary layers.
3.3 DBSMC approach for realization of DAE systems

In this section we apply the approaches of sections 3.1 and 3.2 to realization of DAEs resulting in the DBSMC approach to DAE realization. Following the procedure outlined in those sections we obtain the block diagram shown in figure 3.4 for the DBSMC control configuration.

![Block diagram of DAE realization using DBSMC.](image)

Figure 3.4. Block diagram of DAE realization using DBSMC.

As mentioned in the previous sections, once the input signal $v$ is updated it is held constant until the next sample time. If $J_{\Omega}$ and $\beta$ from equation (2.5) remain constant in each interval, then $w^{(r)}$ would stay fixed and the s-trajectory would be a polynomial in time. However, changes in the system under control can be large and the resulting discretization disturbance does not allow us to assume $w^{(r)}$ is constant in each
interval. It is assumed that during each interval the rate of change of this variable is bounded from above by $M_i$ for each sliding motion.

$$\frac{|w_i^{(r)} - w_{b,i}^{(r)}|}{t - t_b} \leq M_i \; \; i = 1, \ldots, m$$  \hspace{1cm} (3.5)

where $w_{b,i}^{(r)}$ represents $w_i^{(r)}$ evaluated at the beginning of the time interval $t_b$.

**Remark 3.1** Eligibility to assume (3.5) comes from the fact that both $J_\Omega$ and $\beta$ in normal form (2.5) are smooth vector fields and the plant is bounded (outputs are bounded by definition and the internal dynamics is assumed to be BIBO stable). Recalling that $v$ is constant in each interval and taking one more time derivative of (2.5) gives

$$w^{(r+1)} = J_\Omega(t, x, z)v + \dot{\beta}(t, x, z).$$ \hspace{1cm} (3.6)

Now expanding the time derivative of $\beta$

$$\dot{\beta}(t, x, z) = \frac{\partial \beta}{\partial t} + \frac{\partial \beta}{\partial x} f(t, x, z) + \frac{\partial \beta}{\partial z} v$$ \hspace{1cm} (3.7)

it is easy to see that $\dot{\beta}$ is bounded due to smoothness of $\beta$ and plant’s stability. Similar arguments are also applicable to $J_\Omega$; therefore, $w^{(r+1)}$ is bounded in each interval.
Before proceeding to establish a guaranteed performance for the DBSMC scheme we need the following lemma.

**Lemma 3.1** Consider a constraint with index \( r \) and define

\[
x(t) = \frac{d(s(t) - (\mu \frac{d}{dt})^{r-1} w(t))}{dt}
\]

(3.8)

if \( |s(t)| \leq \epsilon \) for \( t \geq 0 \) then

\[
|x(t)| \leq \frac{2(2^{r-1} - 1) \epsilon}{\mu} \text{ for } t \geq 0
\]

(3.9)

Proof.

From the block diagram in figure 3.5:

\[
X(p) = \frac{p((\mu p + 1)^{r-1} - (\mu p)^{r-1})}{(\mu p + 1)^{r-1}} S(p) = \frac{1}{\mu} \sum_{i=1}^{r-1} \left( \frac{\mu p}{\mu p + 1} \right)^i S(p)
\]
The bounds on the output of each block is twice as much as the bounds on its input; for example for the first block

\[
\frac{\mu_{p}}{\mu_{p} + 1} = 1 - \frac{1}{\mu} \left( \frac{1}{p} + \frac{1}{\mu} \right)
\]

\[
|x_{1}(t)| = \left| \int_{0}^{t} s(\tau) \left( \delta(t-\tau) - \frac{e^{\frac{t-\tau}{\mu}}}{\mu} \right) d\tau \right| \leq \varepsilon \int_{0}^{t} \delta(t-\tau) - \frac{e^{\frac{t-\tau}{\mu}}}{\mu} d\tau \leq 2\varepsilon
\]

Similarly

\[
x_{2}(t) \leq 2^{2}\varepsilon
\]

\[
x_{r-1}(t) \leq 2^{r-1}\varepsilon
\]

Therefore

\[
|x(t)| \leq \sum_{j=1}^{r-1} 2^{j} \frac{\varepsilon}{\mu} = \frac{2(2^{r-1}-1)\varepsilon}{\mu}. \quad \Box
\]

**Remark 3.2** There is another way to obtain the bounds on the above function.

According to [13] the error, w, and its derivatives up to order r-1 are bounded by
\[ \left| \frac{d^j w_i}{dt^j} \right| \leq \frac{2^j \varepsilon}{\mu^j} \quad (3.10) \]

if \(|s| \leq \varepsilon\). By expanding the expression for \(x(t)\) and using these bounds we could obtain the bounds on \(x(t)\); however, results will be rather conservative. For example for \(r = 3\) we would obtain

\[ |x(t)| = |2\mu \dot{w}(t) + \ddot{w}(t)| \leq 2\mu |\ddot{w}(t)| + |\dot{w}(t)| \leq 10 \frac{\varepsilon}{\mu} \quad (3.11) \]

compared to \(|x(t)| \leq 6 \frac{\varepsilon}{\mu}\) obtained by lemma 3.1. Similarly for \(r = 4, |x(t)| \leq 38 \frac{\varepsilon}{\mu}\) by this method and \(|x(t)| \leq 14 \frac{\varepsilon}{\mu}\) is given by lemma 3.1.

We can now establish a guaranteed lower bound on the sampling period for each individual constraint.

**Theorem 3.1** If the crossing condition is satisfied, the time interval necessary for a constraint with index \(r\) to cross the sliding surface and exit from the other side of its boundary layer is greater than
\[ T_{\text{min}} = -\left( \frac{|s_b| + \frac{4(2^{r-1}) - 1}{\mu} \varepsilon}{\mu} \right) + \sqrt{\left( \frac{|s_b| + \frac{4(2^{r-1}) - 1}{\mu} \varepsilon}{\mu} \right)^2 + 4 \left( |s_b| + \varepsilon \right) \mu^{r-1} M} \]  

where \( \frac{|w^{(t)} - w^{(t_0)}|}{t - t_0} \leq M \) during the interval of crossing. The variables \( w^{(t)}_b, s_b \) and \( \dot{s}_b \) represent \( w^{(t)}, s \) and \( \dot{s} \) respectively evaluated at the beginning of the interval \( t_b \).

**Proof.** Using (2.4) for initial time \( t_b \) and ending time \( t_e \) of the interval we have

\[ s_b = \left( \mu \frac{d}{dt} + 1 \right)^{r-1} w(t_b) \quad \text{and} \quad s_e = \left( \mu \frac{d}{dt} + 1 \right)^{r-1} w(t_e). \]

Now define \( f(t) = s(t) - (\mu \frac{d}{dt})^{r-1} w(t) \). According to the mean value theorem we can find a point in the interval such that \( \dot{f}(t_m) = \frac{f(t_e) - f(t_b)}{T} \) where \( \dot{f}(t_m) \leq \frac{(2^r - 2)\varepsilon}{\mu} \) due to lemma 3.1.

Therefore,

\[ \left| \frac{f(t_e) - f(t_b)}{T} \right| \leq \frac{(2^r - 2)\varepsilon}{\mu} \]

\[ |s_e - s_b| = |s_b| + \varepsilon = \left| \left( \mu \frac{d}{dt} \right)^{r-1} (w_e - w_b) + f(t_e) - f(t_b) \right| \]

\[ \leq \mu^{r-1} |w^{(r-1)}_e - w^{(r-1)}_b| + \frac{(2^r - 2)\varepsilon}{\mu} \]

We specify the desired \( \dot{s} \) at the beginning of the interval.
\[ \dot{s}_b = \dot{f}(t_b) + \mu^{r-1}w_b^{(t)} \Rightarrow w_b^{(t)} = \frac{\dot{s}_b - \dot{f}(t_b)}{\mu^{r-1}}. \]

Using lemma 3.1 for the beginning point yields the following upper bound on \( |w_b^{(t)}| \)

\[ |w_b^{(t)}| \leq \frac{|\dot{s}_b| + |\dot{f}(t_b)|}{\mu^{r-1}} \leq \frac{|\dot{s}_b| + (2^r - 2)e_i}{\mu^{r-1}}. \]

Now using the mean value theorem there is a point, \( mI \), in the interval for which we can write

\[ |w_m^{(t)}| = \frac{|w_e^{(r-1)} - w_b^{(r-1)}|}{T} \]

\[ \frac{|w_m^{(t)} - w_b^{(t)}|}{t_m - t_b} \leq M \Rightarrow |w_m^{(t)}| - |w_b^{(t)}| \leq |w_m^{(t)} - w_b^{(t)}| \leq M(t_m - t_b) \leq MT \Rightarrow \]

\[ |w_m^{(t)}| \leq |w_b^{(t)}| + MT \leq \frac{|\dot{s}_b| + (2^r - 2)e_i}{\mu^{r-1}} + MT \]

\[ T = \frac{|w_e^{(r-1)} - w_b^{(r-1)}|}{|w_m^{(t)}|} \geq \frac{|\dot{s}_b| + \frac{(2^r - 2)e}{\mu}T}{\mu^{r-1}} \Rightarrow \]

\[ |\dot{s}_b| + \frac{(2^r - 2)e}{\mu^{r-1}} + MT \]
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Remark 3.3 Note that the above result can alternatively provide us with maximum system deviations for each sliding surface variable when only a certain amount of sampling rate is available. Observing that $|\dot{s}_b| = k$ we can write

$$
|s(t)| \leq \frac{\mu r^{-1} MT + k}{1 - \frac{4(2^{-1} - 1)}{\mu}} \quad (3.13)
$$

Equation (3.10) will then yield the resulting bounds on error, $w(t)$, and its derivatives up to $w^{(r-1)}(t)$. This information is applicable to any discretized implementation of SMC.

Denoting by $k^c_i$ the minimum amount of gain that ensures the crossing condition we have the following bound for DBSMC realization.

Theorem 3.2 Consider the DBSMC scheme applied to DAE realization, equation (2.8), with $\hat{a} = a, \hat{J}_s = J_s$. If for all constraints the gain $k_i$ is enough to ensure the crossing condition, $k_i \geq k^c_i$, and there exists $M_i$ such that during the interval $\frac{|w^{(r)}_i(t) - w^{(r)}_{b,i}|}{t-t_b} \leq M_i$, then the sampling periods imposed by this constraint after it enters its boundary layer are bounded from below by
\[ T_i^{\text{min}} = -\left( k_i + \frac{4(2^{n-1} - 1)e_i}{\mu_i} \right) + \sqrt{\left( k_i + \frac{4(2^{n-1} - 1)e_i}{\mu_i} \right)^2 + 4\varepsilon_i \mu_i^{-1} M_i} \]

and the sampling period that ensure all motions remain in their boundary layers is the minimum of these values,

\[ T^{\text{min}} = \min(T_i^{\text{min}}) \quad i = 1, \ldots, m. \]  

**Proof.** If we assume that the gains are sufficiently large to guarantee the crossing condition we can use the result of theorem 3.1. On the other hand \(|\dot{s}_{b_i}| = k_i\) at the beginning of each interval and \(|s_b| \geq 0\). Substituting this result into equation (3.12) we obtain

\[ T_i^{\text{min}} = -\left( k_i + \frac{4(2^{n-1} - 1)e_i}{\mu_i} \right) + \sqrt{\left( k_i + \frac{4(2^{n-1} - 1)e_i}{\mu_i} \right)^2 + 4\varepsilon_i \mu_i^{-1} M_i} \]

Finally, \( T^{\text{min}} = \min(T_i^{\text{min}}) \quad i = 1, \ldots, m \) is the period imposed by all motions collectively.

\[ \square \]

### 3.4 Robustness conditions

The robustness property of sliding controllers represents one of its main advantages over other control methods. Fortunately the proposed method has similar
robustness properties to the previously proposed sliding control realization methods. Recalling the following result for SPSM realization [7]

**Theorem 3.3** Consider the following DAE realization (2.8) where $\hat{a}$ and $\hat{J}$, are perturbed versions of $a$ and $J$, respectively. If the above realization has a vector index and

$$J_s\hat{J}_s^{-1}K - \Gamma$$

is positive diagonally dominant

(3.16)

the above control renders the sliding surfaces attractive. The expression $\Gamma = \left| \text{diag}(a - J_s\hat{J}_s^{-1}\hat{a}) \right|$ is a combined uncertainty due to perturbations and parametric uncertainties.

Perturbations in simulation problems exist in a similar manner to those in physical control systems. Sometimes they are unintentional such as round off errors. However, there is also another type of perturbation that is intentionally introduced as a result of model simplifications made to reduce computational costs. In either case we represent the value of $a$ that is practically used to update equations by $\hat{a}$. Following the classical sliding control approach we assume that although real values of $a$ are unknown (or expensive to find) we have an available upper bound on the difference $|a_i - \hat{a}_i|$ for each sliding surface. The following theorem reveals that this uncertainty can be handled through an increase in gains, similar to continuous time sliding control.
Theorem 3.4 Consider the discretization scheme applied to a DAE realization (2.8) with $\hat{a}$ and $\hat{J}_s = J_s$. If for all constraints

$$k_i \geq k_i^c + |\alpha_i - \hat{\alpha}_i|$$ 

(3.17)

then the crossing condition is robustly satisfied and sampling periods imposed by this constraint are bounded from below by the value given in equation (3.15).

Proof. The main difference here is that the actual, $\hat{s}^a$, are not necessarily equal to the desired values, $s^d$, at the beginning of intervals; however, since $\hat{J}_s = J_s$ we can write

$$\begin{cases} \hat{s}^a = J_s v + a \\
v = \hat{J}_s^{-1}(\hat{s}^d - \hat{a}) \end{cases} \Rightarrow \hat{s}^a = s^d + (a - \hat{a}).$$

Now given $k_i \geq k_i^c + |\alpha_i - \hat{\alpha}_i|$ for each constraint we can write

$$-\text{sign}(s_i^b)\hat{s}_i^a = -\text{sign}(s_i^b)(k_i + (\alpha_i - \hat{\alpha}_i)) \geq k_i^c + |\alpha_i - \hat{\alpha}_i| - \text{sign}(s_i^b)(\alpha_i - \hat{\alpha}_i) \geq k_i^c$$

Meaning firstly that $\text{sign}(s_i^b)\hat{s}_i^a < 0$ and the motion sets off in the right direction (heading to other side of the layer) and secondly $|\hat{s}_i^a| \geq k_i^c$ so it can cross the boundary layer.

Therefore the crossing condition is satisfied and the bound given by equation (3.15) holds for this case too. □

The above result is comparable to the continuous time criterion [14]
\[ k_i \geq |a_i - \hat{a}_i| + \eta_i \quad , \quad \eta_i > 0 \quad \text{for } 1 \leq i \leq m. \quad (3.18) \]

Although a small positive \( \eta_i \) ensures stability in discrete control of continuous systems, we need to satisfy a crossing condition to avoid situations such as figure 3.2 so that a certain amount of performance can be guaranteed.

**Remark 3.4** The general expression for \( \alpha_i \) is given by

\[ \alpha_i = \mu^{r_i-1}\beta_i(t, x, z) + \sum_{j=1}^{n-1} \frac{(r_i - 1)! \mu_{i,j}^{r_i-1} - 1}{(r_i - j - 1)! j!} w_i^{(j)} \quad (3.19) \]

The terms in the second expression have already been evaluated in the process of calculating \( s_i \) so a choice of

\[ \hat{\alpha}_i = \sum_{j=1}^{n-1} \frac{(r_i - 1)! \mu_{i,j}^{r_i-1} - 1}{(r_i - j - 1)! j!} w_i^{(j)} \quad (3.20) \]

does not involve much computational overhead. Theorem 3.4 then yields the following sufficient condition

\[ k_i \geq k^c_i + \mu^{(r_i-1)}|\beta_i|. \quad (3.21) \]
Similar to the previous case it can be shown that our discretized control has similar robustness properties in the presence of both disturbances and parametric uncertainties.

**Theorem 3.5** Consider the discretization scheme applied to a DAE realization (2.8) with \( \hat{a}, \hat{J}_s \). The crossing condition is satisfied and the sampling periods imposed by constraints are bounded from below by the value given in equation (3.15) if the following condition is satisfied

\[
J_s \hat{J}_s^{-1} K - \Gamma \text{ is positive diagonally dominant}
\]

(3.22)

where \( \Gamma = \text{diag}\left[a - J_s \hat{J}_s^{-1} \hat{a} + K^c\right] \).

**Proof.** Our proof follows similar SMC robustness theorems [14], [7] with additional \( k_i^c \) term added to meet the crossing condition. At the beginning of each interval all inputs are updated according to

\[
v = \hat{J}_s^{-1}(-\hat{a} - K \text{diag}[\text{sign}(s_i)])
\]

At this time the derivative of sliding motions is given by

\[
\dot{s} = a - J_s \hat{J}_s^{-1} \hat{a} - J_s \hat{J}_s^{-1} K \text{sign}(s)
\]

Expanding for the \( i^{th} \) component yields

\[
\dot{s}_i = \gamma_i - D_{i1} \text{sign}(s_1) - ... - D_{ii} \text{sign}(s_i) - ... - D_{im} \text{sign}(s_m)
\]

where

\[
\gamma = a - J_s \hat{J}_s^{-1} \hat{a}, \quad D = J_s \hat{J}_s^{-1} K
\]
Attractivity of this sliding surface and the crossing condition can then be enforced if

\[ D_n > |\gamma_i| + |D_{ii}| + \ldots + |D_{im}| + k_i^c \]

since it implies both \( \text{sign}(s_i^b)s_i^s < 0 \) and \( |s_i^s| \geq k_i^c \).

This condition is equivalent to the matrix \( \mathbf{D} - \text{diag}(|\gamma| + \mathbf{K}^c) \) being positive diagonally dominant; hence, the condition \( (3.22) \).

\[ \square \]
4 Design and Optimization of DBSMC

This chapter addresses key design and optimization issues associated with DBSMC. Included are conditions for sufficient gain selection to ensure the crossing condition, optimization of the controller sampling period and an overview of the DBSMC design procedure. The performance of system is considered in terms of our lower bound estimate of the sampling period (3.15) and formulated in terms of the controller parameters. Theorem 4.1 provides us with a sufficient gain that ensures the crossing condition and allows us to reduce the parameter dependency of relation (3.14) to a relation involving only $\mu$.

4.1 Gain selection for crossing condition

Lemma 4.1 Consider a constraint with index $r$ and recall $x(t)$ from equation (3.8). The absolute value of function $y(t)$ given by

$$y(t) = x(t) - \frac{\mu}{r-1} \frac{d}{dt^2} \left( s(t) - \left( \mu \frac{d}{dt} \right)^{r-1} + (r-1) \left( \mu \frac{d}{dt} \right)^{r-2} \right) w(t)$$

(4.1)

is bounded from above by
\[ |y(t)| \leq \frac{2(2^r - r - 1) \varepsilon}{r - 1} \frac{\varepsilon}{\mu} \text{ for } t \geq t_r. \tag{4.2} \]

after \( s(t) \) reaches inside the boundary layer, \( |s(t)| \leq \varepsilon \), at \( t_r \).

**Proof.** Analyzing the expression in the frequency domain gives

\[
X(p) - Y(p) = \frac{\mu}{r - 1} p^2 \frac{(\mu p + 1)^{-1} - (\mu p)^{-1} - (r - 1) (\mu p)^{-2}}{\mu p + 1} S(p) =
\]

\[
\frac{1}{\mu (r - 1)} \sum_{k=1}^{r-2} \left( \frac{\mu p}{\mu p + 1} \right)^{k+1} S(p)
\]

Combining with the Laplace transform of \( x(t) \) from lemma 3.1 we obtain

\[
Y(p) = \frac{1}{\mu} \sum_{j=1}^{r-1} \left( \frac{\mu p}{\mu p + 1} \right)^j S(p) - \frac{1}{\mu (r - 1)} \sum_{j=1}^{r-1} (j-1) \left( \frac{\mu p}{\mu p + 1} \right)^j S(p) =
\]

\[
\frac{1}{\mu} \sum_{j=1}^{r-1} \left( 1 - \frac{j - 1}{r - 1} \right) \left( \frac{\mu p}{\mu p + 1} \right)^j S(p)
\]

The block diagram of this transfer function is similar to the one in lemma 3.1 except that this time, each block is multiplied by a gain before summation. In this case we obtain

\[
|y(t)| \leq \sum_{j=1}^{r-1} \left( 1 - \frac{j - 1}{r - 1} \right) 2^j \varepsilon = \frac{2(2^r - r - 1) \varepsilon}{r - 1} \frac{\varepsilon}{\mu}.
\]
Replacing (3.5) with the stronger assumption

\[ w_i^{(r+1)}(t) \leq M_i, \quad i = 1, \ldots, m \quad (4.3) \]

on all intervals and using the result in lemma 4.1 one can write the following theorem.

**Theorem 4.1** A sufficient gain that guarantees the crossing condition for any state inside the boundary layer is given by

\[ k^* = \frac{\mu^r M}{r-1} + \frac{2(2^r - r - 1)}{r-1} \varepsilon \frac{\mu}{\mu} \quad (4.4) \]

**Proof.** The case when initially \( s_b < 0 \) will be investigated here. The other case can be proved similarly. First we show how the motion can be written in terms of the above gain.

\[
\ddot{s}(t) = \frac{d^2}{dt^2} \left( \left( \mu \frac{d}{dt} \right)^{r-1} \right) w(t) + \left( \frac{d}{dt} \left( \left( \mu \frac{d}{dt} \right)^{r-2} \right) \right) w(t) + \\
\frac{d^2}{dt^2} \left( s(t) - \left( \left( \mu \frac{d}{dt} \right)^{r-1} + (r-1) \left( \mu \frac{d}{dt} \right)^{r-2} \right) w(t) \right)
\]
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\[
\frac{d^2}{dt^2} \left( \mu \frac{d}{dt} \right)^{r-1} w(t) + \frac{r-1}{\mu} \left( \dot{s}(t) - y(t) \right) \geq 
\]

\[ -\mu^{(r-1)} M + \frac{r-1}{\mu} \left( \ddot{s}(t) - y(t) \right) \geq -\mu^{r-1} M + \frac{r-1}{\mu} \left( \dot{s}(t) - \frac{2(2^r - r - 1)}{r-1} \xi \right) \]

\[ = \frac{r-1}{\mu} \left( \ddot{s}(t) - k^* \right) \]

Therefore there exist positive variable \( \eta(t) > 0 \) such that \( \ddot{s}(t) = \eta(t) \left( \dot{s}(t) - k^* \right) \). This LPV system then yields \( \ddot{s}(t) \geq k^* \) thereafter if initially \( \dot{s}(t_0) \geq k^* \). Choosing \( k^* \) at the beginning of each interval satisfies the initial condition requirement and completes the proof. \( \square \)

### 4.2 Optimization of controller sampling period

The following corollary is useful in Optimization of the controller sampling period.

**Corollary 4.1** The controller gain \( k^c \) is by definition the minimum amount of gain that ensures the crossing condition. According to theorem 4.1 we can guarantee this condition by selecting \( k^* \). Combining this gain with the results of theorems 3.2 or 3.5 yields sufficient robust gains. Substituting this gain into equation (3.14) we can derive the worst case guaranteed lower bound for sampling periods exclusively in terms of \( \mu_i \). This equation can then be maximized to find optimal values of \( \mu_i \) which will result in an optimal lower bound and controller sampling period.
As mentioned in theorem 4.1, values of gains given by (4.4) are only sufficient and once proper values for \( \mu_i \) are obtained we can improve the performance by experimentally using smaller gains (figure 4.1) that still satisfy the crossing condition.

![Diagram](image)

**Figure 4.1.** An excessive amount of input produces a short crossing time.

These smaller gains as well as less conservative error bounds lead to more realistic cost functions that can improve the optimality of the controller sampling period.

In order to improve optimality further we make an attempt to develop less conservative cost functions. The following lemma gives a less conservative result for the case of index three DAEs which can be generalized in a similar manner to higher index DAEs.

**Lemma 4.2** In the period of time that a motion is inside the boundary layer the absolute value of the function \( x(t) = 2\mu \dot{w}(t) + \ddot{w}(t) \) is bounded from above by
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\[
|x(t)| \leq \frac{4 + 2e^{-3}}{\mu} \varepsilon .
\] (4.5)

**Proof.** For notational simplicity define \( \lambda = 1/\mu \). To express the evolution of \( x(t) \) in terms of the sliding motion we express their relation in the frequency domain

\[
X(p) = \lambda \left[ \frac{p}{p + \lambda} + \left( \frac{p}{p + \lambda} \right)^2 \right] S(p)
\]

And find the bounds in time domain by inverting the Laplace transform

\[
\frac{|x(t)|}{\varepsilon} = \int \left| 2\lambda \delta(\tau) - 3\lambda^2 e^{-\lambda \tau} + \lambda^2 t e^{\lambda \tau} \right| d\tau \leq
\]

\[
2\lambda + \int_0^{3/\lambda} (3\lambda^2 e^{-\lambda \tau} - \lambda^2 t e^{-\lambda \tau}) d\tau + \int_{3/\lambda}^T (-3\lambda^2 e^{-\lambda \tau} + \lambda^2 t e^{-\lambda \tau}) d\tau
\]

\[
= \begin{cases} 
4\lambda + \lambda^2 t e^{-\lambda t} - 2\lambda e^{-\lambda t} & t \leq 3/\lambda \\
4\lambda + 2\lambda e^{-3} + 2\lambda e^{-2t} - \lambda^2 t e^{-\lambda t} & t > 3/\lambda
\end{cases}
\]

As shown in figure 4.2 the above upper bound, denoted by \( f(t) \) is bounded from above by \( (4 + 2e^{-3})\lambda \).

![Figure 4.2. A less conservative bound on x(t) for index three DAEs.](image)
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Therefore a less conservative lower bound for index three DAEs can be written as

$$T_{i}^{\text{min}} = \frac{-\left(k_i + 4(2 + e^{-3})e_i \right) + \sqrt{\left(k_i + 4(2 + e^{-3})e_i \right)^2 + 4\mu_i^2 e_i M_i}}{2\mu_i^2 M_i}. \quad (4.6)$$

In finding the bounds in (3.14) and (4.6) we are assuming the sliding motion to have an unlimited frequency range. However, in most applications the frequency content of the sliding motion can be practically bounded. The following result illustrates how this fact might affect cost function bounds in practice.

**Lemma 4.3** If a constraint error, $w(t)$, has its frequency spectrum bounded by pulsation $\omega_m$, then for the period of time that its corresponding motion is inside its boundary layer the absolute value of function $x(t) = 2\mu \ddot{w}(t) + \dot{w}(t)$ is bounded from above by

$$|x(t)| \leq \left(2\mu \omega_m^2 + \omega_m \right)e. \quad (4.7)$$

**Proof.** Using (3.10) we have $w(t) \leq \varepsilon$ that gives us $\left| \frac{d^n}{dt^n} w(t) \right| \leq (\omega_m)^n \varepsilon$ for all derivatives due to Bernstein lemma [15]. The result then follows by substituting this last inequality into the expression for $x(t)$. □
Improvements in the Optimization problem become particularly practical in online parameter tuning schemes where we have access to more realistic bounds on errors, their derivatives, and disturbances.

4.3 Controller design

The results presented in this thesis can be combined into a design procedure for an optimal DBSMC controller as illustrated in figure 4.3.

![Diagram of DBSMC design and implementation]

Figure 4.3. Design and Implementation of DBSMC.

For optimal gains and controller sampling period we can use Corollary 3.1. Less conservative values can be obtained for the special cases of index 3 DAEs and outputs with bounded frequency spectrum using Lemmas 4.2 and 4.3 respectively. The DBSMC method can be applied in the reaching phase using the methods outlined in chapter 4.
Inside the boundary layer we can use a varying sampling period described in section 3.1 if we monitor the sliding surface variables and update the controller when the errors reach their specified values. If monitoring is computationally costly or varying sampling period is not desired we can use DBSMC without monitoring (section 3.2) with a constant controller sampling period. Together these results provide a systematic approach for designing efficient discretized sliding control realizations.

4.4 Reaching phase dynamics

The focus of this thesis is on the sliding stage of sliding mode control. For inconsistent initial conditions, however, the motion might begin outside of the boundary layer. This initial stage of motion known as the reaching phase is known to take a finite time in continuous sliding control [14]. The following two algorithms are proposed for the reaching phase of the DBSMC approach before the motion is contained in the desired boundary layers.

1. Contracting boundary layers

Given any initial conditions we can always set the initial width of the boundary layers large enough to contain them. Thus, $\varepsilon_i^k = \max(|s_{ik}|, \varepsilon^i)$ where $k$ is the step number. It is then possible to apply the previous theory, which guarantees (due to the crossing condition) that all motions will converge towards their sliding manifolds. We can then divide the motions into an “inside” region for $\varepsilon_n^i = \varepsilon^i$ and an “outside” region.
for $\varepsilon_n^i = \|\hat{s}_n^i\|$. A possible way to ensure contraction of outside boundary layers is to update inputs either when the first outside trajectory hits its sliding surface or an inside trajectory reaches the other side of its boundary layer (see figure 4.4). The above procedure can be repeated until all outside trajectories move inside. Since the contraction rate of outside trajectories does not approach zero (owing to the crossing condition) and each interval takes a finite time (theorem 3.2), this procedure has a finite reaching time similar to continuous sliding control. This algorithm also guarantees that once a trajectory has reached its boundary layer it remains inside thereafter. Note that the sudden changes in boundary width are within the scope of the theory presented in this thesis since all of the results were obtained by separately studying the motion in finite time intervals, which may have their own boundary widths.

![Diagram](image)

*Figure 4.4. Contracting boundary layers during the reaching phase.*
2. Attracting surfaces

This algorithm involves the adjusting of gains each time we change the width of the boundary layers to satisfy the crossing condition in the new interval. We can alternatively use the original gains that were obtained for the desired boundary layer. This may not be enough to guarantee that trajectories will reach their sliding surfaces when they are far away. However, even with insufficient gains the motion is directed towards the sliding surface (local attractivity) for a finite amount of time before it is diverted by a possibly large discretization disturbance. If the inputs are updated each time an “outside” trajectory is starting to move away or when an “inside” trajectory reaches the other side of its boundary layer (see figure 4.5) we can guarantee that after a finite time all trajectories will be contained in the desired boundary layers. Therefore, this algorithm provides both finite reaching time and locking properties.
Figure 4.5. Attracting surfaces during the reaching phase.
5 Application of DBSMC

In this chapter the DBSMC approach is applied for simulation of a double pendulum DAE system (figure 5.1).

Figure 5.1. Double pendulum DAE system

5.1 Mechanical model and sliding control formulation

Writing the equations of motion in Cartesian coordinates yields the following DAE system
\[
\begin{aligned}
\dot{\mathbf{R}}_1(t) &= \mathbf{V}_1(t) \\
\dot{\mathbf{V}}_1(t) &= -z_1\mathbf{r}_{01}(t) + z_2\mathbf{r}_{12}(t) - m_1g\hat{k} \\
\dot{\mathbf{R}}_2(t) &= \mathbf{V}_2(t) \\
\dot{\mathbf{V}}_2(t) &= -z_2\mathbf{r}_{12}(t) - m_2g\hat{k} \\
0 &= L_1(t) - L_1^0 \\
0 &= L_2(t) - L_2^0
\end{aligned}
\]

where $\mathbf{R}(t)$, $\mathbf{V}(t)$, $m$, and $L(t)$ represent position, velocity, mass, and length of each link respectively. Instantaneous lengths are denoted by $L(t)$ and each $L^0$ is the desired length of each pendulum link. The unit direction vectors are defined by

\[
\hat{r}_{ij} = \frac{\mathbf{R}_j - \mathbf{R}_i}{|\mathbf{R}_j - \mathbf{R}_i|}.
\]

Denoting the error in constraints by $w_1$ and $w_2$ and differentiating with respect to time we can write for link 1

\[
\begin{aligned}
w_1(t) &= L_1(t) - L_1^0 \\
\dot{w}_1(t) &= \dot{\mathbf{r}}_{01}(t).\mathbf{V}_1(t) \\
\ddot{w}_1(t) &= \frac{|\mathbf{V}_1(t)|^2 - \dot{w}_1(t)^2}{L_1(t)} - g\hat{r}_{01}(t).\hat{k} + \dot{\mathbf{r}}_{01}(t)\left(-z_1\hat{r}_{01}(t) + z_2\mathbf{r}_{12}(t)\right)
\end{aligned}
\]

\[
\begin{aligned}
\beta_1(t) &= \frac{d}{dt}\left(\frac{|\mathbf{V}_1(t)|^2 - \dot{w}_1(t)^2}{L_1(t)} - g\hat{r}_{01}(t).\hat{k}\right) + \frac{1}{m_1}\frac{d}{dt}(\hat{r}_{01}(t)\cdot\mathbf{r}_{12}(t))z_2 \\
\alpha_1(t) &= \mu_1\beta_1(t) + 2\mu_1\dot{w}_1(t) + \ddot{w}_1(t)
\end{aligned}
\]
Similar expressions can be derived for the other link. It can be shown that the DAE index is three for both constraints. Therefore, equation (2.4) yields

\[ s_i(t) = \mu_i^2 \ddot{w}_i(t) + 2\mu_i \dot{w}_i(t) + w_i(t) \quad , \quad i = 1, 2 \]  

(5.5)

and the associated Jacobian matrix is given by

\[
J = \begin{bmatrix}
-\frac{\mu_1^2}{m_1} & \frac{\mu_1^2}{m_1} \\
\frac{\mu_2^2}{m_2} & -2 \frac{\mu_2^2}{m_2} \\
\hat{r}_{01} \hat{r}_{12} & \hat{r}_{01} \hat{r}_{12}
\end{bmatrix}.
\]  

(5.6)

5.2 Simulation parameters

In this simulation we select \( m_1 = m_2 = 0.1 \) (kg), \( L_1^0 = L_2^0 = 2.0 \) (m) and the gravitational constant to be \( g = 9.8 \) (m/s^2). The simulation initial conditions are given zero initial velocities, but in order to test the reaching phase performance of the algorithm some initial errors in constraints are introduced using the initial positions

\[
\mathbf{R}_1(0) = [-1, 0, 0]^T, \quad \mathbf{R}_2(0) = [-5, 0, 0]^T.
\]

Substituting the initial conditions above and setting \( z_1(0) = z_2(0) = 0 \) in (5.5) we have: \( s_1(0) = w_1(0) = -1 \) and \( s_2(0) = w_2(0) = 2 \). The specified error bounds are
\( \epsilon_1 = \epsilon_2 = 0.2 \). Therefore both constraints are initially outside the desired boundary layers. In this example the *attracting surfaces* reaching phase approach proposed in chapter 4 was employed (see figure 5.4 (a)).

### 5.3 Controller design and simulation results

To avoid the cost of computing exact \( \alpha \) an approximation \( \hat{\alpha} \) was used. Using remark 3.4 we select \( \hat{\alpha}_i = 2\mu_i \dot{w}_i + \ddot{w}_i \), \( i = 1,2 \). This approximation reduced \( |\alpha - \hat{\alpha}|_{\text{max}} \) to nearly half compared to selecting \( \hat{\alpha}_i = 0 \). According to theorems 3.2 and 3.5 this helps us obtain larger sampling periods. From remark 3.4 our choice of \( \hat{\alpha} \) yields:

\[ |\alpha_i - \hat{\alpha}_i| = \mu_i |\beta_i| \]

Since \( \beta \) depends only on the original system dynamics it does not depend on the sliding manifold parameters \( \mu_i \) selected.

Initial simulations provided the following bounds: \( |\beta_1| \leq 1.3 \times 10^3 \), \( |\beta_2| \leq 2.3 \times 10^3 \), \( M_1 = 9 \times 10^4 \), \( M_2 = 11 \times 10^4 \). Choosing the gains according to (3.21) and (4.4) to ensure the crossing condition yields

\[
k_i = \frac{\mu_i^2 M_i}{2} + 4 \frac{\epsilon_i}{\mu_i} + \mu_i^2 |\beta_i|, \quad i = 1,2
\]

(5.7)

Optimizing the corresponding cost functions (controller sampling period) yields \( \mu_1 = 0.065 \) and \( \mu_2 = 0.060 \) (see figure 5.2 for the cost function of the second link).
Figure 5.2. Cost function for the second link with sufficiently large input

The controller gains can now be lowered to provide a more optimal solution. It was found that choosing the following gains

\[ k_i = \mu_i^2 \| \beta_i \|, \quad i = 1, 2 \]  \hspace{1cm} (5.8)

which correspond to the gains that satisfy the robustness condition, was also enough in practice to satisfy the crossing condition. In order to demonstrate the improved sampling period Optimization the lowered gains were substituted into equation (4.6). The new optimal designs then yield \( \mu_1 = 0.076 \) and \( \mu_2 = 0.066 \) (see figure 5.3 for the cost function of the second link).
The optimal parameter values (see figure 5.3) guarantee a minimum sampling period $T_{min} = 0.005$ (s). The DBSMC approach with monitoring (see figure 5.4 (b)) was applied to the system. The minimum and average values of sampling periods obtained during simulations are $T_{min} = 0.016$ (s) and $T_{av} = 0.025$ (s). Therefore, the minimum measured value is above the predicted bound $T_{min} = 0.005$ as expected. Figures 5.4a and 5.5 depict the evolution of s-trajectories and errors with time.
Figure 5.4. (a) Evolution of $s$--trajectories for each link,

(b) Time steps used to ensure the desired bounds.
Figure 5.5. After a short reaching time the desired bounds on the length of each link are satisfied.

The implementation of DBSMC without monitoring can be applied by using an sampling period of $T_{\text{min}} = 0.005$ (s) for the entire simulation (see figure 5.6). This results in five times higher sampling frequency and computational load compared to the mean value $T_{av}=0.025$ (s) for DBSMC with monitoring. It is also apparent that DBSMC without monitoring restricts the sliding motion to $\varepsilon_1 = 0.06$ and $\varepsilon_2 = 0.08$ which is smaller than the specified error bounds of $\varepsilon = 0.2$. Thus, DBSMC with monitoring appears to be the preferable method of implementation for this type of DAE system since the computational cost of monitoring is small for this problem.
Figure 5.6. Sliding motion with constant time-step.
6 Conclusions and future work

In this thesis, a new approach for efficient realization of DAE systems based on discretized bounded sliding mode control is presented. The main results are summarized as follows:

- Key relations are developed between controller parameters, error bounds, and the controller sampling period in theorem 3.2.
- Necessary conditions are derived that allow making systematic approximations and cutting on the computational overhead in theorem 3.5.
- Sufficient inputs are derived that ensure the crossing condition in theorem 4.1.
- They are then used to synthesize efficient discretized sliding mode realizations that optimize the controller sampling period and reduce the crossing frequency in corollary 3.1.

As a future work, application of DBSMC to large scale problems such as deformable structures [9] is recommended. Moreover in this thesis we mainly focused on keeping the DAE constraints small; in other terms, looking at (2.8) we solved an output regulation problem while a DAE also includes internal states and dynamics, which are not controllable through inputs. This issue is particularly important when we want to investigate how close our DAE realization is to the original DAE. Another important question is if our DAE realization will affect important qualities of the DAE such as controllability/observability. Gordon [7] has studied these problems for the case of
systems with continuous control inputs. We recommend investigation of these issues for discrete inputs like the ones suggested in chapter 3 as a future work.
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Appendix A: Simulation of Deformable Objects using Sliding Mode Control

A.1 Problem formulation

We model the flexible object as a collection of distributed masses connected to each other via rigid/flexible connections, which is also referred to as a particle system [16]. These models have the ability to capture complex dynamical behaviors and are well suited to animation needs [17]. All the forces either internal or external simply depend on location and velocity of particles therefore in order to simulate such systems we only need to compute forces on each particle and two simple integrations will yield positions and velocities.

Figure A.1. A generic 3D section of a flexible object modelled as a particle system
As shown in Fig. A.1 we can generally categorize the forces on particles as internal forces due to flexible connections, $\vec{F}_{\text{int}}$, that are responsible for shear and bending behavior of the object, internal forces due to rigid connections, $z$, and finally the external forces, $\vec{F}_{\text{ext}}$, that represent interaction forces between the object and the environment such as collisions, contacts, gravity, wind, etc. Take note that we are not modeling the rigid links as springs but rather keep their forces as unknowns for the controller to determine. As a result we have the following ODE:

$$\begin{align*}
\dot{\vec{R}}_k &= \vec{V}_k \\
\dot{\vec{V}}_k &= \frac{1}{m_k} \left( \sum_j z_j \hat{r}_{kj} + \vec{F}_{\text{int},k} + \vec{F}_{\text{ext},k} \right), \quad k = 1, \ldots, n_p
\end{align*}$$  \hspace{1cm} (A.1)

with these constraints

$$0 = L_i - L_i^0, \quad i = 1, \ldots, n_1. \hspace{1cm} (A.2)$$

Here $\vec{R}_k$ and $\vec{V}_k$ represent the position and velocity of each particle, $n_p$ is the number of particles, $\hat{r}_{kj} = \frac{\vec{R}_j - \vec{R}_k}{|\vec{R}_j - \vec{R}_k|}$ is the unit vector from particle $k$ to $j$ that is at the other end of the rigid link connecting them. For constraints, $L_i$ is the instantaneous length of the $i^{th}$ link, $L_i^0$ is its desired length and $n_1$ represents the total number of links.
By permitting the length of links to change as much as $\varepsilon_i$ the constraints will be the following inequalities:

$$|L_i - L_i^0| \leq \varepsilon_i, \quad i = 1, \ldots, n_1.$$  \hspace{1cm} (A.3)

**A.2 Designing the SPSM controller**

We start application of the SPSM method by introducing the following error variable:

$$w_i = L_i - L_i^0$$ \hspace{1cm} (A.4)

Differentiating w.r.t. time (see Fig. A.1) one obtains:

$$\dot{\bar{w}}_i = \tilde{f}_{ci}(\bar{V}_i - \bar{V}_c)$$ \hspace{1cm} (A.5)

$$\ddot{\bar{w}}_i = \frac{\|\bar{V}_i - \bar{V}_c\|^2 - \bar{w}_i^2}{L_i} + \tilde{f}_{ci}(\bar{V}_i - \bar{V}_c).$$ \hspace{1cm} (A.6)

Since

$$\bar{V}_c = \frac{1}{m_c} \left( \sum_j z_j \tilde{f}_{cj} + \tilde{f}_{int,c} + \tilde{f}_{ext,c} \right)$$ \hspace{1cm} (A.7)
We can see that $z$ terms appear in $\dot{w}$. Therefore, according to definition of index of a DAE [6] our problem is of index three. The sliding surface designed by the SPSM method will then be:

$$s_i = \mu^2 \dot{w}_i + 2\mu \ddot{w}_i + w_i$$  \hspace{1cm} (A.8)

where $\mu$ is a positive parameter that determines the dynamics of the fast motion. The SPSM method then designs a controller that forces the motion to the above desired dynamics. In order to see the effect of $\mu$ on error we recall the following result from [13]:

Differentiating $\dot{w}_i$ w.r.t time and packing the $\dot{w}$ vector we can write:

$$\ddot{w} = J_\Omega v + \beta$$  \hspace{1cm} (A.9)

where

$$J_\Omega = \frac{\partial \dot{w}}{\partial z}$$  \hspace{1cm} (A.10)

Substituting in eq. (A.8) we obtain:
\[ \dot{s} = \mu^2 \ddot{w} + 2 \mu \dot{w} + w = \mu^2 J_{\Omega} \mathbf{v} + \mu^2 \beta + 2 \mu \dot{w} + w \quad (A.11) \]

Now defining

\[ J_s = \mu^2 J_{\Omega} \quad (A.12) \]
\[ \alpha = \mu^2 \beta + 2 \mu \dot{w} + w \quad (A.13) \]

we can write (A.11) as:

\[ \dot{s} = J_s \mathbf{v} + \alpha \quad (A.14) \]

Using the results in chapter two we compute \( \mathbf{v} \) by the following controller:

\[ \mathbf{v} = -J_s^{-1} \left( \dot{\mathbf{a}} + K \text{diag} \left[ \text{sat} \left( \frac{s_i}{\varepsilon} \right) \right] \right) \quad (A.15) \]

the motion will converge to its desired error bound after a short reaching phase and will stay there thereafter, if the following conditions are satisfied:

1- \( J_s \dot{J}_s^{-1} K \) - \( \text{diag}[\alpha - J_s \dot{J}_s^{-1} \dot{\mathbf{a}}] \) has to be positive diagonally dominant.

2- \( J_s \dot{J}_s^{-1} K \) must be uniformly positive definite.  

(A.16)
The sat(.) function used in eq. (A.15) is indeed the linear saturation function shown in Fig. A.2 and is given by:

\[
\text{sat}(u) = \begin{cases} 
  u & |u| < 1 \\
  \text{sign}(u) & |u| \geq 1
\end{cases}
\]  

(A.17)

![Diagram of linear saturation function]

Figure A.2. The linear saturation function

It is used to smooth the control and help us avoid the chattering phenomenon [13] common to sliding mode control methods.

In this appendix we simply invert the real jacobian matrix, \( \hat{J}_s^{-1} = J_s^{-1} \), thus reducing (A.16) to:

1- \( K \cdot \text{diag}([\alpha - \hat{\alpha}]) \) has to be positive diagonally dominant.

2- \( K \) must be uniformly positive definite.  

(A.18)
The above criteria can then be easily satisfied by a large enough $K$. All we are left with is choosing $\hat{a}$ and computing the $J_*$ matrix.

### A.2.1 Choice of $\hat{a}$

The exact expression for $a$ is given by eq. (A.13):

$$a = \mu^2 \beta + 2\mu \dot{w} + \ddot{w}$$

One can notice that $\dot{w}$ and $w$ have already been evaluated in the process of calculating $s$ and choice of

$$\hat{a} = 2\mu \dot{w} + \ddot{w} \quad (A.19)$$

does not involve much computational overhead. If we further take our gain matrix to be diagonal, $K = \text{diag}(k_i)$, the only sufficient condition we need to meet becomes:

$$k_i \geq \mu^2 |\beta_i| \quad (A.20)$$

Given the fact that $\beta_i$ mainly depends on the ODE (A.9) that is under control we do not have to retune the gains each time we try a new value for $\mu$. 
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A.2.2 Computing the $J_\Omega$ matrix

Consider the generic link $i$ in Fig. A.1 and the particle, $P_c$ connecting it to link $j$.

Using definition (A.10) with equations (A.6) and (A.7) yields:

$$
[J_\Omega]_{ij} = \begin{cases} 
-\frac{\dot{r}_{ci}/\dot{r}_{cj}}{m_c} & \text{if } i \neq j \\
-\frac{1}{m_{ii}} - \frac{1}{m_{jj}} & \text{if } i = j \text{ and none of the two end particles of link } i \text{ has a}
\text{acceleration constraint} \\
-\frac{1}{m_{i,free}} & \text{if } i = j \text{ and only one end particle of link } i \text{ does not have an}
\text{acceleration constraint} \\
0 & \text{if links } i \text{ and } j \text{ have no nodes in common}
\end{cases}
$$

(A.21)

In the above equation masses of the two end particles of link $i$ are denoted by $m_{ii}$ and
$m_{i2}$ and mass of the particle in link $i$ that does not have an acceleration constraint is
represented by $m_{i,free}$. Examples of an acceleration constraint could include when the
particle is fixed at its place or when it is attached to another object, which is considerably
more massive compared to the cloth. In the latter situation the acceleration of the
attaching particle is mainly governed and constrained by the corresponding point in that
object, for example consider the attachment points in animation of parachute or sail for
cloth, or the connecting point of hair to an object.

Finally take note that the size of the jacobian matrix that has to be inverted is
equal to the number of rigid links, $n_r$. 
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Remark A.1. In simulations that we performed, the algorithm proved to be robust against programming errors that yielded a slightly wrong $J_r$. Aside from the fact that an amount of error in permitted by eq. (A.16), if the user makes a mistake in recognizing if a particle’s acceleration is or is not constrained, the constraint could be considered as a neglected external force on that particle. This simply induces an error in $\hat{a}$ and as demonstrated by (A.18) can be robustly cancelled by choosing a big $K$, which apparently does not involve any additional overhead. This fact can be especially handy when our flexible object dynamically changes its connections with other objects, e.g. when the sails are torn and taken away by a strong wind! A more common case happens in interactive animations where some points of the flexible object are dynamically chosen and moved by the user.

Let us now illustrate the method by applying it to a simple case. It can be considered as a model for hair or chain simulation.

A.2.3 Example

Consider the simple particle system shown in Fig. A.3 consisting of two rigid links. ODE (A.1) in this case is:
\[
\begin{align*}
\dot{\mathbf{R}}_1(t) &= \mathbf{V}_1(t) \\
m_1\ddot{\mathbf{V}}_1(t) &= -z_1\dot{\mathbf{r}}_{01}(t) + z_2\dot{\mathbf{r}}_{12}(t) - m_1g\mathbf{k} \\
\dot{\mathbf{R}}_2(t) &= \mathbf{V}_2(t) \\
m_2\ddot{\mathbf{V}}_2(t) &= -z_2\dot{\mathbf{r}}_{12}(t) - m_2g\mathbf{k}
\end{align*}
\] (A.22)

with inequalities:

\[
\begin{align*}
\left| L_1(t) - L_1^0 \right| &\leq \varepsilon_1 \\
\left| L_2(t) - L_2^0 \right| &\leq \varepsilon_2
\end{align*}
\] (A.23)

Figure A.3. A simple particle system for hair

Particle 0 of link 1 is fixed and has its acceleration constrained to zero and its other end

that is particle 1 is not constrained; therefore, \(\mathbf{J}_{\Omega 1} = -\frac{1}{m_1}\). Link 2 does not have any
constrained particles at its ends and therefore \( J_{\Omega,2} = -\frac{1}{m_1} - \frac{1}{m_2} \). Particle 1 is shared by

the two links and so the jacobian matrix in this case becomes:

\[
J_s = \mu^2 \begin{bmatrix}
-\frac{1}{m_1} & -\frac{\hat{\mathbf{r}}_{10} \cdot \hat{\mathbf{r}}_{12}}{m_1} \\
\frac{\hat{\mathbf{r}}_{10} \cdot \hat{\mathbf{r}}_{12}}{m_1} & \frac{1}{m_1} - \frac{1}{m_2}
\end{bmatrix}.
\]

(A.24)