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ABSTRACT

Investigation of Thermal Dynamics of Floor Heating

with Solar Gains

Belkacem Chikh

An extensive analysis of thermal dynamics of a solar building with floor
heating, conducted through an integrated methodology based on frequency
domain techniques showed the relative effects of different amounts of thermal
mass and of different types of thermal mass. An accurate building heat balance
model is developed through a detailed thermal network with distributed
parameter elements and lumped elements, accurate representation of interior
radiant exchanges and a floor internal heat source with variable depth within the
slab.

Frequency domain and finite difference techniques were used to perform
analysis of the transient response of the heating system. It is shown that a
combined feedback and feedforward controller when used with weather
predictions one day ahead can practically provide perfect control. However, the
appropriate building transfer functions must be estimated. Various control
strategies involving room air temperature and operative temperature control with
different thermostat setpoint profiles were investigated and it was demonstrated
that control of floor radiant heating based on operative temperature constitutes a

preferred approach.
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CHAPTER 1

INTRODUCTION

1.1 History

Radiant floor heating has been utilized for centuries by many cultures.
Around 100 B.C, the Romans used elaborate trenches and underfloor ducting
systems to heat the stone floors of bath houses. During this time, the Koreans
have used similar system of fire pits filled with stones under their homes for
hundreds of years. In this way, the floor slab was also used as a thermal mass
storage. It offers an efficient use of space with no cleaning required and a noise
free and draft free environment.

While Europeans and far eastern cultures adopted radiant floor heating as
a viable heating system, it was not until 1930s that this type of heating was
- introduced in North America.

In 1940s up to 60s, floor heating installations using circulating water in
steel or copper were installed in Europe and in North America. Unfortunately, at
this time, lack of insulation in buildings often required floor surface temperature
above comfortable levels and produced also wide temperature swings within the
space. This issue added to the high cost of materials and labor causing interest
to wane in the 60s.

The introduction of higher standards of construction and insulation
associated with the use of new materials for piping in the 1970s, such as plastic

and rubber compounds contributed to the system to becoming widely used,



particularly in Germany, Switzerland and in the Nordic countries. In North
America, floor heating was rediscovered by the solar industry as a perfect match
for solar collection systems. The last two decades have seen radiant floor
heating applications increase significantly in the residential, commercial and

industrial fields.

1.2 Floor heating issues

Efficient design and operation of floor heating systems require several
important decisions on a number of design or control variables such as the
maximum heating device capacity, the type and thickness of thermal mass
integrated in the floor heating system and cover layer and the appropriate control
strategies for the system to maintain desired space thermal condition and floor
surface within recommended temperature.

Thermal comfort is a critical issue in any building. In most convective
heating systems, designers predict satisfaction with the thermal surroundings
based on the air temperature alone. In a radiant system, such assumptions are
not possible and would neglect one of the operating principles of these systems:
heating or cooling the room occupants directly using radiant heat transfer.

Compared to a 100% convective heating system, a floor heating system
can reach the same operative temperature at a lower air temperature. This
observation has significant influence on the energy consumption particularly in
buildings with high ventilation rates. Accordingly, the transmission heat losses

depend partly on the convection heat exchange between room air and external



surfaces and partly on the radiant heat transfer between external surfaces and
the other surfaces in the space. This involves air and surfaces temperatures and
makes the reference temperature for the transmission heat loss closer to the
operative temperature than to the air temperature. This implies lower ventilation
heat losses with, however, no significant reduction of transmiséion heat losses.

International standard (ISO Standard 7330, 1994) recommends a 29°C
maximum floor surface temperature for optimal comfort in the occupied zones,
except for spaces such as bathroom, swimming pools where the floor material is
also taken into account. European standard (CEN, EN 1264-1994) accepts 35°C
outside occupied zones within 1 m from outside walls/windows. These design
elements constitute a limiting factor for the capacity of floor system. However,
radiant floor heating can be designed with a higher surface temperature at cold
surfaces (wall/window) to compensate for downdraft, other factor of discomfort.

Numerous studies (Olesen, 2002) have shown that radiant heating can
contribute to the indoor air quality. The lower air temperature induced by radiant
heating system has the advantage to maintain the relative humidity a little higher
while the higher surface temperatures reduce the risks of condensation and mold
growth. Radiant heating system results in less transportation of dust than
conventional heating systems.

Control of the system as well as the potential for thermal lag within the
system itself are major preoccupations. The performance of radiant floor heating
can be affected by variation more or less important in the room temperature due

to internal loads from occupants, lighting, equipment and direct solar radiation,



particularly in buildings with high insulation and /or high thermal mass. In certain
low-temperature radiant systems, such as those embedded in concrete slabs,
there can be a significant delay in the response of the system due the thermal
storage effect of the floor slab. This can leads to overheating with subsequent
comfort problem particularly with passive solar building.

Several methods are readily available for radiant heating system design.
The main design parameters are pipe distance, water flow rate, piping layout and
system capacity. The capacity of a floor system depends on the heat exchange
between the floor surface and the space (convective and radiant heat exchange
coefficients), the heat exchange between the floor surface and the radiant panel
(floor surface material, type of concrete and floor system, slab thickness, pipe
spacing between the tubes) and the heat transport by water (water flow rate,
temperature difference between supply and return). The maximum heating
capacity is independent of the type of floor covering. The required water
temperature to obtain the maximum heating capacity is, howéver, dependant on
the thermal resistance of the floor covering and other factors such as system

piping characteristics and pipe spacing.

1.3 Building system simulation

Overcoming the enumerated problems is not a simple task and request to
be adequately addressed by comprehensive radiant system models taking into
account the building envelop, the HVAC system and the control system as well

as the interaction between them. There are two general approaches for



simulation analysis for predicting thermal performance of building.

The first approach is through time domain simulation using the finite
difference method which is probably the most commonly applied to the problem
of building energy modeling because of its ability to deal with linear and non-
linear systems.

The second abproach, more suitable for system response pattern,
involves frequency domain analysis and simulations. The frequency domain
method is generally limited to building that can be represented by linear
equations and that can be subjected to steady periodic environment conditions.

An important objective of the present study is to make use of a
methodology (Athienitis et al., 1990; Athienitis, 1993) based on the frequency
‘domain technique in conjunction with Laplace Transform and associated Fourier
series and explore the potential advantages and problems in applying this
approach for the investigation of the thermal dynamics of floor heating under
steady periodic environmental conditions. Significant building thermal
characteristics can be identified and various design option may be compared on
a relative basis through frequency domain studies of the magnitude and phase
variation of the room transfer functions.

Usually, the analysis is concentrated on Wall admittance transfer function
with significant thermal mass such as the floor. Wall thermal admittance is
particularly useful for analysis of the effect on room temperature of cyclic
\)ariations in weather variables such as solar radiation, outside temperature and

dynamic heat flows under steady periodic conditions. The floor impedance and



operative transfer functions, which define the effect of auxiliary floor internal
heat source on the room air temperature or the room operative temperature, are
other interesting parameters useful for thermal control analysis.

The s-domain transfer functions, required for control analysis, are
obtained throughv a modified least-squares polynomial fit to the discrete
frequency responses obtained by inversion of the system admittance matrix. The
overall system transfer function is then obtained through block diagram algebra
and the systém thermal response to load and temperature change is performed
by means of an efficient numerical Laplace transform inversion.

Simulation of the auxiliary heat source representing the heating panel
within the floor slab is carried out with the diakoptic method in conjunction with
appropriate use of the Norton and superposition theorems. This method based
on an artificial separation of the floor slab in two parts, but still with the same
overall characteristics, allows the radiant floor heating system to be handled like

any other surface within the heat balance framework.

1.4 Objectives

Despite numerous experimental and simulation studies, radiant heating
system still has several obstacles to overcome before it can actually be
considered a real and practical alternative to the simpler and more popular
forced air systém in North America. Most of these obstacles are related to the
way in which a radiant system maintains thermal comfort. Understanding the

response of the system, its interactions with the building, controlling how the



system responds and developing operative based temperature controller require
further investigation.

The focus of this thesis is the investigation of the thermal dynamics of an
integrated radiant floor heating-direct gain passive solar system with different
floor mass thermal .properties (concrete and gypcrete with and without carpet
cover) and different heat source depths within the slab using the frequency

domain method. The objectives are as follows:

1-Develop an accurate heat balance based model through a detailed
thermal network method including a floor internal heat source with variable

depth within the slab.

2-Determine the room transfer functions in the frequency domain and in

the Laplace domain for thermal dynamic analysis.

3-Perform energy analysis and numerical simulation of transient heat
conduction for thermal control purpose and compare the results with finite
difference method. Evaluate the performance of different control

strategies.

4-Perform numerical simulation to analyze the effect of air and operative

temperature control on the system performance.



1.5 Thesis overview

The next chapter presents a literature review on the present status of
room modeling, system control and building system simulation.

In chapter 3, a detailed room thermal network is established according to
the inputs so as to explicitly and accurately model any combined thermal
parameter such as the operative or the mean radiant temperature. This thermal
" network is based on known information about the building and its HVAC system,
including system parameters such as initial desired operation strategies and
weather data. The system parameters consist on known numerical values and
design variables to be determined. The numerical parameters include the
dimension of the room under consideration, the structure of the building
envelope, thermal properties of walls and ceiling material, window area, etc... .
Convective and accurate radiative heat transfer coefficients calculation is carried
out. The design variables are the thermal parameters of the floor material and the
depth of the floor internal heat source (floor radiant heating system).

In Chapter 4, the wall admittance transfer functions are determined
through appropriate use of Norton theorem and the radiant heat source within the
floor slab is modeled using the diakoptic method. The building transfer functions
are then obtained by performing an energy balance at all nodes in the Laplace
domain}(converted in the frequency domain, s=jw). The admittance matrix
derived from the energy balances is then inverted at discrete frequencies and the
impedances and operative transfer functions are thus obtained only at these

frequencies. Both lumped and distributed elements can be considered with this



approach.

Analytical transfer functions are obtained by fitting a polynomial N(s)/D(s)
through a modified least square regression technique. These analytical transfer
functions are then used for parametric analysis in order to examine for effect of
variables such as thermal mass on the thermal lag (related on phase angle of the
relevant transfer function) associated with radiant gains.

In chapter 5, thermal control studies are performed through combination of
the building s-domain transfer functions with the HVAC system and control
Laplace transfer functions. The resulting overall transfer functions allow analysis
of system transient response control to set-point variations, feedback and
feedforward control through numerical inversion of Laplace transform. System
stability is investigated through frequency response analysis of the open-loop
and closed-loop transfer function.

In chapter 6, building heating load and temperature calculations are
performed by means of discrete Fourier series through the transfer functions
obtained with the building energy balance in the frequency domain. A discrete
Fourier transform (DFT) of the weather variables are performed and the time
domain load and temperature room variation is obtained through complex
algebraic techniques and an inverse discrete transform (IDFT).

Finally conclusions and recommendations for further work are

summarized in chapter 7.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

Radiant heating systems are receiving considerable attention due to their
various advantages such as improved thermal comfort and lower energy
consumption but also because of the concerns due to the control of the system
and the potential thermal lag inherent in this type of system. Compared to
cbnventional systems, radiant systems has several added complexities such as
the delayed transient heat conduction within the system itself, combined surface
convection and radiation from/to the system, and a drastically different resulting
thermal environment, which make them difficult to model ‘and integrate in a
comprehensive simulation. This chapter will review the literature on the subject
according to the major themes of floor heating modeling, system control,

experimental studies and building system simulation techniques.

2.2 Floor heating modeling

The performance of panel heating and cooling system may be determined
by design calculation or testing. Extensive studies have been devoted to
laboratory testing of radiant systems with the main aim to quantify the thermal
performance and response of radiant systems upon using conventional or newly
developed control strategies. Thermal testing and system analysis by

experiments being costly and inefficient, several analytical studies for the
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prediction of thermal performance of radiant systems have been developed.

Leal and Millér (1972) used an analytical-numerical method to solve the
temperature within pavement heating installations. Zhang and Pate (1986 and
1987) developed a two-dimensional finite-difference method for ceiling panels,
which then was used to develop a simplified model for radiant slab heating. They
predicted the ceiling surface temperature by simulating steady state and transient

heat transfer process.

Kilkis et al. (1995) developed a steady state, composite-fin model to
predict the heat diffusion in a panel composed of layers with different thermal
conductivities. Radiative and convective heat outputs were treated separately
and an equivalent thermal conductivity was defined for the lateral heat diffusion
along parallel layers of different thermal conductivities. Compared with finite
elements solution, the resulting proposed algorithm provided close agreement
with respect to the required mean watef temperature, thermal efficiency and heat
output intensity. Kilkis and Coley (1995) and Kilkis and Sapci (1995)
subsequently used the composite-fin model to develop software for the design of

floor and sub-floor heating and cooling systems.
Athienitis et al. (1990) applied a methodology based on the frequency

domain technique with associated Laplace transform and Fourier series for

analysis of the thermal characteristics of a single room subjected to radiative
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heat input at the floor surface. The room was modeled with a detailed thermal
network model including distributed parameters elements such as the thermal
mass and lumped elemént such as the room-light-weight content for ac;curate
representation of the radiant exchanges. The equivalent first order time constant
(time by which the temperature reaches 63% of its steady state) obtained from
the transient response for a room with 4 cm concrete floor was found to be 10.8
hours, almost double that of a carpeted floor. This means that the thermal lag for
concrete floor is significantly larger than for carpeted floor.

A subsequent analysis (Athienitis, 1993) revealed no clear separation
between short- and long-term dynamics for floor heating indicating, as expected,
that feedback control of system with high radiant loads or radiant heating system
is more complex due to the larger thermal lag times involved. The effect of
thermal mass on room temperature with radiative heat input was also found to be
higher than with convective heat input and longer time was required to achieve

steady state.

Athienitis (1994 and 1997) developed a one-dimensional third—order
explicit finite difference network model to study the performance of a floor heating
system with thermal storage and high solar gains. The simulations revealed that
the maximum floor surface temperature may be reduced through appropriate use

of solar gains to reduce heating requirement.

In a companion paper Chen and Athienitis (1998) utilize a 3-dimensional
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explicit finite difference model to study heat transfer in floor heating systems with
different cover layers and thermal storage materials. Complete and partial (area)
carpets were considered as well as hardwood covers layers over concrete or
gypcrete thermal storage. Analysis of the results revealed that a thick central
carpet cover over a 5 cm concrete thermal storage layer caused an average
temperature difference of about 2°C between the carpeted and uncarpeted
surface of the floor, and a difference of about 11°C in the corresponding regions
of the heating panel. Carpeted floor produced the largest thermal lag time (4.75
hr) betweeh the peaks of heating power supplied and the floor surface
temperature and induced also the highest energy consumption (9% than the
uncarpeted 5 cm concrete layer). Solar radiation effect was not included.

In a subsequent paper (2000) based on the same approach, they showed,
through simulation results validated by experimental data, that solar beam
radiation can cause a local floor surface temperature in the illuminated area to be
8°C higher than in the shaded area. Partial carpet cover further increases floor
surface temperature difference by up to 15°C when solar radiation is absorbed
while solar radiation stored in the floor surface mass was found to reduce by 30%

or more the heating energy consumption.

Using finite element method and experimental results involving
temperature distribution in the construction, inter-independence between
performance and mean carrier fluid temperature, panel surface temperature and

room temperature, Bohle (2000) derived a single power function product of all
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relevant parameters as a practical algorithm for performance calculation of panel
heating and cooling system, adaptable to other systems. These basic equations
provided the design stahdard for German standard DIN 4725 (1992), adopted by
European standard EN 1264 (1994). Heat flux results for plaster panel floor
heating calculated with the ASHRAE method are about 10% to 30% less than
heat flux based on this algorithm, mainly because of lower estimation of heat

transfer coefficients.

An important characteristic of radiant heating system which brings
additional attention is related to the way in which it maintains thermal comfort,
which is based on direct radiant energy transfer from the system to the occupant.
The two main parameters for providing acceptable thermal comfort conditions
(ANSI/ASHRAE standard 55, 1992) are air temperature and mean radiant
temperature and their combined influence is expressed as the operative
temperature (ASHRAE, 1989). Despite this fact, control of heating systems in
most buildings is still predominantly based on sensors or thermostats that sense
primarily air temperature even though the mean radiant temperature may differ
significantly from air temperature, often by more than 3°C (Athienitis and Chen,
1993). Space thermal comfort would be enhanced by control of an effective room
température such as the operative temperature particularly in buildings with high

radiant gains due to passive solar systems and radiant heating.

Chapman and Zhang (1995 and 1996) developed a three-dimensional
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mathematical model based on the discrete ordinates method to compute heat
transfer within a radiantly heated or cooled room, which then calculates steady
state ma.ss-averaged room air temperature énd wall surface temperature
distribution. The model formulation, based on an accurate representation of the
radiant heat exchanges, convective and conductive heat flux, allows analysis of
the effect of non uniform wall temperatures and properties and accommodates
arbitrary placement of the interior surfaces and objects within the room.

By coupling this model with a thermal comfort model such as in the
Building Comfort- Analysis Program (BCAP) (Jones ‘and Chapman, 1994), the
comfort levels throughout the room can be easily and efficiently mapped for a
given radiant heater/cooler location. A thermal comfort analysis (Chapman et al.,
1997) using the BCAP results confirmed the accuracy of the methodology to
evaluate the thermal comfort conditions under various indoor and outdoor
conditions. The results validated by experimental data emphasized further the
need to design primarily for thermal comfort rather than simply to obtain the
desired room air temperature.

The discrete ordinates method, first applied on neutrons transport theory,
calculates the radiant intensity | at each point and direction using directions and

nodes on surfaces.
A study (Freestone and Worek, 1996), performed through numerical

simulation based on energy balance and the Gauss-Seidel method, of radiant

perimeter heating systems in conjunction with central-heating systems in multi-
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storey buildings concluded that energy use can be lowered by removing the
insulation from the top of the panel and placing a partition in the plenum to
concentrate the heat in the perimeter area. In addition to the ability of radiant
perimeter heating system to directly deliver heat to an occupant in the perimeter
area to help compensate for body losses due to a cold surface, this combination
of design parameter creates a perimeter area with a higher mean radiant

temperature and operative temperature.

2.3 System control

The main thermal comfort problem, which may occur particularly in well-
insulated buildings, is large variations in the room temperature due to changes in
internal loads from occupants, lighting, equipment or direct solar radiation. The
low heat loss in well-insulated buildings means that changes in internal loads
have higher impact on the room temperature than in buildings with standard
insulation. This influence depends on the thermal mass of the building and on the
controllability of the heating system. As floor heating systems often have a higher
mass compared to other heating systems, conventional on-off control presents
greater risk for overheating. Numerous alternative control strategies have been

investigated to tackle this issue, cause of discomfort and loss of energy.

Aldeman (1988) recommended, through steady state analysis, outdoor

reset control based on the principle that there is a direct linear relationship

between outside temperature and the required water temperature. The supply
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water is inversely modulated with outside temperature while maintaining a
constant circulation of water. The constant of proportionality relating the rise in

water temperature to the drop in outdoor temperature is called the reset slope.

ASHRAE (1987) stated that the supply water temperature should be
varied in accordance with outside temperature due to the time lag between the
heat demand and the heat delivery to the space. In contrast, MacCluer (1989)
proposed the concept of proportional flux-modulation (i.e. simple proportional
controller with an anticipatory) and claimed that the rate of heat delivery to the
floor slab, in proportion to perceived load, is the parameter to control not the

temperature and is not subject to time lag.

Later on MacCluer (1991) also proposed an outdoor reset control with
indoor temperature feedback to compensate errors due to interior disturbances
such as solar or internal gains. The analytical model based on the frequency
domain revealed that only a slight improvement in step or sinusoidal response is
projected by inhibiting circulation upon overheating while modulating the reset
slope or offset in prbportion to zone temperature improves tracking but can

induce instability.
In an experimental study (Leigh and MacCluer, 1994) of proportional

control of supplied heat and various approéches to temperature modulation

including outdoor reset control, proportional flux-modulation was reported to
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compare favourably with various types of temperature-modulation approaches by
exhibiting consistent performance under dynamic conditions, maintaining a stable
indoor temperature around the set point and by demonstrating immediate
response to any internal load disturbances. The study deduced also that a simple
proportional controller with an anticipator constitutes one of the most ecbnomical
way of effective and stable room temperature control. With temperature-
modulation approach, fine-tuning of the reset ratio was required after installation
since an improper reset ratio induces indoor temperature deviation from the set
point. Further, they recommend addition of interior temperature feedback control
to help compensate for these potential errors due to interior disturbances such as

solar or internal gains.

Athienitis and Chen (1991) recommended a feedback proportional control
based on operative temperature. Numerical simulations, based on detailed room
transfer function for the operative temperature and simple Laplace transfer
function for the heating and control system components, of a radiant ceiling
heating system response to operative set point changes indicated significant
potential for faster control compared with air based temperature control.
Preliminary experimental results also indicated better overall performance for
control with a globe temperature sensor emulating the operative temperature
sensor. Solar gains Were, however, not included in that study. The globe
temperature, as measured by a 15-cm diameter globe thermometer, is expected

to be close to the operative temperature.
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Athienitis (1997) and Athienitis & Chen (2002) used an explicit nonlinear
one-dimensional finite difference network model to conduct a numerical
simulation study of efficient control strategies for a floor heating system with high
passive solar gains. The simulations were performed for sunny or cloudy cold
winter conditions, with two different quantities of floor thermal (5¢cm and 10 cm
thick slab). The control 'strategies considered constant or half-sinusoid set point
profile for proportional control of room air temperature or operative temperature,
simple on/off control based on a 29°C maximum floor surface temperature and
feedback-outdoor reset control.

The simulation revealed that control of radiant heating based on the
operative temperature reduces the maximum floor surface temperature and the
maximum operative temperature, subsequently improving thermal comfort.
Further, it increases utilization of passive solar gains and reduces auxiliary
energy consumption. However floor thermal mass thicker than necessary may
contribute to large room temperature swings when high solar gains are present.

Combined feedback-outdoor reset control resulted in generallyrhigher
room temperature é\nd increased energy consumption. Utilization of auxiliary
heating shut off based on maximum floor surface temperature is necessary with

reset control.
Gibbs (1994) simulated three different control strategies of multizone

radiant floor heating system: Pulse-width modulated zone valves with constant-

supply water temperature, outdoor reset with indoor feedback and outdoor reset
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plus pulse-width-modulated zone valves. The project used a lumped capacity
model of the plant and control system. Outside temperature was modeled as a
sinusoidal function with a 24 hour period and a step function.

Pulse-width modulated zone valves with constant-supply water
temperature: This control strategy assumes constant supply water temperature
while the individual zone temperature relied on room thermostat with a 3°C
proportionai band that pulse width modulates the zone valve four times per hour
for a variable time period in relation to the air temperature set point. This
approach based on flow inhibition maintains room air and floor surface
temperature within acceptable limits for most application but suffers from
numerous disadvantages such a large variation in water flow rates, unsteady
floor surface temperature, large thermal expansion-contraction cycles inducing
heating system failure and zone thermal discomfort.

Outdoor reset with indoor feedback: This second approach is based on
supply water temperature modulation via mixing valve and outdoor reset control
with limited interior temperature feedback effect. There is only one zone and the
heat delivery to the different area of the zone is balanced through adjustment of
the water flow in the tubing loops. This strategy offsets most of the problems
encountered with the first approach but temperature control is limited to one zone
and heating system needs re-balancing to compensate for changes in building
parameters.

Outdoor reset plus pulse-width-modulated zone valves: This last

approach, combining the previous two systems, is based on system supply water
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temperature modulation through mixing valve and outside temperature while
.individual zone control is performed through pulse-width modulating valves
according to room air set point. The zone requiring the hottest supply water
temperature provides indoor feedback to the outdoor reset control. This approach
provides the best control of the room air and floor temperature and offers the

greatest flexibility in application.

Experimental and theoretical studies (Athienitie and Chen, 1993;
Athienitis, 1994) indicated that proportional control of room temperature with a
constant setpoint resulted in improved thermal performance. It was reported,
however, that implementation of energy saving strategies, such as storage of
passive solar gains in the floor and a lower setpoint at night, renders effective
control difficult. Results showed that on-off control with night set-back (square
wave set-profile) contributes to energy conservation but often leads to a very
high increase (over 100%) in the peak heating load on cold days particularly for
building with thermal storage. A smoother setpoint profile with a ramp change in
the set point is required to obtain the desired temperature and limit the maximum
heating load. Storage of solar gains can be effectively achieved by lower night
time set point, to keep cool the floor mass in anticipation of the upcoming solar
gains, followed by a gradual increase in the morning to the desired comfort

range.

Cho and Zaheer-uddin (1997) conducted an experimental study to asses
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performance of on-off, proportional integral (Pl) and two-parameter (air and floor
slab temperature) controls under similar conditions. Air temperature based on-off
control resulted in a 3°C variation in air temperature and 9°C in the floor slab
temperature. On the other hand, on-off control using slab temperature as a
control signal resulted in a good room temperature regulation (within +/- 0.75°C
of the set point). The Pl control mode, relying on a modulating mass flow rate in
response to a feedback signal from the room air temperature sensor while
maintaining the hot water temperature constant, was by far thé better of the
strategies tested. However, the two-parameter on-off strategy with the
performance that came close to that of Pl control was rated a good candidate for

radiant heat control because of its simplicity and cost-effectiveness.

Thermal mass integrated with a floor heating system in a passive solar
house is known for its capacity to reduce peak heating loads by loads shifting
and decrease temperature swings while using the solar gain to reduce energy
consumption. However the inherent large thermal lag encountered, particularly
with heavy floor thermal mass, may present control difficulties using conventional
techniques. Conventional system weakness such as their inability to compensate
for thermal lag, varying set-points and changing dynamics requires innovative
technique such as the Generalised Predictive Control (GPC). Predictive control
algorithm can compensate not only for a process thermal lag but also for the pre-
programmed set point. The thermal lag compensation provided by a predictive

controller can greatly improve closed-loop stability, while its prediction property
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enables control action to start earlier so as to closely track the varying set point.
An evaluation (Chen, 2002) performed through computer simulation
revealed that performance of floor heating system controlled by GPC is superior
to that on-off and P.I. controllers in terms of response speed to changes in set
point, minimum offset and on-off cycling. This simulation required the
development of a set of supervision rules for robust system identification and a
recursive least squares algorithm. Experimental results with an indoor globe

simulating operative temperature agreed well with the predicated data.

Following this trend, a recent study (Cho and Zaheer-uddin, 2003)
involving both computer simulation and experiments was conducted to asses and
compare the energy performance of predictive control strategy with an existing
conventional control strategy of intermittently operated radiant floor heating
system. Intermittent control strategy is known to utilize effectively the thermal
storage characteristics of the floor slab. This mode of control is based on heat
flux delivery a certain number of times of certain (and possibly different) period
durations, at some prescribed hours and the whole depending on outside
conditions. The current practice for the evaluation of theses parameters is based
on past operating experience. Under this control mode, Radiant floor heating
system practically runs in an open loop mode, eliminating thermostat and
associated hardware

in order to implement this predictive control strategy, a forecasting model

based on the Fourier series method was adapted to predict the hour-by-hour
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magnitude of outdoor air temperature. The required input to the model, expected
maximum and minimum temperature and their time—of-day occurrence, were
obtained from the meteorology services. Heat distribution pattern, heat supply on
time and heating loads determination are based on the forecasting model,
building geometry and thermal design data. A dynamic simulation program
(TRNSYS) with an incorporated radiant floor heating model was used to perform
the simulations.

Results showed‘ that the predictive control strategy was 10% to 20% more
energy efficient. The room fluctuation remained within comfort range in spite of

the fact that no zone temperature control was used.

This approach is reinforced by a recent article (Tse, 2003) describing an
innovative algorithm to predict the daily thermal loading of a building. This new
algorithm utilizes updated weather forecast information from the internet and
analyzes it by a knowledge-based system to simulate the overall weather
condition in terms of air temperature profile, air relative humidity profile and solar
radiation profile. Daily thermal load profile of a building is then predicted through
computer simulation using the simulated weather condition. The algorithm was
proven to have a good thermal load prediction capability with prediction error well

within acceptable region.

2.4 Experimental investigations

Dale (1993) conducted in the early 90’s a three years study on the thermal
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performance of a radiant floor panel in a test house at a research facility in
Alberta. The evaluation involved two commonly installed radiant floor syétems:
the first system utilized hot water tubes placed below the subfloor between the
floor joists on the main floor while the second had tubes laid over the subfloor
a»_nd embedded in gypsum-based cement. Both systems were compared to a
conventional duct distribution forced air-heating system. The control strategy
relied on simple air thermostat.

They observed contrarily to their expectation, no significant energy saving.
with radiant floor panel heating. This surprising result was attributed to the
increased losses due to the higher ceiling and basement floor temperature in the
test house resulting from the use of the radiant heating system. Further, the
radiant floor panel system was found to produce very uniform floor-to-ceiling
temperature profiles with 0.5°C to 1.0°C typical variation from very near to the
floor to near the ceiling.

The temperatures inside two black 150mm diameter globe thermometers,
located at different distances from a cold south-facing window, were also
measured to asses the use of panel heating in counteracting the asymmetric
radiant filed produced by a south-facing window (Asymmetric radiant filed may
lead to discomfort due to heat exchange between a person and a cold surface
such as a window). The radiant panel systems were found to produce higher
globe temperature, up to 0.5°C above air temperéture, indicating a higher mean
radiant temperature'. and thus the possibility of reducing the interior air

temperature while maintaining the same comfort level, with subsequent potential
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energy savings.

In an experimentalv study (Olesen, 1994), the controllability of a standard
floor heating systems with tubes embedded in concrete was compared to a low
temperature radiator system. The study was conducted in a low thermal mass
test room and simulatéd dynamic conditions to variation in outdoor temperature,
occupant load and sunlight and night set back operation, with a hydronic floor
heating system. The test room was equipped with 50 permanent sensors for
measuring air and surface temperatures, temperature difference across the floor
insulation and across wall and across insulation, heating system water supply
and return temperéture and energy consumption.

The thermal comfort conditions in the room were evaluated with the
Predictive Mean Vote (PMV) index (ISO Standard 7730, 1994) and equivalent
temperature (Madsen et al. 1984) are measured 0.6 m above the floor at three
locations in the room with an integrated sensor simulating a sedentary person.
The equivalent temperature integrates the combined influence of air temperature,
mean radiant temperature and air velocity. The equivalent temperature is equal
to the operative temperature for low air velocity less than 0.1 m/s. Tests were
carried out with control flux-modulation with and without outdoor reset.

The results showed that, for both heating systems, energy consumption
was similar and the control easily kept the room temperature within acceptable
limits. It was also observed that night set back operation induced greater

decrease room temperature for the radiator system and for the low-mass radiant
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floor heating system.

De Carli (2002) conducted field measurement of operative temperature in
four buildings heated or cooled by embedded water-based radiant systems. The
analysis of the data showed that, for the major part of the time of occupancy, the
operative temperature was inside the comfort range. The data showed an
increase in space temperature during the day, which is counterbalanced by a
corresponding decrease during the night. This study concluded that hydronic
radiant systems constituted a viable alternative to full-air conditioning systems for

obtaining acceptable indoor thermal environments.

A project (Scheatzle, 2003), initiated by ASHRAE with objective‘to provide
documented performance of a hybrid HVAC system, successfully demonstrated
the use of radiant panels for both heating and cooling in conjunction with
ventilation/ dehumidification units to achieve thermal comfort in a residence. The
scene of this project is a single-storey adobe house, with high mass walls
insulated on the exterior, radiant heating panels over the entire concrete floor
area and 60 % of the ceiling. The control is divided into central control based on
the water supply temperature according to the outside temperature and individual
zone control based on the operative temperature. The control strategy included
the use of passive components such as the high thermal mass of the house for
use of off-peak energy rates and active component such as the high mass floor

panels to keep the temperature within the zones spaces within comfortable limit
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while using the low mass ceiling panels to provide quick warm-up response,
especially during the early cold morning hours. The convective system was used

for additional peak-load capabilities and indoor air quality.

2.5 Building performance evaluation techniques

Traditionally, building thermal dynamics and control studies are performed
separately from HVAC system design and building thermal energy analysis
without éufﬁcient considerations of the system loads, their variability and the
interaction between the building envelope, the HVAC system and the control
system. This approach combined with static control does not take full advantage
of the existing potentiality. This evidence reinforced by the accelerated trend
towards energy efficient building and environmental issues confirms the
requirement for a unified approach involving the building subnetworks in order to
analysis the overall system performance. In broad terms, there are two main

approaches: time domain versus frequency domain.

Time domain technique

Time domain simulation approach includes finite difference and finite
element, state space and response factor techniques. Finite difference is the
technique most commonly applied to the problem of building energy modeling.
Finite-difference methods usually fall into two categories: explicit and implicit, .
depending on whether one can predict the temperature at a node independent of

the predictibns made at other nodes, or whether all node predictions must be
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made simultaneously. This method generally provides a more accurate
estimation of temperature and heat flows due to its capability to model both linear
and non-linear system. The explicit finite difference method is particularly suitable
- for analysis of non-linear heat diffusion problems such as heat transfer through
the floor (Athienitis, 1997).

These techniques use discretization in space and time and may require a
large number of nodes and sometimes small time step to avoid error in the
simulation of thermal mass behavior. However, too many nodes and very small
time step increase the model complexity and may lead to computation
inefficiency. The response factor requires time discretization only and can be
used if non linear element in building system can be linearzed so that the whole
or subsystem becomes linear. It uses fewer nodes avoiding therefore the error
from discretization. One major disadvantage of these techniques is that initial
conditions are usually unknown. This implies repeated simulation until a steady
periodic response is obtained.

HVACSIM® (1985) is a time domain simulation program developed for
comprehensive building approach, primarily for research purposes. Some of the
required parameters, however, such as time constant of various system
components lack accuracy.

Another more recent comprehensive building approach tool, still under evaluation
at this date, is the EnergyPlus software (Strand and Pederson, 1997and 2002)
which in addition to its ability to model configurable forced air system, also

included models for low-temperature radiant heating, cooling systems (electric
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and hydronic) and high-temperature radiant heating systems. Accurate
temperature and comfort prediction is reached through an integrated
simultaneous simulation. Loads calculated at a user-specified time step are
passed to the building systems simulation module at the same time step. The
building systems simulation module calculates, with a \)ariable time step down to
seconds, heating and cooling system and plant and electrical system response,
with space temperature feedback. The ability of this program to model radiant
heating system and thermal comfort evaluations gives designers the possibility to
make comparison with forced air system. It allows also selection of multiple
systems for a single zone, that is hybrid-system such as muitiple active radiant

surfaces /systems and/or combination of convective/radiant systems.

Frequency domain method

The frequency domain technique is an alternative approach to linear and
time invariant system simulation. This method is based on the development of a
mathematical model describing the heat transfer process. The methodology
presented by Athienitis et al. (1990) for system thermal analysis utilizes
frequency domain technique with associated Laplace transform and Fourier
series. This frequency domain approach allows accurate representation of the
actual system and identification of building significant thermal characteristics
such as transient response, state variables and system parameters. The detalil
with which the model describes the building thermal characteristics has a

significant impact on the degree of accuracy of the analysis. This technique is
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particularly suitable for passive solar analysis and load calculations (Kimura,
1977).

The frequency method has proven several advantages over time domain
technidue. It provides ease and flexibility in simulation and energy analysis with
variables numbers of harmonics although this number must be kept within
reasonable limit to avoid computation inefficiency. The resulting solutions are
rapid and can be made exact, which is useful for validation of other more
approximate solution methodologies. The main disadvantage of frequency
domain technique compared to time domain technique is its application mostly
limited to linear and time invariant system. This technique, on the other hand,
does not require discretization and is particularly useful in building rﬁodeling

with significant thermal mass amount (Balcomb, 1992).

Both techniques have their specific application and have been showed to
be sufficiently accurate (Haghighat and Athienitis, 1988), time domain method is
more appropriate and widely used for non linear system analysis whereas
frequency domain methods find its application where the final objective is the
determination of the building response pattern through a linearization of system,

a compromise generally accepted in engineering practice.

2.6 Conclusion and motivation for proposed work

Radiant heating systems can be complex to design and control,

particularly when they utilize much thermal storage which is intended also to
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store passive solar gains. There is a need for development of accurate and
practical techniques for design and control anal.ysis of such systems. This thesis
uses a frequency domain approach for analysis of radiant heating with solar
gains to investig:ate its thermal dynamics and implications for design and control.

Results are also compared with finite difference simulations.
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CHAPTER 3

ROOM THERMAL NETWORK

3.1 Introduction

In order to perform room thermal analysis using the frequency method, an
accurate heat balance describing the thermal processes involving conduction,
convection and radiation inside and outside the space is required. To write heat
balance equations, a space in the building under analysis is considered as an
enclosure bounded by a number of discrete surfaces (walls, floors, windows, and
ceiling), subjected to internal conditions such as floor heating system and
external weather conditions. To help in describing and understanding the-
different heat transfer occurring within the space, a schematic representation of
the room with radiant floor along with a detailed thermal network model of 9
nodes with interconnecting paths in shown in Figure 3.1.

Borrowing a terminology from electrical circuit elements, the thermally
massive walls are modeled by a two-port distributed element while the room air
and light-weight content are modeled by a lumped capacitance. Outdoor
temperature and solar radiation are represented respectively by temperature
source and heat source. Node 0 denotes the indoor air temperature, node 1 and
2 represent the interior surfaces of the 02 windows, nodes 3 to 7 are the interior
surfaces of the surrounding walls plus the ceiling, node 8 denotes the upper
surface of the radiant floor with the most significant thermal mass.

In order to accurately assess the impact of conductive, convective, and
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Material properties
Y R-values

Walls 1 2.6 m3.°C/W
Ceiling :7 m2°C/W
Windows :0.32 m2.°C/W
Floor ;1 m2.°C/W

Concrete Gypcrete
Thickness (m) x 009 0.09
Density (kg/m3) p 2242 1600
Conduct.(W/m°C) k 1.8 0.68
Spec. heat (J/IKg°C)c 840 943

Radiant panels

——>(agnsulation R

L\ 5 | Reference
Temp.

(b)
@ Temperature source —* Heat source ‘/\ / Resistance

Figure 3.1: (a) Room schematic, (b) Detailed room thermal network: nodes:
0 = room air, 1-8 interior surfaces, 1 = south window, 2 = west window,

3 = south wall, 4 = ceiling, 5 = east wall, 6 = north wall, 7 = west wall,

8 = floor; Teo = sol-air temperature, To = outside temperature
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radiative effects within the room, it is necessary to evaluate as accurately as
possible the corresponding different heat transfer coefficients.

Conduction, covered in detail in the next chapter, is a transient process
and thus cannot be modeled with steady-state equation due to the presence of
thermal mass within the room, whose multilayered walls are modeled by transfer
admittance and self-admittance using the frequency domain technique.
Convection coefficients can vary with time both at the inside and the outside
surface due to changing temperatures and flow conditions. Radiation is a
complex process involving mainly long-wave radiant radiation due to interior
surfaces exchanges and short-wave radiations to the sun.

The accuracy of the heat balance solution depends obviously on the
accuracy of the solution components. However, the goal of this research work
not being to study in depth all the different parameters and in order to find a
reasonably accurate solution in an acceptable period of time, the following
common assumptions are made to simplify the calculations:

-All the building interior surfaces and the room air are at uniform
temperature (At any given point in time, each building element is characterized
by a single temperature at the interior side and a single temperature at the
exterior side; larger surfaces may be broken up into multiple surfaces for better
temperature differentiation such as a wall incorporating a window).

-Thermal properties bf the material are time and temperature independent.

-Heat transfer through the building envelope is one-dimensional.

-Convective heat transfer coefficients are time invariant and valid over the
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entire surface.

-Infiltration is constant.

-The radiative conductances are linearized

3.2 Thermal convection

Thermal convection is the process by which heat transfer takes place
between a solid surface (i.e. wall) and the fluid surrounding it (air). The motion of
the fluid due solely to the action of buoyancy forces arising from the density
variation of the fluid as the result of heating is called free convection while the
motion of the fluid caused by forces independent of the temperature differences
in the fluid arising from external imposed pressure differences is referred as
forced convection. The rate of heat transfer by natural convection between the
fluid and the boundary surface is evaluated by the following expression:
q=Ahg(Ts - Ty) (3.1)
where A, h., T and T are respectively the area, the heat transfer coefficient,

wall surface and air temperature.
The convective conductances represented by the resistances connecting node 0
(room air) to node J (interior surfaces 1 to 8) in Figure 3.1 is given:

3.21 Convective heat transfer coefficients

Calculation of the coefficient h. is a very complicated function of the air

flow and its geometrical arrangement. Heat transfer coefficients are evaluated
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from empirical equations, often linearized, obtained from experimental results
with the method of dimensional analysis (Athienitis, 2000)

Horizontal Surfaces: Heat flow downward or upward occurs mainly with

horizontal surfaces such floor and ceiling. Downward flow is applicable generally

for cold surface such as the floor and the recommended correlation is:
he = 0.59((Ts — Ty )/x)*%° (3.2)
x is the characteristic dimension and laminar flow is assumed with Rayleigh
number in the range of 3x 10° to 3x 100
Heat flow upward, applicable in the present case, occurs with heated floor

or/and ceiling. The following turbulent flow correlation with Rayleigh number in

the range of 2x 107 to 3x 10"%is recommended:
he =1.52(Ts - Ty (3.3)

A 10°C constant temperature differential between design air temperature
(20°C) and the 29°C maximum allowed surface temperature (ANSI/ASHRAE
standard 55, 1992) is assumed for the heated floor and the ceiling. The
numerical value for the case under consideration is h.=3.275 watt/(m?°C) (for
Figure 3.1).

Vertical Surfaces: Heat flow follows a horizontal path with vertical surfaces

and is independent of direction. The convective heat transfer is commonly
assumed to occur under turbulent flow conditions because flow is well developed
after a short distance from the bottom or top of a wall. The following correlation is

often used with an assumed Rayleigh number in the range of 10* to 10°.

he =1.31(T, - T,;)"® (3.4)
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There is considerable disagreement on recommended convective heat

transfer coefficient values for h. to be used in building analysis. Holman (1976)

argued that ASHRAE convective heat transfer coefficients can significantly over
predict convective heat transfer. ASHRAE (1981) recommended coefficient
(h=3.08 watt/(m?°C)), is based on approximately a 13°C temperature
differential, w.hich may be considered as a typical value for window surfaces
during cold days. However, simulations carried out with the suggested ASHRAE
coefficient resulted in the present case in smaller temperature differential (10°C
and 4°C for window and walls respectively). This may be due to passive solar
radiation and clear day assumptions. In view of this fact and in order to be
consistent, iterative calculation is conducted to determine the up flow heat
transfer coefficients corresponding to the assumed temperavture differential. The
results confirmed Holman statement (windows: hi=h,=2.822 watt/(m?°C) . and

walls: hs=hs=hg=h;=h.=2watt/(m?-°C)

3.3 Radiation heat transfer

Thermal radiation (Athienitis and Santamouris, 2002) is electromagnetic
radiation emitted by a body as a function of its temperature. Thermal radiation is
in the wavelength range from about 0.1 to 100 ym. The visible portion lies in the
range of about 0.35 ym - 0.75 um. In building thermal analysis we generally
separate thermal radiation into two regions: the short-wave region with less than
or equal to 3 micrometers and the long-wave region with wave-length greater

than 3 micrometers. More than 99% of the radiation emitted by the sun is
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shortwave, while more than 99% of the radiation emitted by bodies at earth
temperafures (40°C to 45° C) is long-wave.

Long-wave radiation is an important mode of heat transfer between
surfaces on the inside of buildings (particularly with radiant floor system). The
walls transfer heat directly to each other by radiation, and some heat is radiantly
exchanged with the air. The radiant heat exchanges within the room can be

calculated more accurately than the convective exchanges.

3.31 Radiation proprieties

The absorptance of a surface is the fraction of total irradiation (incident
radiation) absorbed by the body. The reflectance of the surface represents the
fraction of the irradiation reflected from the surface. The transmittance represents
the fraction of the irradiation transmitted by the surface (equal to 0 for opaque
surfaces such as wa‘lls and approximated to 0.035 to double glazed window).
Applying the first law of thermodynamics, an energy balance at the surfaces
shows that:
a+t.+p=1 (3.5)
where p = reflectivity, 7 = transmittance and a = absorptance

Emissivity, absorptance, transmittance and reflectance generally vary with
wavelength. It can be shown that the monochromatic emissivity and the
absorptance of a surface are equal. Consequently, the reflectivity of a surface

is:p=1-¢-1. Walls and windows long-wave emissivities € can usually be

approximated as € =0.9, therefore their reflectivity are equal to 0.1 and 0.065.
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3.32 Radiative conductances

The radiative conductances interconnecting room interior surfaces nodes

1 to 8 (Figure 3.1) are given by:

Uij=Aic4Tm’F i (3.6)
4Tm? is a linearization factor which is based on an estimated average

room temperature Tm=294°K (may be reevaluated for each pair of surfaces). The

Stephan-Boltzmann constant o is equal to 5.669-10° W/m?K* and temperature is

in Kelvin. The radiation exchange factor F*i,j between the pair of surfaces under

consideration (i and j) are determined from the radiation view factors F; and the
radiative properties of the room surfaces as follows:

F'ij = (mieie; /oy (361
Where [m]= [M]™ (3.61a)
and the elements of matrix [M] are:

Mij=1;-piF; (3.61b)
with I =1 if i = j; otherwise |;; =0 (identity matrix).

The radiation exchange factor F*;; of a surface to itself is equal to 0 and
the resulting convective and radiative heat loss conductances U of the surfaces

room under consideration is under matrix format as shown by equation (3.62).

3.4 Carpeted floor heat transfer coefficient

Precise investigation of the floor concrete with carpet requires compiexes

calculations and involves cascades matrix. The carpet thermal capacity being
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negligible in the overall room response, simulations are carried out assuming the
carpet as a simple resistance in series with the inside air film, and the radiative

heat loss coefficients as material independent which is an acceptable assumption

for the purpose undertaken by this research paper.

Assuming carpet thermal conductivity k.=0.06 watt/m-°C and a thickness
of x.=0.02m, the carpet heat loss coefficient would be equal to uc=k/x.. In
accordance with the assumption made above, the overall convective heat loss
coefficient carpet in parallel with the .air film is wou.ld be: hec=(hcuc)/(hetuc),
(1.566 watt/m?°C in the present case). This constitutes the only modification to
be made to the convective and radiative conductances matrix U j within the
room with floor carpet cover. The convective conductance interconnecting the
carpeted floor surface node 8 and the room air node 0 (that is entries Ugg and

Us o of equation (3.62)) is subsequently lower and equal to 76.58-watt/m-°C.

0 U, Up, Uos  Upe Ups  Uss Uy Ug,]
U, O U, U, U, U, U, U, U,
U, U, O Uy Uy Uy Uy Uy, U,

Uo U, U, 0 Uy, Uy -Ug U, U,
U={Us Uy, U, U, 0 Us Us U, U,l@362)
U, U, U, U, U, 0 Use Us;, U,

Uso Usi Ug, Usy  Ugs U O U, U,

U, U, U, U, U, U, U, 0 U,

Ugo  Ug,  Ug,  Upy  Upe  Ups  Ugye Uy, 0]

The effective results for thermal network Figure 3.1 with floor concrete are as

shown in Table (6.62a)
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3.5 Calculation of view factors

The view factor Fi; represents the radiant interchange factor of surface i
with respect to surface j and is equal to the ratio of the diffuse radiant energy
emitted by surface i and ultimately absorbed by surface j (both directly and after
reflections off other surfaces) to the total radiant energy emitted by surface i as if
it were a blackbody. It can be noted that the concept of blackbody is introduced
for the purpose of studying the characteristics of thermal radiation while for the
convenience of calculations, real surfaces are often assumed diffuse and grey.
The view factor between two surfaces as depicted by Figure 3.2 is given by:

Cos @,

COS;
%5 4AdA, (3.7)
7'(3|'2

AF;= |

Where dA; and dA; are elementary areas of the surfaces and r is the distance
between the two areas and ¢4 and ¢, are the angle between the respective

normal to the surfaces and the line r connecting the two surfaces

r . A
\ \
\ .
\
\ \
\ ): [0) J \\\
dAj \
\
\ .

\
\
\
\
A}

Figure 3.2: View factor F; geometry
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When the equation can not be integrated analytically, numerical
integration techniques may be applied, replacing the integrals with summations
avec the discretized surfaces. There are three main types of view factors
between room surfaces:

1-between surfaces at right angle

2-between parallel surfaces

3-between the window and another surface
The ang[e factor from j to i is similarly defined, simply by interchanging the role of
iandj. However this does imply that the second angle factor is numerically equal
to the first one. The determination of the view factors for the room under
consideration are carried out in two steps (Athienitis, 1998). The first step
consists in calculating the view factors between the rectangular finite surfaces

inclined at 90 degrees to each other with one common surface as follows:

¢=comimun

Figure 3.3: View factor fromitoj
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The View factor F; from i to j is defined by the following relationship:
Xtan™! |+ tan‘1(1 Y tan |
X Y ’Xz + Y2

X A [x2ﬁ+x2+vzj XZ[Y2(1+x2+Y2)]Y2((1+x2)(1+vz)] 2

4 (D vfixe)) (E+v2aex?) ([ 1ex2+v?

The second step consists in calculating the other view factors between the

room surfaces by applying the following principles:

1. Reciprocity: AiFij= AjF;;
2. Symmetry e.g.: Fr5=Fs7
3. Energy conservation: ZFM- =1

j

Example of calculation of view factors between windows and related surfaces

The same principles, by means of view factor algebra method, can be
applied to other geometries. Surfaces with a non uniform temperature such a wall
with a window are subdivided into smaller isothermal zones and a configuration
factor algebra method is applied based on the same principles .The window view
factors are then calculated by adding and subtracting already calculated views
factors of related configuration. Because of geometrical complexities, view
factors values are difficult to determine and require a tedious three-dimensional
description of the spaces. An example of room schematic representation of
thermal network under consideration (Figure 3.1) with view factors calculations

between window 1 and window 2 is given below.
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Figure 3.4: Partitioned room schematic

D|S=LT—WWT Agl = WT -WWT
2 2

Ab=WWTxWT Ad=WWTxWUP

Acl=WHTxDIS Ac2 = WUTxDIS

Calculation of the windows different view factors requires determining related
view factors as follows:

View factor Fgi1c1 from surface Ay to surface Aq.cq is obtained through
application of equation with the following modification:

WT-WWT LT+ WWT
vw=e h:-ﬁ—

comm = WHT
2 2

View factor Fg1¢1 from surface Agq to surface A¢, is obtained through application
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of equation with the following modification:

WT-WWT
W=s—

> h=DIS comm = WHT

View factor F¢i291 from surface Ac to surface Ajz.gr is obtained through

application of equation with the following modification:

_WT+WWT
2

w =DIS h comm=WHT

View factor Fic1291 from surface Aq.c to surface Aj.q is obtained through
application of equation with the following modification:

LT+ WWT WT + WWT
w=—" 07 h=— D

comm=WHT
2 _ 2

View factor F, is obtained by subtraction and additions of the related view

factors calculated previously.

(A1+Act)Fict2g1 — AgtFgtact + AgiFgrct — ActFerzgt
A

F1,2 =

Application of the reciprocity principle yields:

A
F,.=—1F
21 A, 12

In the same way:

A
F17 =F19 —F42 Fr1= A—1 Fi7
7
A
Fas =Fa0 —F24 Fso = KZ— Fos
3

Based on the fact that the radiant interchange factor of a surface is the

summation of the view factors of its different zones (AgFo 9=A1+3)F (1+3).2+7)):
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A
F37 = Fra=-SF
37 A, T8RS

Surfaces facing the same direction cannot see each other, consequently
cannot exchange radiation, and therefore are assigned a view factor of zero. The
energy conservation principle can be used to derive view factors for parallel
opposite surfaces and for conducting preliminary verification of the results. The
sum of view factors of any surface with respect to all the others surfaces for
thermal network Figure 3.1 is equal to 1.

. Fi,j =ZFi’j =1

8
=1 j

8
1

Effective results for thermal network Fiqure 3.1 (uncarpeted floor)

0 3149 3149 12.72 160.18 32.16 3504 9.84 160.18]
3149 0 449 0 20.30 597 553 149 19.24
3149 449 O 191 1978 580 639 O 18.72
1.72 0 191 O 9.85 442 290 252 10.92
Ui; =1160.18 20.30 19.78 9.85 0 2742 30.09 7.7 126.78
3216 597 6580 442 2742 O 10.37 0.69 27.42
35.04 553 639 290 3009 1037 O 4.00 301
9.84 149 O 252 7.7 069 4.00 O 8.77
1160.18 19.24 18.72 10.92 126.78 27.42 30.1 8.77 O

Table (3.62a): Convective and radiative heat loss conductances
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CHAPTER 4

ROOM THERMAL RESPONSE

4.1 Introduction

As pointed out in the literature review, several approaches are available
for the analysis of the behaviour of system through time. The frequency response
method is a powerful mean for the analysis of linear dynamic systems and
constitutes the transfer function formulation privileged in this thesis to investigate
the thermal dynamics of a floor radiant heating system under different design
option and weather conditions and to evaluate heating loads and room
temperature response for any specified time history of inputs.

Fisk (1981) explains the implication of this choice with the Fourier's
theorem which shows that any time varying quantity, say the heat input, can be
represented by the sum of a number of sinusoidally time varying components at
specified frequencies. Fourier's theorem states how to calculate the different
components (frequency w, amplitude of sinusoidal variation q(w), its phase lag or
lead d(w)) from a time varying quantity q(t). A frequency response transfer
function basically relates the values of the input amplitude to the output
amplitude along with any change in phase angle for any specified frequency. The
frequency response transfer function provide a convenient mean to determine
the final temperature response from any input and is particularly useful in the
context of building thermal response because two of the continuum of possible

frequencies have special significance to the inputs.
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The first frequency, called the fundamental frequency, is that associated
with diurnal changes (24 hours period). Knowledge of the value of thermal
response transfer functions during this period has been successfully adapted to
an approximate theory of building thermal response theory called the admittance
procedures (Milbank and Harrington-Lynn, 1974).

The second frequency of importance is zero since this frequency
cemponent gives the mean values of the input which represents the steady state
thermal conditions whose only non-zero frequency cofnponent is that of the zero
frequency itself. The zero frequency transfer function is basically the normal

steady-state heat transfer coefficient.

4.2 Determination of room transfer functions

Heat transfer out of a building envelope can essentially occur by infiltration
of external air displacing internal air, the ventilation loss and by conduction
through the building fabric itself. Dynamic state, with time varying temperature, of
wall thermal property is modeled by replacing its steady state conductance by a
thermal admittance describing the effect of its thermal capacity.

The thermal admittance of a wall is a transfer function parameter useful for
the analysis of the effects on room temperature of cyclic variations in the weather
variables such as solar radiation, outside temperature and dynamic heat flows
under steady periodic conditions. There are two transfer functions of primary
interest, the self-admittance Ys relating the effect of a heat source at one surface

to the temperature of that surface and the transfer admittance Yt relating the
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effect of an outside temperature variation to the resulting heat flow at the inside
surface. Two passive components are being identified in the frequency domain
modeling of building heat transfer (Athienitis 1986):

-Non-massive layer identified as a two-terminal components and
representing the thermal coupling between two nodes such as convective
heating between a surface (walls nodes) and a fluid (air node 0) or radiative
coupling between two surfaces exchanging energy. This includes conductive
coupling if the relevant wall layer has negligible thermal capacitance.

-Massive layer identified as a three-terminal component (two-port)
because of the third nodes required as a reference to quantify the thermal state
of the slab, the two other terminals being the interior and exterior surfaces.

The two-port terminals equation can be expressed in many forms; the
most widely used being the cascade form. The cascade form is derived by first
taking the Laplace transform of the one-dimensional heat diffusion to obtain an
~ordinary differential equation which can be solved to relate heat flux and
temperature at one surface to those at the other surface, without discretizing

(Kimura 1977). The heat diffusion equation is as follows:

oT  o%T

9 - 4.0
ot “ axz ( )

The cascade equation for a massive single layer element is:

W o) o

The elements of the storage mass cascade matrix are given by:

D =cosh(yx) (4.1a)

50



B = sinh(y x)/(yx) (4.1b)
C =(ky)/sinh(yx) ' (4.1¢)
with the quantity k defining the storage mass thermal conductivity, x the mass

thickness and y equal to (s/a)"?

with s being the Laplace transform variable and
a=(k/c-p) the storage mass thermal diffusivity. For frequency domain analysis, s
is set equal to jw where j=(-1)% and w is the frequency (equal to (2zn)/P, P

represents a period of 86 400 seconds for diurnal analysis).
The cascade equation for a non-massive element (two-terminal

components) is as follows:

ol V] “2
Q, 0 1 -4z

The cascade matrix for multilayered wall, is obtained by multiplying the
cascade matrices for consecutive layers represented by a two-terminal
components (mass less insulation layer in series with an external air film) and a
three-terminal components (inner layer of storage), both of uniform thermal
properties. The resulting wall cascade matrix relates the temperature and heat
flow at the inside and outside surface of that wall. In this way, the wall interior
temperatures of no immediate interest are eliminated and the inside or the
outside temperature is obtained. Each of the two-port elements in the thermal
network Figure 3.1 represents the resulting equivalent two-port for each wall and
the parameter of interest is the inside temperature.

MR e
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T4 and qq are the temperature and heat source at node 1, T2 and —q; are
temperature and heat source at node 2 and heat conductance u is per unit area.
Figures 4.1 and 4.1a show a two-port analogues and a multilayered

representation for a slab and a multilayered wall, as well as the sign convention

used for heat flows.

Q1 L 2 Q2
@ [ — -
g1 92 T4 l T,
. l )
—;— Datum
Slab Two-port
'Figure 4.1: Representation of a single layered wall
T2
Ts ’ & 3 2
a1 Q2
-@ o >1—@ @ -~
a4 q2 A B
T4 Ts

Multilayered wall Two-port cascade

Figure 4.1a: Representation of a multilayered wall

4.21 Transformation from cascade to admittance form

The admittance form is necessary in modeling buildings with massive

interior walls. It relates heat fluxes to temperatures as follows:
Y(1,1 Y(12)\( T
q1 — ( ) ( ) 1 (4.4)
a0, \Y1) YT,

52



Application of conversion equations given in circuit theory books
(Athienitis, 2002) translates to for a single layer wall:
Y(11) =D/B = (ky)/tanh(y x) (4.4a)
Y(12) = (BC - AD) = (—k y)/ sinh(y x) (4.4b)

The matrix is symmetric because the two-port is reciprocal (heat flow does
not depend on the direction of flow) hence Y(1,2)=Y(2,1). The diagonal elements
in the cascade equation are equal, thus Y(2,2)=Y(1,1). These equations are per
unit wall area. These results can be directly derived by application of the Norton
theorem with the temperature sources and heat flows calculation at the proper

ports as follows in the case of a multilayered wall.

4.22 Norton equivalent network for multilayered wall

A linear subnetwork connected to a networ.k at only two terminals can be
represented by its Norton equivalent (Athienitis et al, 1986), conéisting of a heat
source and an admittance connected in parallel between the terminals (Figure
4.2). The heat source is the short circuit heat flow at the node and the admittance

is the subnetwork equivalent admittance as seen from the connection nodes.

1

2 —@ [ .1

& CDQeq Y11

Figure 4.2: Wall Norton equivalent
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Considering a multilayered wall (Figure 4.1a) represented by equation (4.3), the

Norton equivalent source Qsc =-YtT, is obtained after temporarily setting T, to

0 (short circuit) where the transfer admittance Yt is given by:

A
~ cosh(yx) R sinh(y x)
u ky

=Y(12) (4.5)

The self-admittance Ys is obtained by temporarily setting T, to 0 and as seen

from the interior surface

u+kytanh(yx)

Ys=A =Y(11) (4.6)

Y tanh(yx)+1
Ky

The self-admittance mean term is basically equal to wall U-value
excluding interior film. The admittances have been multiplied by the related area
A to obtain the total value.

The transformation leaves only two-terminals with only the room interior
nodes remaining. Therefore for a room with n walls, the number of simultaneous
nodal heat balance equations is reduced by n after the transformation is carried
out for each wall. When there is no mass, the simple equality ‘is obtained
Ys=Yt=U. Similar results are obtained for windows as well as for the infiltration
conductance.

Wall self-admittance for infinitely thick wall with no heat loss at the back
(high amount of insulation or adiabatic surface) can be approximated for design

purpose by Ys = Ak Atanh(A x)

When the penetration depth defined as d=\/gk/0p0) at a particular
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frequency greatly exceeds the width of the slab; the slab behaves at that
frequency as if it had no thermal mass at all. When the penetration depth is much
smaller than the slab width, then the slab behaves like a semi-infinite solid equal

to: Ys =AkA and the phase lead is simply 45°. The transfer admittance, in

theses cases, is negligible for all frequencies apart from the mean.

The frequency domain transfer function of the wall admittance (self
admittance Ys and the transfer admittance Yt) are studied in terms of magnitude
and phase lag and are then used together with Fourier series models for the
weather variable, such solar radiation and ambient temperature, to determine the

steady periodic thermal response of the walls.

4.3 Modeling of radiant floor internal heat source

The thermal mass integrated with the floor heating system has a
considerable influence on the room response and thus make its thermal
admittance the most useful parameters to analyze. Simulation of the internal
heat source depth within the floor slab is achieved by the use of the Y-diakoptic
techniques in conjunction with Norton theorem (Athienitis et al., 1986). The
diakoptic method, based on the development for a thermal network analogous to
that described by Brameller et al for electrical networks (1969), takes advantage
qf the topology and physical characteristics of a network by dividing it into a
number of subnetworks by removal of edges (ties-network). The resulting
equivalent source and equivalent self-admittance allow the floor heating system

to be handled like any other surface within the heat balance framework. Heat
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balances at the inside and outside surfaces take on the same form as other
surfaces and the participation of the radiant system in the radiation balance
within the space and thermal comfort is automatically included. Thus, the radiant
system model is fully integrated into the heat balance and any improvement that
are made in ahrea such as convections coefficient are immediately available to the

radiant system as part of the overall heat balance solution.

4.31 Diakoptic method

Considering a slab divided into two smaller slabs separated by the floor
heating system, the upper slab would be the two-port components (edges 3 and
4, Figure 4.3) representing the thermal coupling between two zones, the lower
slab and the floor surface. This separation allows the depth of installation of the
floor radiant heating system tQ be defined by the thickness of the upper slab with
respect to the surface floor. By inter-relating this upper slab thickness with that of

the lower slab, the overall slab thickness remains the same.

8a 8b 8a Y10 8b 10
T—- — 8a 8b
3 4
—_—> Yg Ys
- 1 —

Figure 4.3: Slab diakoptic representation
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The diakoptic method will be now applied to derive admittances 6f the
upper slab of the floor. It is convenient to transform this three-terminal
component into an equivalent delta section made up of three two-terminal
components, such that no extra node is introduced (Figure 4.3). Considering the
upper slab as a single massive layer, the delta section equivalent is derived as
follows:

Let Y(i,j) be the two-port admittance matrix elements of the floor slab
before the transforrﬁation and Y"(i,j) be the elements after the transformation.

The two matrices must be equal for the transformation to be valid.

Yo YLl Y, Y.
Thus | M 72 =[ i 1'2} 4.7
I:an Yz,z} Y2,1 2,2 (47)
Ak
Y(11) = Y(22) = m (4.7a)
Y(12) = Y(21) = —2KY (4.7b)
sinh(y x)

The element Y"(i,j) for the transformed subnetwork are obtained by inspection

(nodal formulation) as:

Y'(11)=Y'(22)= Y8+ Y10 » (4.7¢)
which is the sum of admittances connected to node 1, or node 2.

Y'(12)= Y (21) =-Y10 (4.7d)

Setting Y"(i,j))=Y(i,j) and solving for Ygand Y

_ AKy(cosh(yx)-1)
B sinh(y x)

Y8 (4.8)
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Aky

Y10=———
sinh(y x)

(4.9)

The above transformation is only applicable to frequencies n=1,2....k and
is invalid for w=0 which represents the mean term in the fréquency domain or a
non massive layer. In both of these cases, Y8=0 and Y10 is equal to the wall
conductance and the transformation is therefore not necessary.

Therefore for n=0

watt
Y8, = 4.8a
® “degC (4.82)
Y10, = i°‘x—k (4.9a)

This transformation allows the representation of the slab in two
subnetworks separated artificially by the internal heat source, but still with the
same overall thermal characteristics. The upper slab is represented by the
diakoptic transformation and the lower floor slab part, considered as multilayered
(thermal mass and insulation with bottom air film), is represented by the normal
admittances (equations (4.5) and (4.6)).

After the transformation, the slab thermal network (Figure 4.4) requires the
determination of an equivalent heat source and an equivalent admittance in order
to keep the same heat flow. The auxiliary floor internal heat source is defined as
graux While gb and Ybs represent respectively the basement equivalent heat
source and the self-admittance of the slab lower part. Simplification of this
network to one equivalent source in parallel with one self-admittance is carried

out using the Norton and the superposition theorems.
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Figure .4.4 Floor network diagram

4.32 Equivalent source using the superposition theorem

This theorem states that the equivalent source of a circuit is the algebraic
summation of the effects generated by each source acting separately.
Consequently, the effect of each source acting alone on a specified port is to be
evaluated with all the others remaining sources set to 0 (open-circuited). This
process is to be repeated for each source and the overall effect is obtained by
addition of all these effects

Figure 4.4a shows that 'with Ts short-circuited with the ground, the 02
admittances Y10 and (Ybs+Y8) become parallel and thus are added together
(The short circuit at Ts makes the heat to flow directly to the ground, by-passing
Y8). The heat source at the bottom floor surface (basement) gb=Ybt Tb and the
floor internal heat source qrau are in parallel and therefore added together.

With gb temporarily set to 0, the equivalent source Qeq1 at port Ts is:

qr,, Y10 (4.10a)

1=
Qedl= Y+ Y8+ Y10

With graux temporarily set to 0, the equivalent source Qeq2 at port Ts is:

59



gb Y10
2= 4.10b
Qeq Ybs+Y8+ Y10 ( )

The resulting equivalent source Qeq is:

Y10

= Qeq 2=(gb :
Qeq = Qeql+Qeq2 =(q +qrux)Ybs+Y8+Y10

(4.10)

~ This transfer function represents the effect of the temperature variation
due to the combined effect sources grayx and gb on the resulting heat flow at the

floor surface and simplifies the calculation by integrating the node representing

the floor heat source.

Y10 =
Ts
F N
<> Ybs+Y8 Y8
gb+qraux
&

Figure 4.4a: Equivalent heat source

-4.33 Equivalent self admittance using the Norton theorem

Figure 4.4b shows that, with (qrau+tqb) open circuited as seen from port
Ts; the resulting circuit is a representation of Y10 and (Ybs+Y8) in series, both in
parallel with Y8. The resuiting heat balance (Ysg=Qs/Ts) yields the following

equivalent self-admittance:

_ (Ybs+Y8)Y10

g = Y8 (4.11)
Ybs+Y8+Y10

60



Equations (4.10 and 4.11) are valid over the frequency range n=1, 2.. .k

and their mean term is the result of the individual mean term of all the

components.
Y10 -
Ts
=l Ybs+Y8 Y8
><
gb+qraux
o

Figure 4.4b: Equivalent self-admittance Ys

The resulting final equivalent network Figure 4.4c is identical to the
network before the transformation and consists of a heat source and admittance

connected in parallel between the terminals (Norton equivalent).

Ts

ORI

Qeq

Figure .4.4c: Floor network Norton equivalent
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4.4 Analysis of room admittances

Significant insight into wall dynamic thermal behaviour may be obtained by
studying admittance transfer functions magnitude and phase angle as a function
of frequency, and thermal properties (mass thickness). All the admittance derived
from the thermal network Figure 3.1 have an impact more or less important,
related to their thermal mass, on the room thermal behaviour. Consequently, the
analysis is concentrated on wall admittance with most significant thermal mass
(such as the floor mass). The time lead of the self admittance is the time
difference between the peak of a sinusoidal input function, such as solar
radiation in the case of the room interior surface, and the resulting peak of the
interior surface temperature. Diurnal frequency (n=1) is important in the analysis
of variables with a dominant diurnal harmonic such as solar radiation. High
frequencies are important in analyzing the effect of varying inputs such as those
due to on/off cycling of a furnace.

Figure 4.5 shows that the optimum wall thermal thickness, corresponding
to the maximum admittance Ys and which will reduce room temperature
fluctuation most, is 0.21 m and 0.15 m respectively for concrete and gypcrete.
This very important result in steady-periodic analysis of building thermal
response revealed by Athienitis et al. (1986) is of particular interest for passive
solar design.

Figure 4.6 shows that for n=48 (period equal to half an hour), the wall
behaves like a semi-infinite solid for thicknesses greater than 0.06 m. The

magnitude of self-admittance Ys is constant for L>0.06 m for both material
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concrete and gypcrete and the corresponding time delay ((argument(Ys))wn)
varies little with wall thickness.

Figure 4.7 indicates that for the zero frequency, the magnitude of the self-
admittance (for mass thickness of 6 cm) is equal to the wall steady state U-value
while on the other hand it increases with frequency. The floor behaves like an
infinitely thick wall (constant temperature heat sink) starting from harmonic
numbers higher than about 15 (periods of 96 minutes) and 11 (periods of 131
minutes) respectively for concrete and gypcrete. The corresponding phase angle
(argumént(Yt)) in the same order is 47 and 44.6 degrees. Consequently, the
inside room temperature fluctuations are smaller for high frequency fluctuations
in internal heat gains.

‘The wall concrete self admittance Ys is higher than that of the gypcrete
confirming the fact that admittance increases for choices of material with larger
values of thermal conductivity. On the other hand it is established that the
admittance decreases for choice of larger specific heat per unit mass and density
of the material in question.

Figure 4.8 shows that for fundamental frequency (n=1), the magnitude of
the transfer admittance Yt decreases while the corresponding time delay
increases with mass thickness, consequently the fluctuations of the sol-air
temperature are significantly modulated as they are transmitted to the room
interior. This phenomenon has been efficiently used in traditional architecture in
adobe (clay) buildings. The time lag ((argument(Yt))/w,) of the heat gains can

reach up to 7 hour and 10 hours respectively for concrete and gypcrete for a
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mass thickness of 30 cm. In addition to the attenuation of the room temperature
swings, the time delay, provided in transmission of heat wave through the wall,
allows interior resulting peak heat gains to coincide with cooler outside
temperature so that natural ventilation can be employed to reduce total
instantaneous cooling loads.

Figure 4.9 shows the magnitude of the transfer admittance decreasing fast
with increasing harmonic number n (and decreasing period). Thus the heat gains
fluctuations transmitted into the room as a result sol-air temperature' are
significantly reduced at high frequency with very limited effect on short term
dynamic control. A 2°C temperature swing over a 1 hour period for a surface wall
with thermal characteristics identical to the floor induces heat gains swings of

about 0.49 and 0.25 watt per square meter respectively for concrete and

gypcrete.
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Figure 4.5: Variation of self-admittance Ys and corresponding time delay with

mass thickness for the first frequency.
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Figure.4.6 Variation of self;admittance Ys and corresponding time delay with

mass thickness for frequency n=48 (30 minutes).
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Figure.4.7: Variation of self-admittance Ys and corresponding phase angle with

harmonic number n for mass thickness equal to 0.06 m.
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Figure 4.9: Variation of transfer admittance Yt and corresponding phase angle

with harmonic number n for mass thickness equal to 0.06 m.
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4.5 Energy balance

The energy balance is written for each enclosing surface, plus one for the
air. The resulting set of equations is then solved simultaneously for the unknown
surfaces and air temperature. The heat balances at the room interior nodes used
for thermal network Figure 3.1 are obtained after replacing each of the 8 walls by
their respective Norton equivalent subnetwork, which consists of an equivalent
heat source Q and a self-admittance Ys as defined previously, thereby
eliminating all exterior nodes without discretizing the massive elements. The
equivalent heat source Q is equal to the wall transfer admittance Yt times the
outside (Ton), ground temperature (Tbn) of other equivalent specified
temperature (Teq) plus any internal heat source such as auxiliary heating system
(graux) and/or solar radiation. Internal and external heat sources are modeled with
discrete Fourier series.

Solar radiation absorbed by exterior surfaces can be combined with
outside temperature (Ton) to form an equivalent temperature known as the sol-
air temperature (Teq). Teq is defined by writing an energy balance at the wall
exterior surface (ignoring long wave radiant exchange with the sky).

‘Sn represents the instantaneous solar radiation transmitted through
windows and absorbed by room surfaces and Qg the solar radiation absorbed by
widows glazi'ng and released to room air. Sn can be modeled as absorbed 70%
at the floor surface, and the remainder by the other surfaces in proportion to their
areas. Hourly and daily solar radiation incident on exterior walls surfaces and

transmitted to room through the windows may be estimated using the clear sky
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Hotel's method or the average clearness index (Athienitis and Santamouris,
2002).

| The room air and its lightweight contents are modeled by a lumped
thermal capacitance which, although with no effect on load calculations at low
frequencies, is an important parameter to include for high frequency, short-term
control analysis. Windows and infiltration transfer admittance are equal to their
thermal conductance U.
The energy balance [Y]n [T]n=[Q]n in the frequency domain is as shown in matrix
form in Figure (4.12). The elements of the admittance matrix [Y]y may be
obtained by inspection from the topology of the network (Viach and Singal 1983).
The diagonal entry Y(i,j) is equal to the sum of the component admittances
connected to node | while off-diagonal entry Y(i,j) is the sum of component
admittances/conductances connected between nodes i and j multiplied by -1.
The heat source vector element Q(i) is the sum of the heat sources connected to
node |, positive if directed to the node as in the present case. As can be seen for
thermal network Figure 3.1, the admittance matrix is a square matrix of order
9x9 and has two noticeable characteristics: it is symmetric with all off-diagonal
elements Y(i,j) being real and equal to conductances U;; multiplied by -1 and all
self-admittances and capacitances appear in the diagonal entries which are
consequently complex. For the energy balance with material (concrete or
gypcrete) incorporating carpet cover, the only modification to the matrix is the
off-diagonal elements Ugo and Ug s and the off-diagonal elements YUp j+Uinsr and

Ysgt YU ; which now incorporates the carpeted floor convective conductance
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(chapter 2) instead.
‘An alternative form for this energy balance is the impedance transfer

function Z(1,J) determined at specific frequencies by inversion of the admittance

matrix [Y] as follows:

[v]=[z]lq] (4.12a)
where
[z]=[¥]" | (4.12b)

The floor internal heat source integrated in the heat balance with the use
of the diakoptic method is not represented by a specific node in the admittance
matrix. It is implicitly included in the transfer functions Zy g which represents the
eﬁect of equivalent heat source Qeq (equation (4.10)) at node 8 (floor surface)
on the air temperature of node 0; however a supplementary transfer function Zy ¢
defining only the effect of the auxiliary floor internal heat source qraux on the air
room temperature is useful for thermal control analysis. With qraux represented by

node 9 and all the other sources set to zero, Zy ¢ is derived as follows:

Ts Ts
Zog = —2 = 0 4.13
%8 ™ Qeq ] ( Y10 (4.13)
Yauc| Vg 4 Ybs + Y10
Zgo = 20 (4.13a)
Alaux
Hence
‘ Y10
Z, =2 4.13b
” °'8(Y8+Ybs+Y1O) ( )

The temperature equation at each node i for each frequency is given by:
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Tsg TonU;s +Qg

Ts4 TonA uy

Ts, TonA,uy

Ts; Teqs Yt3 +Sng

Ts, |=[Z] Teq, Yt, +Sn, (4.14)
Tss Teqs Yts +Sng

Tsg Teqg Ytg +Sng

Tsy Teq,Yt; +Sn;

Tsg Qeq+Sng

It is useful to determine the effective room temperature such as the
operative temperature and by the same way.the operative transfer function X.
The operative temperature is defined as the uniform temperature of an enclosure

. in which an occupant would exchange the same amount of heat by radiation and
convection as in the actual non-uniform environment (ASHRAE 1981) and has
proven to achieve better thermal control with radiant heating (Athienitis and Dale
1987). It is given by:

T - hy Toor + he T,SO
op h, +h;

(4.15)

Where Tsy is the air temperature, T, the mean radiant temperature and h; and h,
are radiative and convective coefficients respectively for a person or object
(sensor) The operative temperature To, is a scalar functions of nodals
temperatures {(Tso) ...... (Tsg)} as determined with equation (4.14) and the
weighting factors for the individual surface temperatures are obtained with a

detailed model for radiant heat exchanges and Tp,.
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4.51 Mean radiant temperature

The MRT describes the uniform surface temperature of a radiantly black
enclosure in which an occupant would exchange the same amount of radiant
heat as in the actual non-uniform space (ASHRAE 1981). Assuming the sensor
to sense the same operative temperature as a person, the long wave radiant
heat gain as sensed at a location in the room is given by:

Gs = Ag &5 (af Foj -+ G} Fy J-oT2) (4.16)
Where A is the effective sensing area with emissivity €5, q* represents radiosity,
i=1..L (surface number, 8 in the present case) and Ts is the temperature of the
sensor (or object/person). The mean radiant temperature Ty, is defined by the
equivalent energy balance:

Qs = As g5 o (T —T2) (4.17)
To simplify the calculations, the sensor or person is assumed to be located in the
center of the room and the view factors Fs; between the sensor and surface
areas A, are approximated To:

Fs; =Ai/Ay , where the total room area is (4.18)

A, =2Ai (4.18a)
i

If the effect of location within the room is to be studied, the view factors Fs; must

be calculated accurately. The surface radiosities q; are given by the following

matrix equation:

{qi*}: M {ae} . where (4.19)

e)=5T* (4.19a)
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The inverse [M]' has been already obtained when evaluating the exchange
factors F'u (equation (3.61a)) in chapter 3, so a new matrix is not required. The
long wave emissivities, ¢, of the surfaces can usually be approximated to €=0.9.
After substituting in equation (4.16) for q*, then for Fs; and linearizing the T*

terms, gs may be expressed with the following matrix equation:

as = Ashe [e/A)AST M {T}- T | , where (4.20)
h, =eg40T>.  and (4.20a)
AT =[ALAL LA (4.20b)

{A} being the transpose of area vector A;. After linearising equation (4.17) and
comparing it with equation (4.20), we may deduce Ty, as:

Tor =D 1T}, ith row vector (4.21)

D} = e/AHAY M]” | (4.21a)
{Dm:i} represents the weighting factors[(Dmr1) , (Dmr2) --.... ( Dmrg)] related to the
nodal temperature T, of wall surfaces 1 to 8 for thermal network figure 3.1. Node

air (0) mathematical weighting factor is equal to 0.

4.52 Operative temperature

The operative temperature T,, can be rewritten as a function of the room

interior temperature in the matrix form (equation (4.14)):
Top = {D}{Ts} (4-22)
{Ts} is the room interior temperature vector (Tsy....Tsg) and {D}=[Dy, Dy,..., Dg]

where Dy represents the weighting factor for the room air temperature Tsy, and
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the entries [(D4), (D2),...(Dg)] are the relative weighting factors Dy, of the
surfaces temperatures calculated above in the mean radiant temperature times
the ratio h¢/(hith¢). The coefficients h, and h. are generally assumed to be equal

respectively to 5 W/(m2.°C) and 2 W/(m?.°C).

(4.22a)

Dy.Dy.,....0g =Dy —— (4.22b)

4,53 Operative transfer functions

The transfer function X(i) denotes the effect of source elements Q(i) on the

operative temperature and is derived as follows:

The first step is to substitute {Tsp} from equation (4.12a) in equation (4.22)
Top = DY} (4.23)
Defining the adjoint vector {X} by:

X" = oy[y]" (4.24a)
Multiplying both sides of equation (4.24) by [Y] yields:

X' [v]= {0} (4.24b)

Taking the transpose of both side of equation (4.24)

Y] {X}={D}" . however (4.24c)
[Y]=[YT , therefore
[Y]{x}= @} | (4.24d)

and the operative transfer function is:
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="y (4.24¢)
Since D' is a function of room geometry and surface properties only, it is
evaluated only once for the room and since [Y] is a function of room construction
and frequency only, it has to be determined only once for each frequency.

Consequently, equation (4.24e) needs to be solved only once for each frequency

to obtain the operative temperature transfer function.

4.56 Radiant floor operative transfer function

Following the same procedure as for the impedance transfer function Zgg,
an operative transfer function Xgg relating the effect of the auxiliary floor internal
heat source qrayx at node 9 on the operative room temperature of node O is
required for thermal analysis involving operative control. With all other sources

set to zero, it is derived as follows:

T T
Xgo = Q°" = °‘;10 (4.25)
1 G )
"\ Y8+Ybs+Y10
T
Zgo=—" (4.25a)
qraux
Thus
Y10

Xy = X 4.25b

® 8'°(Y8+Ybs+Y10] ( )

4.6 Transfer function identification method

The Impedance and operative transfer function obtained at discrete
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frequencies through inversion of the admittances matrix [Y] can not be employed
directly for transient thermal control studies and frequency domain studies, such
as stability analysis. A continuous form of the Laplace transfer function is
required for the dynamic analysis of the building thermal systems and cdnstitutes
the first step for obtaining an overall system response. A simple and efficient
method based on the least square method is used to obtain the appropriate
transfer function in the s-domain defining those functions in terms of the variable
s. The least squares method is commonly used to estimate the parameters of a
dynamic constant parameter system of linear generalized form.

The transfer function Z¢(s) may be represented as a ratio of complex
polynomials N(s)/D(s) from the discrete frequency response data. The
polynomials N(s) and D(s) are then determined as a continuous function of s by
performing a least squares complex interpolation on the discrete values by
means of a technique developed by Levy appropriately modified for the present
application (Athienitis et al., 1990). The weighted least square error between the
frequency response of the room and the fitted model is the criterion for
optimization. The actual discrete frequency responses for the impedance transfer
function Z(jw) equation calculated previously can be represented by the sum of
its real and imaginary part:

Z(jo) = R()+ jl(w) (4.26)
For a linear model, the fitted polynomial transfer function can be expressed in the

frequency domain as follows:
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zau(j“))u (

7 (i) - ao—azm2+a4m4—...)+j0)(a1—a3c02+a5co4+...)
f(Jm)— W 2 4 . 2 4
va(j(l)) (bo‘—bz(x) +b4(0 —...)+J0)(b1—b30) +b5(x) +j
v

4.27)

where u or v (the highest of them) is the order of the fitted transfer function Z;.
Stated otherwise:

o+ jof _ N(jo)

Z(jo) = , where 4.27a
() c+jov D(jo) _ ( )
azao—a2m2+'a4m4—... B=a1—a3m2+a5m4—...
c=1—b2c02+b4034—... u=b1—b30)2+b5co4—...

The objective is to find the different coefficients a;,, and by, that will give
the best representation of the transfer function Z(jw) with Zgjw) in terms of the
least square error. The error € in the fitting is defined by the numerical difference

between the two functions Z(jw) and Zdjw):

g(jo) = Z(jo) - Z(jo) = Z(; )—Dﬁ((ji% (4.28)
Multiplying eduation (4.28) by D(jw), we obtain:
&(jo)D(jo) = Z(jo)D(jo) - N(jo) (4.28a)

The magnitude of the deviation can be expressed by the following weighted
square error to be minimized.

: . \2 : : . Y2
le(jo)D(jo)” =[Z(j)D(jo)-N(jo) (4.28b)
After substituting equations (4.26) and (4.27a) in the equation (4.28b), the total

square error function summed over the range of the discrete frequencies n is

given by:
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E()= Y |Rn +iln (o + jon va)~ (0 + jon Bn) (4.29)

n

E((O): ZI(Rn Gp —On Iy vy _an)z + (‘Dn Rovp +lh 00 -0, Bn)2 (4.29b)

n

Examination of equation (4.26) reveals that ap=Z(w=0) and by=1. The
coefficient ap does not need to be evaluated because the steady state of Z (at
w=0) is known. Equation (4.29a) is differentiated with respect to each unknown
coefficient a, and by, and the results set equal to zero to find the minimum. Partial
differentiation with respect to any one specific unknown coefficients (one each
time) will simply ignore the fact that the rest of the coefficients are also unknown,
treating them as constants. A set of linear simultaneous algebraic equations is
required to derive the considered coefficients as follows:

Numera'tor coefficients an,

dE
——:Z—Zcon((oan v, +lh o, —&)an):O

da1 n
€

da, =202 (R, v, ~@ply oy —0,)=0

n
oE

dag =Z—2mﬁ (“)n Rp oy +l, 0, -0y Bn)=0

n

S (4.30)

Denominator coefficients by,

dE

B_B—zz“z% [(Rn Gp —®p Iy vy _O‘n)ln"'(mn Ry v, +1 00 — o Bn)Rn]:O
1 n
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dE
db,

dE
db3

dE
db,

=Z"’2m§ [(Rn G —~p Iy vy _an)Rn+((°n R vp +ly 0 — 0y Bn)'n]zo
n

=Z_20)2 [(Rn Gp =g I vy _an)ln'*'(mn Rn v, +ln 0, -0y BnPn]zo
n

(4.30a)

A matrix form is required for the resolution of the above set of simultaneous

equations with the different parameters expressed in a non-dimensionalized form

as follows:
[ A, 0 X . =Y, T Y4
0 -a O Ty, Yy -Tg
Y, -T; Y, M, 0 -M,
T, -Yy -Ts 0 M, O
— Y4 —_ T5 Y6 M4 0 - M6

The elements of the matrix are as follows:

=3 (00 T =3 (0n) Im(Zy)

Yy =Y (0,)"Re(Z,)

The coefficients Re(Z) and Im(Z) are the real and the imaginary part of the
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impedance transfer function {Z] (equation (4.12a)) obtained at discrete frequencies
through inversiqn of the admittances matrix [Y], the prefix h= 0,1...p, with p equal
to the order numerator u plus that of the denominator v for a matrix u x v. The
two orders number may be equal. The numerical values of the unknown
coefficients a and b can thus be obtained through inversion of the above matrix.

Since an arithmetic error is always possible, verification of the results can
be carried out by substituting the values for a and b into the original equations
(equation (4.30,... , 4.30a)). All the equations should check perfectly with results
nearing zero. It should be noted also that the accuracy of a and b depends upon
the number of decimal places carried in the calculations. The more decimal places
carried, the more accurate the results.

However, this approach as established up to now may lead to significant
error if the discrete frequency response spans over several decades. Optimum
fitting may not be obtained at lower frequency because data at this frequency
have little influence on the fitting. The denominator D(jw,) may also vary
significantly over the range of frequency range fitted, consequently introducing
large error. These shortcomings are overcome by an iterative approach developed
by Sanathanan and Koerner (Athienitis, 1993) in which the error function as
expressed in equation (4.28a) is weighted by the ratio of the denominator
polynomial calculated in the current iteration to the denominator calculated in the

~ previous iteration:

e = &(jon )D(j“)n) _ Z(j(”n )D(jmn)_N(j(’)n)
D(jon ) - D(joon ).+

(4.32)

The modified square function E_ is defined as:
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E =

J(‘)nX ZIZ(Jmn J(Dn N(j(’)n )[_|2 Wi (4.33)

Where L is the number of iterations and the weighting factor defined as:

1
1 i — (4.33a)
D(jon )] |
WL has been derived in the previous iteration assumed initially to be 1. The error
function equation (4.33) is solved again following the same procedure as described

above. Basically the only parameters of the above procedure to be modified are as

follows:

. }\’h = Z(ﬁ)n )h w
T, = Z((Dn)h Wy Im(Z,,)
Y, = Z(O)n)h WnL Re(zn)

My, = Z(‘Dn)h Wy (Re(zn)2 +Im(Z, )2)

The squared error is weighted more evenly at all frequencies with this modified
iteration approach. The same procedure as described before is used to solve the
error function aﬁd optimum fitting is obtained by iteration with regard to the
accuracy required. The fitted function defines the inpUt signal in terms of the
variable s and represents the appropriate transfer function that is required for
obtaining the time domain solution ( of linear network) by means of Laplace
trénsform. The same procedure applies for defining the appropriate operative

transfer function X(i) in the s-domain .
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4.7 Discussion

4.71 Analysis of impedance and operative transfer functions

Again, substantial insight into the room thermal behavior can be obtained
by studying the magnitude and phase angle of the impedance and operative
transfer functions. The transfer functions of interest in the present case are (Z)¢3s
and (X)so which represent the effect of solar radiation at node 8 (floor surface)

respectively on the air temperature and the operative temperature of node 0:

Ts
(Z,)os = Sno'n All other sources set to zero (4.34)
n8
Top
(X )go =—— All other sources set to zero (4.35)
n/80 Sn
n8

The magnitude of (Zn)os and (X,) so can be used to determine the approximate
room temperature swings (in degree Celsius) due to solar radiation absorbed at

the floor surface, both parameters at fundamental frequency and respectively

equal to:
(Z1)0]ISn18] (4.36)
[(X4)s0]|Snie| (4.37)

The time delay (hours) between the peak of solar radiation (noon for south-

facing window) and the resulting peak of the room temperature is respectively

equal to:

© - arg((Z1)9,8)

. (4.38)
W1
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o, - arg((X;)so) ‘ (4.39)
w1

With phase angle equal respectively to:

oo IM(Zn)og)
arg((Zp)og)=tan —_—Re((Zn o )J (4.38a)
oo Im((Xp)gp)
arg((Xnlgo) =tan™ o= == (X )ao )J
(4.39a)

The analysis of Figures 4.10a&b indicates that the temperature amplitude
decreases with floor thickness and that depending on thermal mass properties,
there is an optimum floor thickness that reduces most the temperature
fluctuations, hence confirming the result obtained in paragraph 4.4 and the
usefulness of this parameter in passive solar design. On the other hand, the time
lag increases until saturation of the thermal mass is obtained. Gypcrete having
lower thermal capacity reaches this point faster than concrete and thus provides
lower thermal lag (3 hours for a floor thickness of about 0.25 m) and higher
temperature fluctuation. We also observe that the amplitude and time lag
difference between the two considered material gypcrete and concrete increase
with floor thickness respectively up 0.15 m and 0.21 m, which correspond to their
passive solar optimum floor thickness.

The same figures reveal that the introduction of a carpet cover reduces

.room air temperature amplitude and increases the corresponding time lag. This
effect tends to decrease with floor thickness. With floor thickness from 0.03m to

0.24 m, temperature amplitude and corresponding time lag decrease from 0.26 to
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0.15 degree and 8.2 to 6.8 minutes respectively with gypcrete material while with
concrete, the amplitude varies from 0.24 to 0.09 degree and time lag from 8.4 to
6.6 minutes. This added thermal resistance basically reduces heat transfer while
simultaneously delaying its transmission. Further more its effect is inversely
proportional to floor thickness.

Figures 4.11a&b is a representation of the effect of solar radiation on the
operative temperature. It follows a general pattern identical to Figure 4.10a&b.
However we note that the difference in amplitude and phase lag between a
carpeted floor and a non carpeted floor is less pronounced. This suggests that
introduction of a carpet ‘has lesser effect on the operative temperature.

Figures 4.12a&b show the effect of solar radiation on both operative and
air temperature. We observe that for non carpeted floor, operative temperature
has slightly higher amplitude and higher constant thermal lag (approximately 1.2
minute more). For carpeted floor, the same observation is made for the amplitude
but the thermal lag is lower (approximately by 2.4 minutes). The amplitude
interval between the two operating modes decreases with floor thickness and is
higher for carpeted floor.

The temperature swings and the time delays are consistent. Gypcrete
being a lightweight concrete-gypsum mixture has less thermal capacity, the
temperature swing is more important and the time delay is lower. Introduction of
a carpet cover has a more significant effect on the temperature swings than on
the time lag. It behaves like a resistance with minimal effect on the time delay

because of its very low thermal capacity.
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Figures 4.10a&b: Variation of approximate air temperature swing amplitude (Zo )
and corresponding time lag due to solar radiation
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Figures 4.11a&b: Variation of approximate operative temperature swing
amplitude (Xg ) and corresponding time lag due to solar radiation
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(Zo ) swing amplitude and corresponding time lag due to solar radiation
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4.72 Analysis of Bode plot transfer function Zog and Xge

Figures 4.13 to 4.17 depict the magnitude ratio and phase variation (Bode
plots) for Zgg and Xgg with fespect to different internal heat source depth. These
transfer functions relate the effect of the floor .intemal heat source at node 9 on
the room temperature at node 0. The magnitude are non-dimensionalized by
dividing with the steady state (w=0). Zys and Xgo are evaluated at discrete
frequencies with four different floor inner (room-side) layers: concrete floor,
concrete floor with carpet cover, gypcrete and gypcrete with carpet cover. All four
materials at three different internal floor heat source depths 0.01 m, 0.03 m and
0.08 m with an overall floor thermal mass thickness of 0.09 m. The 02 first depths
represent typical radiant floor heating system installation recommendations.

Carpeted versus uncarpeted floor

Examination of Figures 4.13, 4.14 and 4.17 indicates that the room
response can be approximately separated into short-term dynamics high
frequency range and long term dynamics low frequency range. We observe in
general that carpeted floor temperature amplitude and its corresponding phase
lag are lower throughout the frequency range, with higher phase lag interval
difference in the frequency range of 5 to 30 cycles a day between the two
considered options. There is however no noticeable difference in the low
frequency range less than 5 cycles a day.

In the high frequency short-term dynamics region (about 35 cycles a day
and more), the room air thermal capacitance is significant and the difference

between the two options is small in both magnitude and phase angle. The phase
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lag difference decreases while the amplitude ratio increases with frequency. This
shows the influence of carpet cover on the room temperature response and its
possible impact of the thermal control particularly in the medium to high
frequency short-term dynamics. We observe also that the effect of thermal mass
with or without carpet cover is minimal in the low frequency long term dynamics.

Concrete floor versus gypcrete floor

Examination of Figures 4.13 and 4.14 indicates that the impedance
magnitude ratio and phase lag for gypcrete floor is higher that that of the
concrete floor. The magnitude ratio difference remains approximately constant
throughout  the frequéncy range whereas the phase lag difference tends to
decrease at high frequency. Clear difference in the phase angle is observed in
the frequency range less than 10 cycles a day. This suggests that the thermal
mass characteristics have an effect on the low frequency long-term dynamics
and a limited effect in the high frequency short term dynamics (less than a
minute). The operative transfer functions for both alternatives follow the same
battérn as shown by Figure 4.16.

Effect of internal heat source depth

Examination of Figures 4.15a&b shows that the room response at high
frequency short term dynamics is clearly related to floor internal heat source.
Both magnitude ratio and phase lag decrease with increasing frequency and the
rate of decrease is function of heat source depth. No significant discrepancies

are observed in the low frequency up to 5.
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Operative transfer function versus impedance transfer function

Examination of Figures 4.16 and 4.17 reveals that the operative
magnitude ratio is slightly lower compared to that of the air temperature. The
magnitude ratio interval difference is minimal and tends to increase with
frequency (from 0.0001 for 1 cycle to 0.0008 for 100 cycles a day). On the other
hand, the time lag interval tends to increase in the low frequency but decreases
in the high frequency; Separation starts occurring between the operative and
impedance phase lag around 5 cycles, increases up to about 40 cycles then
decreases in the high frequency. As a result for room short term dynamics,
operative and air temperature have similar phase angle but different magnitudes

Thermal mass has lower effect of the operative temperature as compared
with air temperature. This effect, though limited and higher for thermal mass with
carpet cover, intervenes in the low frequency range and decreases in the high
frequency. For lower frequencies such as one to four cycles per day, the
magnitude and phase angle of Zyg and Xgg is a strong function of room
construction. Carpet cover may require increasing the floor temperature in order
to reach desired room temperature which may lead to floor surface overheating
with resulting possible comfort problem and stress on the floor material.

All these parameters taken alone or together have significant impact on
the short terms dynamics and are thus important for control strategy, particularly
with passive solar design. This shows also the benefits of predictive control
associated with a heated source imbedded in a thermal mass and the importance

to be given to the depth of installation.
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Figures 4.13a&b: Magnitude ratio and phase angle for impedance transfer
function Zyg with floor internal heat source depth of 0.01 m
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function Zyg with concrete floor and different internal heat source depths d
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Concrete versus gypcrete

MAGNITUDE RATIO

110 ' .
1 10 100
FREQUENCY (cycles per day)

(@)

300

N
(e2]
o

N
(o]
]

240

220

PHASE LAG (degrees)

200 ;
0 1 10 100

FREQUENCY (cycles per day)

(b)

Gypcrete  w—m = Zgos === Xgoo
Concrete ——— Zgg ——— Xoo

Figures 4.16a&b: Magnitude ratio and phase angle for impedance Zyy and
operative Xqg transfer functions with floor internal heat source depth of 0.03 m
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Carpeted concrete versus uncarpeted concrete floor
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Figures 4.17a&b: Magnitude ratio and phase angle for impedance Zy and
operative Xgg transfer functions with floor internal heat source depth of 0.03 m
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4.73 Analyze of transfer function identification method

Figures 4.18 to 4.21 show the magnitude and phase variation of the exact
impedance and operative transfer function Zog and Xq9 representing the effect of
the floor internal heat source along with their respective fitted functions Zfog and
Xfoo obtained with the Least square method. The heat source depth is 0.0225 m
with a concrete floor thickness of 0.09 m. The magnitude is non-dimensionalized
by dividing with the steady state values of the respective transfer functions. The
fitted functions obtained with polynomial of order 5 (M=N=5 and with no iteration),
corresponding to Figures 4.18 to 4.19 are as follows:

Impedance transfer function

4713x107° +10.95+1.47x10°8% —6.212x10°s® +1.729x 10%s* —1.845x10°s°®

Zf =
09 1+5.571x10*s +1.302x10°s% - 3.477 x10°s* - 6.184 x 10" s* —4.62x 10" s°

Operative transfer function

_4.92x10° +11.013s +1.2x10°s? —5.635x10°5° +1.576 x10°s* —1.71x10°s°
% 145571x10%s +1.301x10%s2 +7.859x 10%s® - 5.686 x 10%s* —4.288 x 105 s°

These figures obtained with no iteration show perfect agreement up to a
frequency of 100 cycles a day for both magnitude and phase variation. The error
of the fit is 3.71x10® and 9.42x10° respectively for impedance and operative -
transfer functions. However we observed that discrepancies start occurring after
100 cycles a day and 2 to 3 iteration are required to keep the error within
reasonable values particularly for the phase lag. No precise calculations were
carried out at these high frequencies range for lack of computer capacity and

software.
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Figures 4.20 to 4.21 show the same transfer functions with polynomial of
order 3 (M=3, N=2) obtained after 03 iterations. Additional iterations did not
-improve the accuracy of the fitted function. The corresponding s-Laplace transfer

functions are as follows:

4.713x1072 +1.5395 ~20.144 52

Zf =
1+5.409x10* s +1.938x10" s2 +1.623x10° s°

~ 4.92x107% +512x10° 5 -3.136s>
1+5.405x10% 5+ 9.684x10% 82 +7.172x108 s°

Xf

The figures still show excellent agreement with an error of the fit equa‘l to1.1x107°
and 1.x10° respectively for impedance and operative transfer function. The
degree of accuracy is sufficient to carry out analysis of thermal control for
frequency up to 100 cycles.

We observe that accuracy is function of the polynomial order but that
ordeé higher than 5 was not needed in the present case. The least square
method gives good results but  still requires further investigation in order to
establish simple and reliable criterions for determining the required polynomial
order that will allow reaching acceptable accuracy level for both magnitude and

phase iag at any frequency range.
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Bode plot of impedance transfer function Zgg

1 |
o
'_
& 0.1 7
]
o)
-]
=
T 0.01f
<§t " '| ___ Exact transfer function
_a| === Fitted Function
110 '
1 10 ‘ 100
FREQUENCY (cycles per day)
(a)
1300 T

280

260

240 — Exact transfer function

PHASE LAG (degrees)

----- Fitted Function
!
220 1

0 100
FREQUENCY (cycles per day)

(b)

Figures 4.18a&b: Exact discrete frequency responses Zgg and fitted fifth order
transfer function Zfye (M=N=>5) with internal floor heat source depth of 0.0225m
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Bode plot of operative transfer function Xogo
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Figures 4.19a&b: Exact discrete frequency responses Xpg and fitted fifth order
transfer function Xfye (M=N=5) with internal floor heat source depth of 0.0225m
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Bode plot of operative transfer function Zgg
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Figures 4.20a&b: Exact discrete frequency responses Zyg and fitted third order
transfer function Zfye (m=2, N=3), with 03 iterations and internal floor heat source
depth of 0.0225 m
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Bode plot of operative transfer function Xq9 -
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Figures 4.21a&b: Exact discrete frequency responses Xgg and fitted third order
transfer function Xfoe (m=2, N=3), with 03 iterations and internal floor heat source
depth of 0.0225 m
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CHAPTER 5

CONTROL

5.1. Introduction

The function of a building and its associated control system is to provide a
comfortable environment. Bearing in mind that control is a problem embracing
the whole building system and not just the extra hardware bolted onto it, thermal
control studies are an important tool for the investigation of the appropriate
control strategies. It allows the analysis of the building dynamic response and
energy consumption associated with different pgrameters such as heating
system options, different types and method of temperature control or building
construction. The Building control system has a vital role to play in preventing
waste of energy and ensuring a safe and efficient operation of the HVAC system.

The high thermal inertia of most building coupled with the slow response
of traditional heating system has usually meant that reasonable stable
temperature conditions can be achieved with simple control system. However the
trend toward lighter building and the use of air handling system has increased the
responsiveness of systems and so increased the possibility of instable
conditions. When a controlled system running in a steady state is disturbed by a
changé in-load, a change in a set point or some other disturbances, the éystem
reacts. If the system is operating in a stable manner, it will sooner or later settle
down in a new stable state. If the system is unstable, it will go into indefinite

oscillations of increased amplitude. In practice, the size of the oscillation will de
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limited by the size of the system and the system will continue oscillating or

hunting.

5.2 System transfer functions

Analysis of a linear system are usually conducted in the frequency domain
through numerous method all offering flexibility and ease of use. The standard
method used to carry out building thermal analysis is based on the Laplace
transform. The system is analyzed by setting up the differential equation that
describes its dynamic. The building, HVAC system and control Laplace transfer
functions are combined through block diagram algebra to obtain the overall
system s-transfer functions. These transfer functions are then studied in the
frequency domain (s=jw) for stability and other analyses or are used for transient
analysis of overall system response to stepping and load variations usiné
numerical inversion of Laplace transforms.

The transfer functions of the physical components, consisting of a
controller, a sensor, a final controller element and a controlled device, of the
building control system are based on established models described elsewhere

and are as follows.

5.21 PID (Proportional-Integral-Derivative) controller

The transfer function for a PID (proportional-integral-derivative) controller
is equal to the ratio of the controller output to the input (error) in the Laplace

domain. Its output is proportional to the error, the integral of the error over time,
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and the rate of change of the error. The transfer function of a PID controller is

given by (Stephanopoulos, 1984):

G.(s) =K, [1 + A + ‘CDS] (5.1)
7,8

K, is the proportional gain, t,the integral time and 1, the derivative term

5.23 Temperature sensor

It is an essential element for detecting the deviation of controlled
temperature from a set point. A transport delay may be included to reflect the
time delay taken by the temperature change to be transmitted over the distance
and the Laplace transfer function is:

-t,s

Gy (s) = {measured G,(s)="2

(5.2)
Tactual 'Fss +1

1, is the time constant and ty the time delay due to the distance from the sensor

to controller.

5.24 Final control element

The final control element, which may represents an on-off switch, a
silicon-controlled rectifier (scr) to module the electric power supply or a valve for

example, implement a control action upon reception of signal from the controller

and its transfer functions is given by:
Gy (s) =Kser et . (5.3)

Where ts, is the time delay and K the magnitude ratio of the component.
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5.25 Heater transfer function

The heating system falls generally into 02 categories, convective or
radiative heating. The present case is confined to electric radiant panel heating
and is expressed as:

Kh
Th(S)+1

Gn(s) = (5.4)

Kn represents the capacity of the heating system and 1, is the time constant of

the heating system reflecting.its thermal inertia.

5.26 Floor transfer function

The floor transfer function relates the floor internal auxiliary heat source
the room air temperature. The equation derived previously is written is a non-
dimensionalized quantity.

Tai(s)

Zog (S) B qraux (S)

ag+a;s+ay s’ +aysS +a,st +ags®

Zoo(s) = (5.5)

1+bys+b, s2 +bs s3 +by s +bsg s°

5.3 Overall feedback system Laplace transfer function

A block diagram is used to represent the composition of the system with
simple feedback control and inputs-loads Q(j) (representing heat gains or losses)

influencing room temperature Tair through transfer functions Zij. The transfer

function relating temperature to auxiliary heat is Zgj, which in the present case is

Zyg for radiant floor heating or would be Zy in the case of convective heating
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analysis. As illustrated in Figure 5.1, the error signal Xe is processed by a
controller which produces an output signal Y, which acts on the final control
element, which in turn drives the HVAC controlled device i.e. a heating system,
boiler, valves, resulting in a change in the controlled variable Tair. Assuming all
the system components to be linear, the resulting room air temperature variation
Tai as a function of set point and load changes is then obtained through block

diagram algebra as follows:

Tai(s)=Ts 50 5t Om Z0g

. . 0.j
+> 1Q 5.6
P15G, G; Gy, Zgo Oo 213( (’)1+GchszogesJ (56)

where j=0,1...8 surface number in the present case

Tgp is the set point and G the transfer functions indicated in the block diagram.

All variables are a function of s. For operative temperature analysis, T, Zog and
Zy; are replaced respectively by their operative counterpart Top, Xog and Xg .
The first term indicates the room air temperature change due to set point

G, Gt Gy Zog
P14+ G, G; G,y Zyg Gs

Gep(s) =T, (5.6a)

The second term indicates the temperature response due to load change

Zo!
Q(j J 5.6b
Ej: U76.5,6, 70 6. (5.6)

An important item to equation (5.6) is that both denominators are identical,
because any disturbance, no matter where it enters the system, will enter into the
same closed loop. Therefore all disturbance due to external loads or and set-
point terms will have the same denominator 1+ “the product of closed-loop

-blocks”. The denominator 1+G:.GiGnZooGs is the characteristic equation that
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determines the stability of the heating control system and the open loop transfer

function that can be used for stability analysis using the Nyquist criterion or the

Bode criterion (Stephanopoulos 1981) is:

GoL=G¢ Gf‘Gm Zog Gy , (5.6¢)
Most system are too complex for this analysis to be practical and empirical

rules have been derived to assist in setting up a three term controller (PID) to

achieve the desired compromise between stability and speed of response.

5.4 Temperature response using stepwise numerical Laplace transform

inversion

After the éontrol parameters have been determined, the system
temperature.response to set point and load changes can be investigated using
numerical inversion of Laplace transform. Various numerical methods for
numericgl Laplace transform inversion are available. The advantage of the
chosen approach is that it is easily incorporated into program dealing with
frequency response ana|ysis of linear s‘ystem.because the transfer functions are
already determined as function of s and it is just a simple matter of substituting s
with the frequency variable jw. This method developed and applied to circuits by
Vlach (1969) and Singhal (1975) is particularly suitable for network solutions. It
provides an efficient way for calculating the time domain response of system
without determining poles of residues, that is transfer function which are
transcendental and time delays without any artificial manipulation of the

constants present.
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It preserves the accuracy for large time by introducing in the original
method a stepping algorithm so as to reset the time origin after each step. This
method is based on the Paden approximation rational function
Rnm(2)=Pn(2)/Qm(z) where the poles z and residues K’y were calculated once
and for all with high precision and a selection is given in Appendix 3. In order to
carry out evaluations, M and N must be chosen such that the function to be
inverted F(z)=V(z/t)Rnm(z) has at least two more finite poles than zeros, M>N+2.
The useful time interval can be increased by selection of highér M and N.
Selectiqn of the poleé z and detai[ed description of the method can be found
elsewhere (Vlach, J and K. Singhal, 1983).

For numerical inversion s is set equal to z/t where t is the time and zis a
constant determined once and for all by VLach and Singhal (1969, 1975 and"
1983). The overall closed loop transfer function do no need to be evaluated

analytically but only at the selected time step, s=z,/t for time step, s=z /(t +dt)

for the next step. To reduce computations to one half, real time functions can be
evaluated using the modified baéic inversion formula as follows for M even and
with Re denoting the real part of the complex conjugate:
(L
a(t) = —I;Re[Ki(U(zi/t)] (5.7)
where M'=M/2 and K; = 2K,. When M is odd, M’=(m+1)/2 and K; =K.
This method applied first by Stylianou (1989) allows the use of transfer

functions for the building envelope that model the thermal mass as distributed

element.
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5.5 Room temperature transient response to load change

The transient response of the room temperature without temperature
control is obtained by introduction of a step input increase in heat gains directly in
the room or through the floor internal heat source (floor radiant heating system)
such as in the present case. This configuration, basically an open circuit with no
feedback, can be used to compare the effects of different building characteristics
such as different material and internal heat source depth of the floor mass, on the
room temperature. The Laplace transfer function to be inverted is:

Tai(8) =Go(s)Zgg(s) - (5.8)
With Laplace transfer function for a !oad set input as:

Go(s) =Kn/s | : (5.8a)

Ky is the thermal capacity of the auxiliary source. Using equation (5.7), the room

temperature time domain response over a time range t and with s=z/t is:

M
Ta() = 1 2 Rei(Tai(2:/9) (5.80)
i=1

5.6 Room temperature response due to step input temperature change and

stability analysis

The aim of tuning a controller is to restore control following a disturbance
as quickly as possible and to achieve stable control with a small or zero offset
from the set point. These criteria interact and increasing the speed of response
risk introducing instability. VThe controller parameters must be set to values

appropriate for the system.
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Numerous methods for stability analysis are available, most of which are
based on the characteristics equation. Tuning is usually performed on site for
HVAC system because system parameters are usually not accurately known.
The frequency response method developed by Ziegler and Nichols (1942) can be
carried out on the control system. The method is based on the bode stability
criterion which is used to determine the period and gain at the stability limit at
which the phase angle of the open loop transfer function, corresponding to the
crosserr frequency we,, (for proportional control) is equal to 180 degree. The

two parameters are known as the ultimate period Py and ultimate gain K

respectively and the recommended controller constants based on the Ziegler-

Nichols method are:

Proportional (P): Kp =0.5K,
Proportional integral (P-1): K, =0.45K, 1,=0.8R,
Proportional integral derivative (PID): Ko =06K, 1,=05F, 1p=0125P,

The bode stability criterion is a reference that indicates the adjustment to
be made in order to avoid system instability. To use this method, the integral and
the derivative actions of the controller to be tuned are first disabled. The
proportional- gain K, setting is then increased (i.e. the band is reduced) in small
steps from a low value and at each value of the band, the system is given a small
disturbance by adjusting the set point. At low values of the proportional gain, the
controlled variables will settle down to a stable value when the set point is
changed. As the gain is increased, a value will be reached when the system

starts hunting. The oscillations should be steady with neither increasing nor
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decreasing. The procedure is as follows:

1-Establish open Loop transfer function equation (5.6¢c) with proportional control
G:.=K, and K; is initially set equal 1.

Goy () = Kp Gy (8)Grn(5) Zos(5)Gs(s) (5.9)
2-Determine from step 1 the phase angle and subsequently the crossover
frequency weo.

3- Determine the ultimate gain Ku and the ultimate period P, at cross-over
frequency. The ultimate gain is determined based on the fact that at the
crossover frequency tH‘e magnitude of the open loop transfer function (amplitude
ratio) is equal to one at the stability limit.

1

K,=—r— (5.10)
" 1GoLliow)
p, = -2~ (5.11)
OJCO

4- Select the controller parameters with regard to Ku, P, and the PI controller
constant from Ziegler Nichols method. In most HVAC application, the derivative
term is not required and is disabled by setting the derivative time to zero,
resulting in a Pl controller with proportional term K,=0.45-K, and integral term
7,=0.8 -Py.

4-The room transfer function is then derived from equation (5.62) as follows:
Tai(s) = Ggp(s) Tsp(s) (5.12)

with Pl controller and step input temperature respectively as:

G.(s)= Kp[n-;—sj (5.12a)
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Top(8) = % (5.12b)

5-The time domain response of the room temperature response is then

determined through numerical inverse transform over a time range t and s=z/t.
(L
Ta(h)= _¥ZR9[Ki(Tai(Zi/t)]
i=1

Unit step change in the set point is introduced and the value of the proportional

gain K; is varied with small step until the system oscillate continuously, always at

cross over frequency.

5.7 Simulation results

- The method is applied to énalyze the thermal mass storage effect of a
concrete floor and a concrete carpeted floor with different internal heat source
depth in a room with characteristics as shown in Figure 3.1. The floor overall
mass thickness remains the same (0.09m) and the impedance and operative
transfer functions of interest for floor concrete without and with carpet cover are
as indicated respectively in Tables 1 and 2. To comply with the requiremen‘t of
the method, the coefficients chosen for this particular case are M=10 and N=8.

The poles zj and residues K'j for inversion are as indicated in Appendix 3.

5.71 Room transient response to load change

Figures 5.2 to 5.13 illustrate the effect of radiative step heat input (8.4KW)
through the floor internal heat source with different depths. Figures 5.2 to 5.7

depict the effect of concrete floor while Figures 5.8 to 5.11 show the effect due to
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concrete carpeted floor. All the Figures show the equivalent first order time
constant obtained from the transient response at the time by which room
temperature reaches 63% of its steady state.

As expected, Figure 5.2 reveals that with concrete floor and low bottom
floor insulation (1 RSI), room air temperature takes longer to reach steady state
with internal heat source at a depth of 0.0675 m than at smaller depth of 0.045
m (15.34 hr versus 15.13hr), consequently the temperature rise is slightly lower.
The same conclusions are drawn for operative temperature (15.22hr versus
15.13hr in the same depth order) as shown by Figure 5.3. On the other hand,
Figures 5.6 & 5.7 show, that with high bottom floor insulation (56 RSI and step
heat input equal to 5000 kW), transient response remains the same whatever the
floor internal heat source depth for operativr—; and air temperature. This shows
the influence of bottom floor insulation and indicates that it is an important
parameter to be taken into account, particularly at the design stage. Figures
5.4&5.5 show the steady state of operative temperature to be higher than that of
air temperature (40.59 degrees versus 38.88 degrees), confirming again the
operative control to be a more appropriate mode for radiant heating system.

Figures 5.8 to 5.11 show that for concrete carpeted floor, variation of the
internal heat source depth produces the same general room response. However
Figures 5.10 and 5.11 indicate that the steady state temperature interval between
operative and air temperature is higher than that of concrete floor (3.45 degrees
versus 1.71 degrees). This shows that carpeted floor has a higher impact on air

temperature response and that operative control mode is even more appropriate.
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Figures 5.12 and 5.13 show the room temperature response with concrete
floor and with concrete carpeted floor and confirm that carpet cover with floor
radiant heating system induces a lower room temperature response. As
expected, room temperature takes longer to reach steady state with carpeted
floor than concrete floor (15.63hr versus 15.13 hr and 15.66 hr versus 15.13 hr
respectively for operative and air temperature for a depth of 0.045m). However,
the steady state temperature interval between the two configurations is higher for
air (2.17 degrees) than for operative temperature (0.42 degree). Overall this
shows that depth of installation of internal heat source and thermal properties of
floor slab have an impact on the resulting room response and confirm again more

that operative control mode is more appropriate for radiant heating.

5.72 Room temperature response to set point increase

Figures 5.14 to 5.21 show samples of room temperature responses to one
degree temperature step rise in the set point for concrete and carpeted floor. The
objectives of the simulation being to investigate the effect of variation of the
depth of the floor internal heat source, the same parameters were used
throughout the samples; no attempt was made to act on the proportional gain
except to maintain room temperature oscillation within 2 degrees. The floor
thickness remains constant (0.09m), proportional integral control with
recommended controller constants was used with air sensor for both air and
operative temperature. The time constants are set equal to 20 seconds for the

internal heat source and 15 seconds for the air temperature sensor.
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Figure 5.2: Air temperature response to step input of radiative gain
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Figure 5.3: Operative temperature response to step input of radiative gain
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Floor concrete
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Figure 5.4: Operative and air temperature response to step input of radiative gain
with heat source depth equal to 0.045m
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Figure 5.5: Operative and air temperature response to step input of radiative gain
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Floor concrete
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Figure 5.6: Air temperature response to step input of radiative gain with high
bottom floor insulation (56 RSI)
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Figure 5.7: Operative temperature response to step input of radiative gain with
high bottom floor insulation (56 RSI)
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Floor concrete with carpet cover
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Figure 5.8: Air temperature response to step input of radiative gain
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Floor concrete with carpet cover
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Figure 5.10: Operative and air temperature response to step input of radiative
gain with heat source depth equal to 0.045m
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Figure 5.11: Operative and air temperature response to step input of radiative
gain with heat source depth equal to 0.0675m
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Concrete versus carpet
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Figure 5.12: Air temperature response to step input of radiative gain
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Figure 5.13: Operative temperature response to step input of radiative gain
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The time delay transportation between heater and thermostat seconds is set to

30 seconds and for simplicity the SCR constant Kger is combined with the
proportional control constant Ky, to give the modified gain K=2 watts/°C.

Figures 5.14 and 5.15 indicate that the deeper the internal heat source
within the floor concrete slab, the higher the temperature overshoot and the
longer the settling time which represents the time required for a step response to
be within 0.95 and 1.05 degree around the set point. However, temperature
overshoot variation due to installation depth is not very significant; but the settling
time is more important. As expected, room temperature reaches stable state
faster with lower internal heat source depth. Figures 5.16 and 5.17 reveal that
operative temperature overshoot and its settling time are slightly higher than for
air temperature.

For concrete carpeted floor, Figure 5.19 reveals that operative temperature
follows the same pattern described above whefeas Figure 5.18 indicates, on the
6pposite, that the deeper the internal heat source within the floor slab, the lower
the air temperature overshoot and the longer the settling time. Figure 5.20 shows
that, for a depth of 0.045m, overshoot and corresponding settling time higher are .
lower in the case of operative temperature than for air temperature. On the other
hand, Figure 5.21 shows that, for a depth of 0.0675m, the overshoot for operative
temperature is slightly higher than for air temperature but still with lower settling
time. It can be noted that temperature overshoot is higher with carpeted floor due
to the thermal resistance introduced by the carpet but the difference with

concrete floor decreases with increasing internal heat source depth.
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Figure 5.14: Air temperature response to unit step change rise in the set point
with air temperature sensor and proportional integral control
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Figure 5.15: Operative temperature response to unit step change rise in the set
point with air temperature sensor and proportional integral control
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Floor concrete
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Figure 5.16: Operative and air temperature response to unit step change rise in
the set point with P.I. control and heat source depth equal to 0.045m
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Figure 5.17: Operative and air temperature response to unit step change rise in
the set point with P.1. control and a heat source depth equal to 0.0675m
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Floor concrete with carpet cover
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Figure 5.18: Air temperature response to unit step change rise in the set point
with air temperature sensor and proportional integral control

? 2 I I | |

g ’\ .‘t‘ Top; =1.84°C Top, =1.86°C

p e

% 15’; l.' ] - ]
L L' /\l l' 1

% [ J I \.‘ f\ : ). ” ~‘ - - -

N Y e S
E l "\ / \“ : \‘ " tso" = 6.63 hr

s {1y v teqp= 16.88-hr

m 0.50ts \/ -". S02 N
w .

E {: Heat source depth _  0.045m ===0.675m

~ L L 1 1

i % 5 10 15 20

) TIME (HOURS)

Figure 5.19: Operative temperature response to unit step change rise in the set
point with air temperature sensor and proportional integral control
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Floor concrete with carpet cover
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Figure 5.20: Operative and air temperature response to unit step change rise in
the set point with P.I. control and heat source depth equal to 0.045m
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Figure 5.21: Operative and air temperature response to unit step change rise in
the set point with P.1. control and a heat source depth of 0.0675m
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Overall, this indicates th'at with air temperature sensor, the overshoot and
the corresponding settling time of the room temperature response increase with
increasing depth of heat source within the floor slab, thereby may cause a higher
waste of energy. The interval difference between air temperature and operative
temperature response decreases with increasing depth. Operative control mode

is confirmed to be more appropriate with carpeted carpet.

5.8 Model validation

Validation of the frequency domain based model presented in this thesis is
carried out by comparing room air transient response obtained with the numerical
inversion method to that obtained with a one-dimensional explicit finite difference
fnodel developed by Athienitis (1997) and appropriately modified for the
circumstances as described in Appendix 1. Simulations are carried out with
different floor internal heat source depths for concrete and carpeted floor. The
same conditions are used with the finite difference model which however
assumes all the unheated surfaces as one surface and does not represent in
detail infrared radiation between room interior surfaces. Care has been taken so
as to maintain the same room parameters and heat transfer coefficients.
Simulations conducted with the finite difference method with time step of 300
seconds (just below the minimum required) confirmed the steady state
temperature results but with much higher time constant (20.5 hr). Adequate
results were obtained with time step set to 56.25 seconds for both methods as

shown by Figures 5.22a&b.
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Figure 5.22a reveals that for floor internal heat source depth of 0.0225 m,
results obtained with the explicit finite difference method are higher by 2.53°C
and 3.76°C for the steady state temperature respectively for concrete and
carpeted floor and 0.74 and 0.5 hour for the time constant in the same order.

Figure 5.22b follows the same pattern with a 0.0675 m floor internal heat
source depth of 0.0675. The explicit method results simulation are higher by 2.27
degrees steady state temperature and 0.69 hour time constant for concrete, 3.63
degrees and 0.49 hr for carpeted floor.

The results are consistent and the discrepancies between the two
approaches are probably due the difference in the level of heat loss coefficients
modeling though it is known that finite difference generally provide a more
accurate estimation of temperature and heat flows due to its capability to model
both linear and non-linear system. Overall the resuits are confirmed and we
conclude that:
1-the model used in the present case is adequate for thermal control analysis.
2-Discretization of a wall into twollayers (capacitances) with low time step (100
seconds or less) is sufficient to conduct estimation of thermal analysis with the
explicit finite difference method. The room Laplace transfer functions, derived in
this research paper through the least square method required only one iteration

at the most.
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Validation of the transient results
Numerical Laplace transform inversion versus finite difference method
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Figures 5.22a&b: Air temperature response to step input of radiative gain
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5.9 Feedforward-feedback control

The previous analysis and subsequent discussion showed that feedback
control is insensitive to model approximation and is negatively affected by the
presence of significant dead time resulting in high overshoot and sluggish
response to disturbances. On the other hand, feedforward control takes care of
this dead time by taking action before the effect of disturbance is felt by the
system. Combination of anticipatory and feedback effect constitutes one of the
approaches to counter the problems caused by the thermal lag effect and time
delay associated with heat storage directly when dealing with radiant heating
design .

Feedback control loops can never achieve perfect control of the air room
temperature at the desired set point value in the presence of load or set point
change for the simple raison that a feedback controller reacts only after it has
detected a deviation in the value of the measured room air (or operative)
temperature from the desired set point.

Unlike the feedback systems, a feedforward control configuration
measures the disturbance (load due to outside weather conditions) directly and
takes control action to eliminate its impact on the inside room air temperature.
Feedforward control would seem to be a more appropriate control system for
floor radiant heating systems.

The control objective is to keep the room air temperature at the desired
value (set point) despite any change in outside weather conditions. It measures

the outside temperature (or eventually the solar radiation), anticipate its effect on
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the room air temperature then adjust appropriately the output of the manipulated
variable (heating system) to eliminate the impact of the disturbance (change in
outside weather conditions) on the controlled variable (room air or operative
temperature). Basically unlike conventional system, control action starts
immediately after a change in outside conditions has been detected.

An essential characteristic is that the design of a feedforward controller
arises directly from the model of a process, the better a model represents the
behaviour of a process, and the better the resulting feedforward controller will be.
Feedforward control has the potential for perfect control but alsb suffers from
several inherent weaknesses such as:

-ldentification requirement of all possible disturbances and their direct
measurement, which is not always possible

-Any change in the parameters of the building thermal characteristics (i.e.
higher infiltration rate) cannot be compensated by a feedforward controller
because their impact cannot be detected.

A combined feedforward-feedback control system will retain the superior
performance of the first and the insensitivity of the second to uncertainties and
in‘accuracies. The deviation caused by the various weakness of the feedforward
control will be corrected by the feedback controller. This is possible because
feedback control loop directly monitors the room air temperature. The block
diagram (Figure 5.23) shows the configuration of a combined feedforward-
feedback control system (the final control element Gt and the controlled device G

shown in Figure 5.1 are combined as Gpn,). The overall system Laplace transfer
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function describing the contribution of each input is as follows:

Zog G (G +Gr G Zn —Zoa G Gon G
Tai(s) = Tgp 09 Bm (Ge1 + Cea sp)+Z(Q(i)( 0, =209 Gm Gc2 Gs2)

1+ Ggy GmZog Gt i 1+ Ge1 G Zoo Gs1

] (5.13)

Where j=0,1...8 surface number in the present case

Where Tgp is the set point and G is the transfer functions indicated in the block

diagram. All variables are a function of s. For operative temperature analysis, T,
Zyg and Zo,,f are replaced respectively by their operative counterpart Top, X9 and
Xo.4-

Examination of this transfer function reveals that the stability of the closed loop
response is determined by the root of the characteristic equation which depends
on the transfer functions of the feedback loop only. Therefore the stability
characteristics of a feedback system will not change with the addition of a
feedforward loop and remains as identified previously:

GoL(s)=1+Zgg Gc1Gnm Ggs

Consequently anything affecting the stability of the feedback loop, such as delays
in the sensing elements would have the same impact on a feedback-feedforward
loop. Thus the low values of the proportional gain and high values of the integral
time would have to be maintained. The transfer functions of the feedforward loop
are as follows:

Transfer function of the feedforward controller
2.%]

i

Gyp=o—"to—
© ZOQ Gm GsZ

(5.14)

Transfer function of the set point element
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G
Ggp = 220 j (5.15)

i
If the design equation Zgg, Zpy, Gm and Gs2 are known exactly (which is not
practically possible), the feedforward loop can compensate completely for
disturbances in the outside weather or set point changes and the feedback

controller remains idle since Tgp-T4=0

If any of Zyg, Zo 4, Gm and Gsz are known only approximately, then:

ZO,j -2y G2 Gy Ggp 20 » (5.16)
and/or
Z0g G2 Ggp G2 #1 - . (5.17)

In such case the feedforward loop does not provide perfect control Tsp-Tqi # 0,
then feedback loop is activatéd and offers the necessary compensation.

The same method based on the numerical Laplace transform inversion in
combination with the Ziegler and Nichols method is used to perform the room

temperature response and stability analysis to step input and load change.

5.91 Discussion

Simulations are carried out with the assumption that the feedforward transfer
functions are know exactly and equal to equations (5.14) and (5.15). This means
that the feedforward loop compensates completely for disturbances due outside
load or set point change. The design parameters used previously remains
unchanged and because of the assumptions made, there is no need to know the

time constant for outside air temperature sensor.
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Examination of the Figures 5.24 to 5.27 shows that the overshoot and the
setting time are considerably reduced with feedforward-feedback control
compared to feedback control. The overshoot is mainly due to the temperature
sensor time and associated transport delay in the detection and the transmission
of the deviation of the controlled temperature. Rapid response temperature
sensor will reduce this overshoot. We observe that room temperature response
overshoot and time constant decrease with floor internal heat source depth
suggesting that this control mode is appropriate for floor radiant heating. We note
that with air sensor, the operative temperature overshoot is higher than air
temperature whereas the time constants are the same. This confirms that
feedforward-feedback control system, combining stability and improved system
performance, can be an effective approach to comfort problems caused by the
combined effect of various time delays during building operation. This underlines
the advantages 6f a unified approach taking into account the interaction between

the building shell, the HVAC system and the control system.
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Floor concrete
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Figure 5.24: Air temperature response to unit step change rise in the set point
with feedforward-feedback control
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Figure 5.25: Operative temperature response to unit step change rise in the set
point with and feedforward-feedback control ’
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Feedforward-feedback control versus Feedback control
Floor concrete
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FigUre 5.26: Air temperature response to unit step change rise in the set point
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Figure 5.27: Operative temperature response to unit step change rise in the set
point
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CHAPTER 6

TEMPERATURE AND HEATING LOAD CALCULATION

6-1 Introduction

Heating systems are generally separated into two main categories;
convective heating system that heat primarily the room air and the radiant or
panel heating system in which the source is integrated in the building envelop.
Further to its advantages compared to convective heating, a floor heating system
is potentially highly compatible in operation with a direct gain passive solar
system, which would also store solar gains within the floor masé. The solar gains
are absorbed at the top surface of the floor slab while the auxiliary heat is applied
at the bottom or within the floor slab with different lag effect in either case.
Radiant heating system operates on a mode similar to direct gain relying on a
high surface temperature (up to 29°C for floor heating) and a low air temperature.
However, design and control of radiant heating system are still based on room air
temperature overlooking the effect of the mean radiant temperature on comfort
conditions even tough several studies suggested that it would be more rational to
control the operative temperature (Athienitis, 1998).

Design of floor heating system requires several important decisions such
as the maximum heating device output, type and thickness of the thermal mass
integrated in the floor heating system and appropriate co.ntrol strategies for the
system to maintain desired thermal conditions in the heated space and prevent

floor surface from exceeding 29°C as required by current standard (ASHRAE,
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1992). Room overheating and floor surface exceeding comfort limits are the main
problem with the performance of a passive solar building with floor heating
system. This occurs particularly when a significant amount of soiar radiation is
incident on the floor while its thermal storage mass is already warm from
continuous auxiliary heating ihput during the night and in the early morning.
Several alternatives have been proposed to address this problem such as
temperature set back at night involving anticipatory or predictive control or
increasing thermal storage (Athienitis, 1997). Calculation of peak heating and
cooling loads should take into account building thermal storage capacity and
dynamic variation of solar radiation and outdoor conditions in order to avoid over
sizing of auxiliary heating or cooling systems. Room temperatures and heating
load calculations can be performed by means of frequency domain technique in

conjunction with Fourier series.

6.2 Modeling of a Temperature controlled heat source (TCHS)

In the theory of building thermal network, heat sources such as auxiliary
heating sources, can be equivalently transformed into dependent heat flow
sources controlled by temperature variables and are designated as temperature
controlled heat source (TCHS). Temperature controlled heat source is analogue
to electrical voltage controlled current source and can thus be directly included in
both the nodal formulation (Vlach and Singhal 1983). Consequently, the auxiliary
radiant heating system may be modeled as a dependent heat source with heat

flow qaux proportional to the difference between the desired temperature T, and
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the room air temperature T, as follows:
Qaux = KP (Tsp "‘Ta) or (6.1)
Qaux =Q-KpT, with Q;=KpTj,

Where kp is the source constant (W/K). In the frequency domain, the above
quantities are phazors. Thus, the auxiliary power, as a function of time and under

periodic conditions is given by

Qo () = D aunn(J0, ) EXP(j00,t)  Where (6.2)

Gaux(i0n) = kP (Tspn ~ Tan) (6.2a)
Tan and Tsp 0 are the phazors for the two temperatures for frequency equal to wy,.
The actual air temperature T, is determined before applying the above equation
to determine qaux. Application of this method as part of the detailed model Figure
3.1 with floor radiant heating acting on node air 0 through floor surface node 8 is
developed as follows:

Considering the two nodes network shown in Figure 6.1 representing the
ﬂoor'heating system under consideration, node 0 and 8 correspond respectively -
to room air and floor surfacé temperature and the independent source Qj
together with the proportional control heat source kpT, represent the THCS

source as described by equation (6.1). Applying a heat balance at the two nodes

yields:
Node 0 Yo Tsg +Ugo(Tsg — Tsg)-Q, =0 (6.3)
Node 8 Yg Tsg +Ugg(Tsg — Tsg)—Qq+KpTsg =0 (6.3a)

Expressed in nodal form:
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Yy + -
R M B 63
Q2 and ‘Yo represent respectively the other heat sources and
admittances/conductances related to the air node 0 and Upg is the convective
conductance between floor surface node 8 and air node 0. Thus with regard to

the general matrix equation (4.12) developed in chapter 4, the nodal admittance

- matrix entry Y(0,8) = -Uy g before the source is connected is modified as follows:
Y(0.8) = Y(0,8)+Kp = —Ugg +Kp - (6.4)

The heat source vector has an extra source Q, =KpT,, added to its entry:

Q(8)=Q(8)+KpTsp, =Qeq+KpTg, +Sng (6.5)
0 Uog 8
Qs Yo Ys Q; kpTa

Figure 6.1: Temperature controlled heat source through floor radiant heating
acting on air node 0 through floor surface node 8.

The above operations are performed for all harmonics except for kp which is not
a function of frequency. As can be noted, the matrix is not symmetric because
the THCS depends on two distinct nodes. It would have been otherwise if the

TCHS was directly acting on the node air such as with convective heating. In
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such case, the admittance matrix would still be symmetric because the TCHS

does not depend on other node temperature apart from that of node air.

6.3 Choice of Kp for TCHS

The source constant Kp may be related to the capacity of heating or it may
simply be treated as a numerical quantity which can be suitably chosen for
analysis and design, depending on the objective of the analysis. Different
analysis may be performed with regard to chosen values of the TCHS constant
kp. kp equal to zero can be used to study the building passive behavior while
increasing it to a sufficiently high value will simulate a specified temperature
source. Because the present work doe not go into the second aspect, it will be
just related to the heating capacity Yzo AT and chosen accordingly to the desired
room temperafure. AT being the temperature differential between ambient and

design room air (or operative) temperature and Yz, the room overall U value.

6.4 Load and temperature calculation

Temperature and heating load calculations are performed by means of discrete
Fourier series using the same building transfer functions employed in frequency
response and thermal control studies (chapters 4 and 5). The transfer functions
are calculated at discrete frequency and a discrete Fourier transform (DFT) of the
weather data and other sources or specified temperature such as that of the
basement is performed. The frequency domain response is then evaluated

through complex algebra and the time domain load and room temperatures
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variation are subsequently obtained through an Inverse discrete Fourier

transform (IDFT). Adequate representation of the different inputs such as

absorbed solar radiation, internal heat gains or ambient temperature can usually

be obtained with five to nine harmonics for design day analysis. This approach

(Athienitis, 1993) based on the superposition principles allows effects of various

inputs to be studied conjointly or separately. Passive solar analysis for example

can be carried out by setting the auxiliary heating source to zero

The THCS is introduced in the matrix equation (4.12) and resulting surface and

air temperature are obtained through an inverse matrix Ts=[Y]"[Q].

Ts, XUOJ +U,,.
Ts,
Ts,
Ts,
1 Ts, |=]:
Ts,
Ts,
Ts, :
Ts, -Uys +kp.

- Ua.o

Ysg + D U,
i

-1

TonU,, +Qg-
TonApu,,
TonA,u,,
Teq,Yt, +Sn,

{ Teq,Yt, +Sn,

Teq, Yt +Sn,
Teq,Yt, +Sn,
Teq,Yt, +Sn,
TbYt, +KpT,, +Sn,

(6.6)

Tb-Ytg+Kp-Tsp represent basically the equivalent heat source Qeq. Performing an

inverse discrete Fourier series over the range of frequency and for each time

step yields the following results:
12 ‘
Tri(t) = Tgy + 2D _Re(Tg, Jexp(jont)

n=1

with Ts o representing the mean value
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The equivalent source capacity delivered at the floor surface to match the
load with no restriction concerning floor surface temperature or cooling load is
performed as follows:

Qeq = Kp(TSp —Tso) with room air temperature (6.8)

The same equation can be used with room operative temperature Ts,, instead of
the air temperature Tso. Using equation (4.10), the auxiliary floor radiant heating
source related to this equivalent source is:

‘Y10
Y8+Ybs+Y10

qr.,. = Qeq ~YbtTb (6.9)

The solution for each time step is obtained through an inverse discrete Fourier
series:

12
QFaux(t) = Alauxg + 2§Re(qraux,n )exp(jont) (6.10)

- However, these results may. not reflect the reality as shown by simulation
because the resulting room air (or operative) temperature is artificially maintained
at the set point Tsp without maximum floor surface temperature restriction and
whatever the room load requirements which may include heating and/or cooling
load.

In practice such as with simple feedback proportional control, room
temperature is maintained near set point with control of the heat source
according to the detected room temperature error offset, basically starting or
shutting off the auxiliary heating system with no cooling involved. However, due
to building thermal lag time and other inputs variables such as ambient

temperature or solar radiation, room and floor surface temperatures may go over
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the desired set points. If those variables were taken into account using
appropriate control strategies such as predictive control with/or combined use of
radiant/convective heating system, the heating capacity could be modulated in an
efficient way in order to reduce or avoid building overheating and consequent
waste of energy. To simulate this conditions, the following |bgic statements are
introduced to determine approximately the heating capacity required with regard
to the set point.
Heating effect only (nd cooling)
1f(Tso (t) > Tep ©)) Araux ()= 0 | (6.11)
The 29°C maximum floor surféce femperature recommendation is achieved by
shutting or modulating down the auxiliary radiant heating system upon reaching
this temperature. A sensor within the floor slab should anticipate the floor surface
temperature and act on the heating system so as to minimize the effect of the
floor thermal lag.
If(Tsg(t) > 29degC)aruu (t) = o» (6.12)
Anticipatory control such as temperature reset set point due to solar
radiation and/or amb‘ient temperature may be represented by shifting the cooling
load theoretically required otherwise (to keep room air temperaturek within set
point requirement) to other period of the day. This cooling load represents
basically the amount of energy which, with appropriate control, could also be
recuperated for example to heat some other part of the building or domestic hot

water. The time shift may be simulated as follows:
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12
Qeool(t) = Qcoolg + 22 Re(Qcool,n )eXpijn(t - %(MJ (6.13)
n=1 1 :

arg(®) may represent the argument of the main harmonic of solar radiation
incident on the floor surface or any time shift required to modulate the load

efficiently. The resulting auxiliary heat source with conditions as established by

equations (6.11) to (6.13) would be equal to:

Jaux = Qraux(t)+ deool(t) (6.14)
The cooling load is subtracted from the heating load and the equivalent heat
source at the floor surface is:

Qeq=q,, 1o+ ::’130 Y10, yotTb (6.15)

The equivalent heat source Qeq thereby modified and taking in account all the
conditions dictated by equations (6.11) to (6.13) s reintroduced in the original
matrix equation (4.12) for calculation of the room temperatures using the same

procedure as described above. The inverse matrix would be as follows:

-1

Ts, Zj:UOJ +Ups.. - . . . . . =Ugg TonUs . +Qg
Tsy : TonAuyy

Ts, | |: TonA,uyy

Tsa : Teq;Yt; +Sn,
Tsy {=|: | TequYt, +Sny
Tss ; TeqsYts +Sns
Tsg : TeqgYtg + Sng
Tsy : _ Teq,;Yt; +Sn,
Tsg L— Upg- - - - . . . Ysg+XUg;!| (Qeq+Sng

j

(6.16)

The energy balance could also include radiant heating system combined
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with convective heating Qy directly at the node air which would provide rapid heat
loss recovery whenever needed. This combination 'may be used to lower down
the floor surface temperature or with predictive control to reduce the heat
provided by thé floor heating system and stored in the floor thermal mass so as
to make full use of solar radiation.

The auxiliary heating consumption would be:

Qcons = anux(t) (6.17)
t

The room temperatures of interest are derived from the above inverse matrix
through an inverse discrete Fourier series as follows:
Air temperature
: 12 _
Tri(t)=Tsgg +2)_Re(Tspo)exp(jont) (6.18)
n=1 .
Mean radiant temperature using equation (4.21)
12
Tr(t) = (Dine ) {Ts 01+ 23 RelDrme HTsnf) exp(-jeont) (4.19)
n=1
Operati\/e temperature using equation (4.22)

12 '
* Top(t) = (D) {Ts0 §+2) Re((DHT; 1 f) exp(-jont) (4.20)

n=1

6.5 Discussion

Numerical simulation was performed for sunny and cloudy cold days to
determine potential passive solar savings for a floor thickness of 0.09m with

different internal heat source depths. Control based on air temperature and
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operative temperature with air sensor was also investigated. The conditions
established for the room thermal network Figure 3.1 were as follows: typical cold
day for Montreal, Canada, latitude 45 North, January with sinusoidal outdoor
temperature variation:

To(t) = Tom + AT, cos(wt —5n/4) (4.21)
Where Ty, =-12°C mean outside temperature

AT, =8°C amplitude of To(t) and w=2n/(86400s)

Two set point profiles were considered in the simulations:

1-Constant set point Tg, =20°C

- 2-An optimal profile based on results of previous studies (Athienitis, 1994,

Athienitis and Chen, 1998) expressed in sinusoidal form.

- - 2
Tep(t) = Tspiow + ATsp cosw[t (tend + totart)/ J (6.22)
t(-md "tstart

Where Ty, o =18°C and ATg, =4°C

Tewit=3 hours after midnight (start of half-sinusoid)

Teng=3 hours after midnight (end of half-sinusoid)

The basement témperature variation was also considered as follows

Tb(t) = Tbn + AT, cos(ot - 5n/4) (6.23)
With Tbn=0°C and AT, =2°C

Solar radiation data is generated using the Hourly clearness index as
shown in Appendix 2. The resulting sources are modeled over the day time

period as a half-sinusoid from sunrise to sunset. High (655 watts/m?) and low

150



(100 watts/m?) instantaneous solar radiation transmitted through the windows
and respectively equivalent to sunny and cloudy days with same ambient
temperature profile are considered.

The auxiliary heating system is assumed to have a capacity of 8400 watts
based on the maximum steady heat loss and is operated under proportional
control. The infiltration conductance is estimated based on an infiltration rate
equal to one air change per hour (ACH) as follows: ‘

: ACH x Room Volume
Uinf =

3600s Pair Cair (6.24)
. kg joule
With p, =1.2— and c,, =1000
air m3 air kg°C

Simulations were performed using simple feedback control of room air
(and operative) temperature with and without floor surface temperature control

(shut-off control based on a maximum floor surface temperature set to 29°C)

6.51 Concrete floor

Examination of Figures 6.2 to 6.9 representing room temperatures
responses with air sensor reveals as expected that the room MRT and
consequently the operative temperature are respectively higher by up to 2.35°C
and than 1.6°C than room air temperature, particularly during sunny days.
Athienitis and Chen (1993) concluded that MRT may differ signiﬁcantly-from
room air temperature often by more than 3°C and therefore in order to improve
thermal comfort, particularly in building with high radiant gains, it is preferable to

use opéfative control. Figures 6.2, 6.4, 6.6 and 6.8 reveal that overheating is
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experimented during periods of high solar radiation for both air and operative
temperature and that floor surface temperature may exceeds the recommended
temperature by up to 1.8°C with any heat source depth within the floor slab.
Maximum floor surface is reduced significantly from 30.8°C to 29.4°C with
floor reset control as shown by Figures 6.6 to 6.9. Floor surface overheating
problem would be more easily resolved with operative temperature control.
However, we observe that peak air and operative temperature are over set point
reaching up to 24.5°C with floor reset control. This may result from the high floor
thermal mass thickness (9cm) causing a higher room temperature swing as it
transmits heat slower than medium mass, requiring the heating system to be on
for longer period of time along with higher output due to proportional control. This
explains the fact that although the heating system is off when there is significant
solar gains (Figures 6.10 and 6.12), a significant amount of heat still travels from
the bottom of the slab to the surface and together with solar gains, causes a
higher room temperature swing. This shows the needs for more éppropriate
control and integrated building energy analysis in the design stage in order to
maximize the solar gains and avoid overheating.
Figures 6.4 and 6.8 indicates that half sinusoid set point profile results in
“improving overall performance as compared to a constant set point on sunny
days particularly with operative temperature control which reduces floor surface
temperature (down to 28.8°C) and maintains room temperature within the set
point. However, the results are different for cloudy day as shown by Figures 6.5

and 6.9, where we observe overheating of floor surface (up to 29.7°C) with no
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improvement of the overall air or operative temperature. This is explained by the
fact that change in set point requires high heating rates when the transmission
losses are high. The high heat transfer rate and the thermal lag effect results in a’
delayed rise of the floor surface temperature, particularly at the end of the
temperature setback point (teng=3hours after midnight).

Examination of Figures 6.10 to 6.13 representing the energy consUmption
confirms the effect of thermal mass on energy savings due to solar gains. We
observe that there is about 25% to 30% reduction of heating load respectively for
constant set point and optimal profile control temperature. The energy
consumption is reduced from 48 MJ to 35 MJ and from 46 MJ to 34 MJ
respectively for constant set point and optimal profile for sunny day compared to
cloudy day. Floor overheating is resolved by the floor reset temperature control
which shuts off the system when temperature is higher than 29°C.

Figures 6.14 to 6.17 reveal as expected that that the floor internal heat
source depth has no impact of the room steady state temperatures surface.
Room température above design set point values are observed for sunny day.

Figures 6.18 to 6.23 show that energy consumption increases with
increasing depth of the heat source within the floor slab. This is due to the low

bottom insulation (1 RSI), which allows heat to flow downwards.

6.52 Carpeted floor

Carpet cover is simulated as a resistance in series with the floor inside air

film (Uc=0.6 m?.°C/watt). Examination of Figures 6.22 and 6.23 reveals that with
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constant set point profile, floor surface temperature (around 34.5°C) without reset
control is above recommended limit in order to maintain air temperature at the
set point for both sunny and cloudy day. Figures 6.26 and 6.27 indicate that with
floor reset control and the same control parameters as for concrete floor, floor
surface temperature surface (30.5°C) is still above recommended limit with, in
this case, a resulting room air temperature under desired temperature set pbint
(down to 16.5 °C on cloudy day), thereby requiring supplementary heat (auxiliary
convective heat source) to be provided. Optimal profile, as represented by
-Figures 6.24, 6.25, 6.28 and 6.29, does improve slightly the room response
which, however, remains outside design limits.

All these figures reveal that the mean radiant temperature differs
significantly from the room air temperature by up 4.5°C for sunny day and 4.7°C
for cloudy days. These observations are similar to that already made for concrete
floor and confirm that control based on operative temperature will be more
appropriate under these conditions.

Figures 6.30 to 6.33 indicate that energy consumption with carpeted floor
is about 6% higher than with concrete floor. On the other hand with floor control
reset, the energy consumption is respectively lower by 3% and 4% for constant
and variable set point due to the fact that the heating system shuts off upon
maximum floor surface temperature is reached but however without room
temperature reaching its set point. Floor covering has a certain impact of floor
surface temperature due to its restriction effect on the heat flow towards the

heated space which may lead floor slab to overheat with possible resulting
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damage on the building structure. Particular attention should be given to this

detail in the design stage.

6.53 Conclusion:

The half sinusoid set point profile gives the best response when both
temperature and energy consumption are considered. Variation in setpoint from
day to night is confirmed as an effective control alternative for increased passive
solar gainé. Control of radiant heating based on operative temperature reduces
both maximum floor surface and maximum operative temperature, particularly for
carpeted floor. It reduces energy consumption particularly on sunny day and
“improves thermal comfort.

Appropriate control strategies for radiant heating system with weather
anticipation and more effective use of the passive solar gains is required to
maintain the room air (or operative ) and the floor surface temperature within the

desired temperature.
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Figure 6.2: Temperature response with no floor surface reset control
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Figure 6.6: Temperature response with floor surface reset control
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Figure 6.8: Temperature response with floor surface reset control
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Figure 6.26: Temperature response with floor surface reset control
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Figure 6.28: Temperature response with floor surface reset control
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CHAPTER 7

CONCLUSIONS

7.1 Conclusions

An integrated methodology based on frequency domain technique in
cbnjunction with Laplace transform and associated Fourier series has been
developed and applied to investigate the thermal dynamics of a floor radiant
heating—direct gain passive solar system. A detailed room thermal network model
with both distributed and lumped parameters including accurate interior radiant
exchanges was considered. A heat balance, involving accurate calculation of
conductive, convective and radiative parameters along with inside and outside
heat sources, is performed at all ﬁodes. Floor radiant heating system with
variable installation dépth within the slab is modeled using the diakoptic method.
This technique allows the floor heating systém to be fully integrated and handled
like any other surface within the heat balance framework.

Building dynamic thermal respohse is investigated through the study of
important frequency domain transfer functions, such as the admitténce transfer‘
function, the impedance transfer function obtained by inversion of the system
admittance matrix and the operative transfer function, in terms of magnitude and
phase lag and as a function of frequency, thermal properties and geometry for
analysis of the effects on room temperature of weather variables such as solar

radiation and outside temperature.
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The s-domain transfer functions, required for the control analysis, are
obtained through a modified least-squares polynomial fit to the discrete
frequency responses obtained by inversion of the same system admittance
matrix. The building, floor radiant heating syStem and control transfer functions
are combined through block diagram algebra to obtain the overall system s-
transfer functions. Analysis of system transient thermal response to load and
temperature change, feedback and feedforward-feedback control is performed
through numerical inversion of Laplace transforms. Stability studies are carried
out in the frequency domain.

Load and temperature calculations, under various control strategies
involving constant and sinusoidal room set-point profile, are performed by means
of discrete Fourier series associated with the floor internal heat source
equivalently transformed into a dependent heat flow source controlled by

temperature variables.

Results of the simulations are summarized as follow:

1-An integrated frequency domain based dynamic model of a floor radiant
heating has been developed and validated using explicit finite difference transient
results. |

2- Discretization of a wall into two layers (02 capacitances) with smait time

- step (100 seconds or less) was fouvnd to be sufficient to conducted estimation of

thermal analysis with the explicit finite difference method.

3-There is an optimum floor mass thickness that reduces most the

temperature fluctuations, which is an important relationship in passive solar
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design.

4-The effect of thermal mass is minimal in the low frequency long-term
dynamics (less than a minute). For low frequencies such as one to four cycles
per day, the magnitude and phase angle of the impedance and operative transfer
functions are a strong function of room construction.

5-Depth of heat source within the floor slab is shown to have higher effect
in the high frequency range short term dynamics response of the room.

6-Carpet cover induces higher thermal lag with resulting effect on room
temperature requiring longer time to reach steady state. This effect intervenes in
the short term, medidm to high frequency range, tends to decrease with floor
internal heat source depth and has higher impact, though limited, on the air
temperature than on the operative temperature. -

7-Feedforward-feedback control is a more effective control compared to
feedback control with floor radiant heating system. Temperature overshoot and
settling time due to step input temperature change are considerably reduced.

8-Thermal mass reduces energy consumption by 25% to 30% on sunny
days while carpet cover reduces this energy gain by up to 6%.

9-Mean radiant temperature and operative temperature with floor concrete
-mass may differ from air temperature respectively by up to 2.5°C and 1.6°C and
carpet cover increases floor surface temperature by up to 2°C and the room
mean radiant temperature by to 2.35°C.

10-The half sinusoid set point profile for proportional control of the room

air or of the operative temperature gives the best response when both
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temperature and energy consumption are considered. Variation in setpoint from
day to night is confirmed as an effective control alternative for increased passive
solar gains. Control of radiant heating based on operétive temperature reduces
both maximum floor surface and maximum operative temperature, particularly for
carpeted floor, thereby improving thermal comfort. Furthermore, it reduces

energy consumption particularly on sunny day.

7.2 Recommendations for future work

-Development, implementation and field testing of a predicti\)e control
model adapted to thermal mass characteristics, building load variations and
weather anticipation in order to improve performance of floor heating in terms of
comfort level and effective use of its solar gains to ensure maximum energy
savings.

-Analysis of the transfer function identification method showed a high level

of accuracy up to a frequency of 100 cycles a day, however further investigation

is needed in order to establish simple and reliable criterions for determining the
required polynomial order that will allow reaching acceptable accuracy level for

both magnitude and phase lag at any frequency range.
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APPENDIX 1

Finite difference model

The explicit finite difference method (Athienitis, 2002) is suitable for
modeling of non-linear heat diffusion problems such as the present case of heat
transfer through the floor heating system and its control. It easily accommodates
non-linear heat transfer coefficients and temperature-dependant heat sources
such as auxiliary heating. The general form of the explicit finite difference

formulation corresponding to node i and time interval p is:

Tip+Tip *
Tips1 == (Q. Z”’+ ) 0 (8.1)

C is the capacitance, j represents all nodes connected to node i, while qi
represents a heat source as auxiliary heating or solar radiation. The critical time
step At (for all nodes i) is selected .based on the following conditions to insure
numerical stability:

At < min {ci ZI;—J 8.2)
i

j

Simulation

Validation of the frequency domain model is performed using an explicit
finite difference model (Athienitis, 1994), appropriately modified in order to obtain
the room transient temperature to a step input of radiative gain. Wall transient

thermal response analysis with finite difference technique is proven to provide a
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more accurate estimation of temperature and heat flow. This model was originally
developed to study the performance of a passive solar building. It assumes all
the unheated wall surfaces as one surface and consequently does not represent
in detail infrared radiation between room interior surfaces and but is accurate
enough to conduct comparison analysis

The finite difference thermal network model for the room (Figure 3.1a) is
as shown by Figure 8.1. It consists of two capacitances for the floor thermal
‘capacity, interconnecting thermal resistances and another capacitance for the
rest of the room. Walls room surfaces (1, 2, 3, 4, 5, 6, 7) represented by node 6
and the Floor surface (node 2) are coupled by convection (R12 and R16) with
room air (node 1) and together by radiation (R26). gaux represents the auxiliary
floor internal heat source and may be reconnected to node 3 to simulate another
installation depth. Room parameters and overall heat transfer coefficients

identical to those used with the frequency domain model are assumed.

5 /\RSO

Ro_4 Ru 3 R R —C do
23 R — U5

0 /\3/4 /\/ 2 /\} 1 10

Tb To
—__C4 I o
Jaux .

ReErence

Figure 8.1: Thermal network of zone with floor heating system corresponding to

room schematic Figure 3.1a.
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Thermal capacitances and resistances are as follows:

Floor heating system:

C
Cioor =Cg Pg Ag Xg Cy= —ﬂzgl C3=Cy4

Interior layer of unheated surfaces (se=1, 2, 3, 4, 5, 6, 7).

Cs = ZAse Xse Cse Pse

se

R 1 X8 _ Xg
0 lugAg ) |4k Ag 7 2kg Ag
R 1
Rpy =—2% Rz =
2 Aghg
1 1
Regs = Ro. =
56 zz_kse Ase 26 hg,— A8
se  Xse
1 1
R = R =
10 ZASG hse %0 Z ASQ
se R
) se se
1
R1o =

A.. A,
Uinf +Z[ an +—Rﬂ)
i \"'w d

Radiation heat transfer coefficients between floor and unheated surfaces

hg, =3W/m2°C

STABILTY TEST TO SELECT TIME STEP

~ The time step AT should be lower than the minimum of the three values in

the vector TS.
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C3 C4 CS

[ 1 1 J[1 1 )( 1 1 ]
| = +
Rys Ras) (Rp Ras) (Rsg Rsp

TS

The time step is appropriately selected equal to At=50.26 seconds to insure
concordance of conditions betweén the two methods. Simulation is performed at
times T,= pxAt for a number of time steps p=0,1, 2....NT with NT=8000, for the
same period of time used with the numerical inversion method to reach steady
state.

Room air temperature is set to 20°C. All sources such as solar radiation (not
shown in Figure 8.1), outside (To) and basement temperature (Tb) are set equal
to zero in order to obtain the room transient response to a step input of a
radiative gain, simulated with the auxiliary heating system qaqx set to 8400 watts.

‘The initial temperature conditions are assumed as follows;

=) [=]

[=}

°C

[=4

a1 _m—l _g—l 99_' o -
O O O O o o

,0

An energy balance (8.3) is applied at each node at regular time intervals to
obtain the temperature of the nodes as a function of time. These equations are
then solved with the explicit method in which we march forward in time from the
set of above initial conditions. T{ represents the room air temperature,
Simulations are performed with different ﬂoor internal heat source depth for

concrete and carpeted floor as shown by Figures 5.22 a and b (chapter 5):
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APPENDIX 2
Calculation of hourly and daily solar radiation

Using the average clearness index

Various methods can be used for estimating the total solar radiation on
any surface. Real weather data may be employed which is cumbersome and
time consuming or instead generate a weather data with the daily clearness
index KT (Athienitis, 2002). This model, based on a correlation by Collares,
Periera and Rabi, is intended for average days and can be used to approximate

cloudy to clear days radiation with values of KT in the range 0.2 to 0.8.

Solar geometry calculations (For room model under consideration Figure 3.1a)

1=1,2...7 surfaces index representing the room exterior surfaces

ng=day of the year ...ng=15

L=45° Latitude of the place (Montreal) under consideration

B=90° - Surface tilt angle of vertical wa]ls (3,7, 5, 6) and windows 1&2)

Room surfaces azimuth

Wall 3 and window 1 (South) yy =y, =(0-10)
Wall 7 and window 2 (West) | v, =y, =90° -y,
Wali 5 (East) v =y, —90°

Wall 6 (North) Y, =y, —180°
pg=0.2 diffuse reflectance of total solar radiation

Equation of time
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ET(n,)=|9.87( 4n"e =81} _7 53c0s| 22" =%| 1 55irf 2 Ma ="
364 364 364

Apparent solar time Time array for one day t=0, 1...23

AST(t) = thr + ET + STM-LNG)hr

15deg

Solar declination angle

& = 23.45sin 360(284 +n,)’
365

Hour angle

hatt) = (AST(t)-12hr)15 989ree

(O at solar noon)

Solar altitude
a(t) = sin""(cos(L)cos(8)cos(ha(t)) + sin(L)sin(8)) For a(t)>0, otherwise a(t)=0

Solar azimuth

Positive in the afternoon

#(t) = cos™” (Si"(a)sin(L)~Sin(5)j ha(t)

cos(a(t))cos(L) J|ha(t)
Angle of incidence
8(t) = cos ™" (cos(ax(t))cos((t) - w|)sin(B) + sin(x(t))cos(B))

(®-y) is the surface azimuth for the room under consideration, East is negative

Sunset hour angle
ha, = (cos™'(- tan(L)tan(5)))
For an inclined surface, the equation is modified to take in account the sunset

and sunrise hour angle for the surface, which may be different from the daily

sunset and sunrise hour angles.
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H, =min {(cos"1 (- tan(L)tan(S))),cos"1 (-tan(L- B)tan(S))}

Calculation of hourly total k;, beam k, and diffuse k4 clearness indices

An estimation of a half-sinusoidal variation (day time hours only) of the
hourly clearness indices is performed using the daily clearness index Kr which
represents the ratio of daily total solar radiation incident on a horizontal surface
to the extraterrestrial horizontal radiation for that day. The numerical simulations
for cloudy and clear day radiation are performed respectively with Kr values of

~0.3and0.7.

Total hourly clearness index

a, =0.409 +0.5016sin(ha, —1.047) a, =0.6609 +0.4767 sin(ha, —1.047)
k, =(a, +a,cos(o(t-12hr)))K,  for k, >0, otherwise k, =0

The hourly diffuse clearness index is found from the following Orgill-Hollands

correlation:

For 0<k,<0.35 —  k,=(1-0.249k,)k,
For 0.35<k, <0.75 —  k,=(1.557-1.84k,)k,
Fork, >0.75 - k,=0.177k,

The beam atmospheric transmittance is obtained from the subtraction of the
hourly diffuse clearness index from the hourly clearness index.

k, =k, —kq4

Calculation of the solar radiation incident on exterior walis
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“The total solar radiation incident on any surface can be estimated using
the hourly extraterrestrial solar radiation,

Extraterrestrial normal solar radiation:

lon = 1353[+ 10.033 cbs( 3;: Ny H

o

Incident beam radiation
Iy (t) =15, Ky, cOS(O(1))

Incident sky diffuse radiation

I (t) =1, sin(a(t))k, (1_"%3(3))

Ground reflected diffuse radiation

lyy (1) =1, sina(t)k, p, (1;0_;3»&)

(1—+—C—§—-S@) and (1—_%)5@) represent the view factor from vertical surfaces

respectively to sky and to ground.

Total instantaneous solar irradiation incident on exterior vertical surfaces
L(t)= Ib(t)+lds(t)+|dg(t)
Total instantaneous 'solar irradiation incident on horizontal surface (roof)

I, (t) =1, sin(a(t))(0.271-0.2939k,, +k, )

Solar radiation transmitted through windows

Glazing properties:

KL=0.1 extinction coefficient x glazing thickness (for a clear glass)
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Ng=1.53 refractive index
Angle of refraction (Snell’s law) and components reflectivity:

o' (1) = sin” [MJ -1 H sin(e(t)-e‘(t))]2 +( tan(e(t)—e'(t))ﬂ

n T2 sin(e(t)+6'(m tan(e(t)+9'(t))

9

Beam transmittance, t, reflectance, po, and absorptance, a, of glazing.

KL _ (1-r(t)Ya(t)

\/1 '_ (_Sin(e(t))—)z - (r(t)) (act))’

r(t) (1-r(t))’a(t)?
1-(r(0) (@)’

a(t)=exp

po(t) =r(t)+ o (t) =1-po(t) - (t)

. 2
For double glazed windows: T.(t)= ﬂt))—z
1-(po(t))
a,(t) = o, — ) (1) = o, (1), () 220
1-(po(t)) 1-(po(t))
Transmitted beam solar radiation.
Gy(t)=1,(t) 7,
Approximate value for diffuse transmittance
Teq =To(11) (Equal for all windows)

Instantaneous diffuse irradiation
Gd (t) = (Ids (t) + ldg (t)) Ted
Total instantaneous solar irradiation transmitted in room

G(t) =G, (t)+ G, (t):
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Solar radiation absorbed in glazing
G0 (t) = 0o (1)1, (1) + 0o (1)1, () +1,()) Outer glazing

G, (t)=o, (), (t)+ ozi(t)(|s (t)+ Ig(t)) Inner glazing

Sources modeling

The different sources are then modeled with Fourier series over the range
of frequency. Time origin from solar noon is reversed back to midnight to carry
out calculation.

Solar components of sol-air temperature for exterior surfaces:

Ts,, (1) =1,(t) :]L—S Vertical walls

Ts, (t) =1 (t) %ﬁ Roof

as, hy and h, represent wall absorptance (=0.9) and combined outside air film
coefficient (assumed equal to 22 and 20 watt/m?-°C respectively for vertical and

horizontal surfaces).

Represented by a Fourier series: Tsn = ZTS“ w
it

Equivalent or sol-air temperature

Teq=Ton+Tsn Where Ton is the Fourier representation of the outdoor air

temperature and equal to: Ton=>_To, ip(z::&t)
it

Total instantaneous solar radiation transmitted by windows:

Gt(t) = D G(t)xAw
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Solar radiation absorbed by room surfaces may be modeled as in the present
case as 70% absorbed by the floor surface and the remaining 30% by the interior

walls proportionally to their surface as follows:

S, =0.7 Gt Floor S, =0.3 Gt A, Interior wall

A

Represented by a Fourier series: Sn = an ___eXp(2—4]cot)
. it

Solar radiation absorbed in glazing and released to room air is :

Qg(t) = zfé—'t(t_)_[hiJr[Rw —hl] ai]

w o} i

Represented by a Fourier series: Qgn = ZQQn 3’%“’_0
it
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APPENDIX 3

Selection of Pole_s z, and Residues K; for M=10 and N=8

z,= 11.83009373916819 + j 1.593753005885813
z, = 11.22085377939519 + j 4.792964167565670
z, = 9.933383722175002 + j 8.033106334266296

z, = 7.781146264464616 + j 11.36889164904993

Z, = 4.234522494797000 + j14.95704378128156

k, = 16286.62368050479 — j139074.7115516051

k, =-28178.11171305163 + j 74357.58237274176

k, = 14629.74025233142 -~ j19181.80818501836
k, =-2870.418161032078 + j 1674.109484084304
kg = 132.1659412474876 + j17.47674798877164
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