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Abstract

Efficient Multicast Routing Algorithms for Mesh-connected Multicomputers

Shengjian Wang

Multicast is a collective communication method in which a message is sent from a source to an arbitrary number of distinct destinations. Multicomputers refer to massively parallel computers that consist of thousands of processors built to handle computation intensive applications. Mesh is a kind of network topology widely used in multicomputers.

Performance of multicomputers largely depends on that of the underlying network communications such as multicast, which is essential for processors to exchange data and messages. Two major parameters used to evaluate multicast routing are the time it takes to deliver the message to all destinations and the traffic which refers to the total number of links involved. Research indicated that these two parameters are normally not independent, but contradict each other. It has been proved that traffic optimal multicast problems such as Optimal Multicast Path/Tree in mesh-connected network are NP-complete. Hence, it is NP-hard to find multicast routing which is optimal on both time and traffic.

In this thesis, we proposed three efficient multicast routing algorithms for mesh-connected multicomputers: DIAG, DDS and XY-path, all of which have a small complexity of O\(KN\) or less. The DIAG and DDS are two tree-based shortest path multicast routing algorithms designed for store-and-forward switched mesh network, which obtained near optimal time and reduced traffic significantly over its predecessor
VH algorithm. XY-path is a dual-path-based multicast routing algorithm intended for wormhole routed 2D mesh network, which reduced the time and traffic significantly over LIN's Hamiltonian path-based algorithm. Performance evaluations of these algorithms resulted from simulations are given at the end of the thesis.
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Chapter 1

Introduction

1.1 Motivation

Given the enormous amount of computation demanded by applications such as scientific simulations and 3D animations, computers with a few processors are not powerful enough to process the huge amount of data at a practical speed. High performance computers are highly desirable to tackle these challenges. Multicomputers [1], also known as MPC (Massively Parallel Computer) [2], are built to meet these demands. Multicomputers usually consist of thousands of processors which are connected to each other and have their own local memory. In a multicomputer, a time consuming task is usually divided into small tasks distributed to a set of nodes which compute concurrently. Due to the fact that nodes in a multicomputer do not share physical memory, they must communicate by passing messages through the network. Consequently, efficient routing of messages is critical to the performance of multicomputers [2].

Messages can be passed from one to one (unicast), one to all (broadcast), or one to many also known as multicast. In fact, unicast and broadcast are just special cases of multicast which is a very basic operation in multicomputer. For example, memory updates in distributed shared memory system and global notifications of events all need to be implemented through multicast operations [1, 11]. Hence, multicast communication
can become the bottleneck of the overall performance of a multicomputer and efficient multicast routing algorithms are much desired.

Time and traffic are two key parameters in evaluating the performance of multicast communications [1]. Mesh-connected network is a popular network topology for constructing multicomputers because it scales well [2]. Efficient multicast routing algorithms intended for mesh-connected networks, which try to minimize both time and traffic, will be especially practical and useful in the field of parallel and distributed computing. Many multicast routing algorithms have been proposed for mesh-connected multicomputers [4, 5, 10, 11, 26, 33, 34], but most of them are unicast-based which proved not to be very efficient neither on multicast time nor on multicast traffic. With the demand on the performance of multicomputers constantly increasing, more efficient hardware-supported tree-based multicast routing algorithms are yet to be developed. And this is why we conduct this thesis research.

1.2 Overview of the Problem

Multicast refers to a collective communication in which the same message is delivered from a source to an arbitrary number of distinct destinations [1]. It has been applied in many network-related domains such as multicomputers, telecommunication and the Internet for long time.

A network is essentially a set of objects which can communicate with each other through direct or indirect (through a sequence of other objects) connections. There are mainly two ways of connecting nodes in a network. One way is to connect all the nodes to a shared communication line called bus. The other is through point to point or direct
connection [2], in which there is an exclusive link between a node and each of its neighboring nodes. Networks using direct connection are called direct networks. Direct networks especially mesh-connected are the primary network topologies used in multicomputers because they scale well.

In a multicast within direct networks, the message is first sent from the source to its neighbors, and then disseminated further to other intermediate nodes until all the destination nodes receive the message. The efficiency of multicast in direct networks largely depends on the underlying network technologies such as topologies, routing algorithms, and switching technologies [1, 2].

**Multicast in Multicomputer**

Multicast exists as a basic operation in multicomputers to improve the efficiency of communications as mentioned in [1, 7, 11, 15]. First, it is often required to distribute large data array over system nodes in many scientific computations and to support data updating in distributed shared memory system. Second, it is required in control operations such as global synchronization in image and 3D graphics processing on parallel computers. Third and primarily, it is needed to support parallel applications, languages, and algorithms [1]. In parallel search algorithms including game-tree search and those for artificial intelligence problems, a set of processes collectively solve a decision or optimization problem. Processes in such applications typically search a global state space and may use multicast to efficiently inform one another concerning their findings.
Because multicast communication is a primitive operation in multicomputers, the performance of multicomputers depends not only on the speed of processors but also on the performance of communications. The primary metric for communication performance in direct network is the communication latency [6]. Hence, multicast communication latency incurred by a message traversing from a source node to destination nodes will significantly affect the overall performance of the multicomputer system and the granularity of parallelism as well. It is essential to develop efficient multicast routing algorithms for multicomputers.

**Implementation of Multicast**

There are several ways to implement multicast. A simple and naïve way to accomplish it is through multiple one to one communications (unicast), called unicast-based multicast [5]. Another way is to use broadcast in which every node forwards a copy of the message to its neighbors who have not received the message yet. Although these two ways are simple, they pay little attention to the efficiency and cost of the operation. In unicast-based multicast the message is sent from the source node to each destination node sequentially. In broadcast non-destination nodes are also to receive the message, which will obviously cause extra time and traffic.

A more efficient and effective way, called tree-based multicast [8, 27, 37, 39, 40], is to use a good strategy to disseminate the message from the source to multiple destinations concurrently through the smallest subset of links and nodes of the host network, in which each link and node occurs only once. Thus, nodes and links involved in the multicast form a tree rooted at the source node. In tree-based multicast, the message is first sent out
from the source node to some of its neighbors, and then nodes that have received the message relay it to some of their own neighbors, the dissemination keeps going until all destinations received the message. Tree-based multicast overcomes the drawbacks of unicast-based multicast, and broadcast. Therefore, tree-based multicast routing algorithms are desirable to improve the performance of multicomputers.

**The Problem in Multicast**

For tree-based multicast, the main challenge is to find the optimal multicast tree. There are mainly two parameters that are used to evaluate the performance of multicast, i.e. time and traffic. The problem is that multicast time and traffic do not seem to be independent from one another. Instead, they contradict each other. Experiments show that optimization dedicated to one parameter will usually deteriorate the performance of the other. As a matter of fact, Lin has proved in [1] that finding the optimal multicast tree in mesh-connected networks is NP-complete. So, the multicast problem seeking optimal results on both time and traffic is NP-hard. Heuristics are needed to solve the problem. A good approach is to minimize one parameter first, and try to reduce the cost of the other one as much as possible. Since our goal is to develop efficient multicast routing algorithms for time-critical multicomputers, we use the pro-time approach that minimizes the time first.

Mesh-connected network is essentially a multi-dimensional array of nodes connected to their neighbors in each dimension. Because of its geometric regularity, it scales very well and is by far the most used topology for multicomputers. Hence, multicast problems in multicomputers can often be treated as those in mesh-connected networks. In a mesh-
connected network, distance and routing between nodes are related to their positions in
the array, which significantly reduces the complexity of routing algorithms. Therefore,
the NP-complete optimal multicast tree problem can be much easier in a mesh-connected
network. Time optimal multicast routing with near optimal traffic is likely achievable
with reasonable computation complexity. Heuristics are the key to develop such
algorithms.

1.3 Scope of the Study

Multicast in general is a very wide topic due to a large number of applications and a
variety of underlying network technologies. Many problems such as traffic balancing,
flow control and deadlock prevention need to be considered in multicast routing.

In our study, we focus on the efficiency of multicast routing algorithms designed for
mesh-connected network (Hypercube excluded) under a theoretical model. We do not
consider the details of any specific network architecture, and assume everything works
perfectly in an ideal environment without unpredictable problems such as blocking and
fault tolerance. Moreover, our algorithms are designed for multicasting of a single
message without special optimizations on concurrent multicasting of multiple messages.
Finally, due to the NP-completeness of the problem, our goal is not necessarily to find the
optimal solution, but to design heuristics that achieve near optimal result.

1.4 Organization of the Thesis

The organization of the rest of the thesis is as follows. In Chapter 2 we review the
preliminary knowledge, previous studies, and the latest development related to
multicasting in mesh-connected multicomputers. In Chapter 3 we present our methodology of solving the problem and propose three efficient multicast routing algorithms: the DIAG, DDS, and XY-path algorithms. In Chapter 4 we evaluate the performance of the three algorithms based on the data and statistics resulted from the simulations. The last chapter is a brief summary of the accomplishments and conclusions we achieved through our study, and of the future work that need to be done in this field.
Chapter 2

Literature Review

2.1 Preliminary

A network is often modeled as a graph in theory study. Hence, network related problems such as multicast problems become graph theory problems. To better understand the problem and our model which will be presented later, we first have a brief review of the basics of multicomputer network, graph theory, and multicast communication.

2.1.1 Network Basics

2.1.1.1 Communication Model

Depending on the number of destinations in a communication, there are three types of communication models: unicast (one to one), multicast (one to many), and broadcast (one to all) [3]. Unicast problem is usually to find the shortest path between a pair of nodes, while the problem of broadcast is more like constructing a minimum spanning tree. In our study we do not particularly address the unicast and broadcast problems, but only discuss multicast problems. In some cases, multicast can be implemented through multiple unicasts or broadcast. But such solutions will cause unnecessary large amount of traffic as shown in Figure 2.1.1. Our goal is to develop tree-based multicast routing algorithms that are more efficient than those implemented through unicast or broadcast.
2.1.1.2 Network Topology

Network topology refers to the configuration of connections between nodes. It can be classified into two broad categories: direct networks and indirect networks [6].

Types of Network Topology

In direct networks each node has a point-to-point or direct connection to some of the other nodes called neighboring nodes. The ring, star, mesh, and tree are some examples of direct network topologies (Figure 2.1.2 [21]). A direct network is called a mesh network if there are at least two nodes which can be connected through several paths.

In indirect networks nodes are connected to other nodes through one or more switching elements. Examples of indirect networks include the crossbar, bus, and multistage interconnection networks. Among them the bus network such as the Ethernet is the most commonly used. Bus networks are easy to set up (add or remove nodes). But the failure
of the bus will disable the whole network, and the performance degrades quickly as the number of nodes increases.

![Common Network Topologies](image)

**Figure 2.1.2: Common Network Topologies**

Mesh networks, on the other hand, are more reliable and fault tolerant. The failure of one node or several links will not fail the whole network. More importantly they scale well. The total communication bandwidth, memory bandwidth, and processing capability of the system increase with the number of nodes. Therefore, mesh has emerged as a popular topology for multicomputers. In multicomputers nodes are usually arranged as an $n$-dimensional array and are connected to their neighbors in each dimension. Such topologies are called $n$-dimensional meshes. In what follows a mesh refers to an $n$-dimensional mesh unless otherwise specified. Here is its formal definition.

**Definition 2.1.1 (n-Dimensional Mesh)** An $n$-dimensional mesh is an interconnection structure that has $k_0 \times k_1 \times \ldots \times k_{n-1}$ nodes, where $k_i$ denotes the number of nodes in the $i$th
dimension. Each node in the mesh is identified by an \( n \)-coordinate vector \((x_0, x_1, ..., x_n)\), where \( 0 \leq x_i \leq k_i - 1 \). Two nodes \((x_0, x_1, ..., x_n)\) and \((y_0, y_1, ..., y_n)\) are connected if and only if there exists an \( i \) such that \( x_i = (y_i \pm 1) \), and \( x_j = y_j \) for all \( j \neq i \). Thus the number of neighbors of a node ranges from \( n \) to \( 2n \), depending on its location in the mesh [6].

In a mesh there are no connections between the first node and the last node of each dimension. Hence, communications between them need to travel a long distance. But if we add a link between the first node and the last node, links along each dimension form a circle. Therefore, a message can travel in the two opposite directions of one dimension but reach the same destination, which significantly reduces the distances between nodes. Meshes with wraparound links are called tori. The following is the formal definition of an \( n \)-dimensional torus [2].

**Definition 2.1.2 (n-Dimensional torus)** An \( n \)-dimensional torus differs from an \( n \)-dimensional mesh only at the interconnection structure. Two nodes \((x_0, x_1, ..., x_n)\) and \((y_0, y_1, ..., y_n)\) in a torus are connected if and only if there exists an \( i \) such that \( x_i = (y_i \pm 1) \mod k_i \), and \( x_j = y_j \) for all \( j \neq i \). The wraparound links in an \( n \)-dimensional torus (specified by the use of modulus in the definition) are not present in \( n \)-dimensional meshes.

A torus is a symmetrical topology in which the degree of a node is the same regardless of its location in the network. This can balance the traffic load and simplify the routing algorithms in tori. The mesh, on the other hand, is an asymmetrical topology in which the node degree depends on its location. Links near the center of the mesh experience higher
traffic density than those near the boundaries. The diameter of a mesh is greater than that of the respective torus [6]. But the scalability of tori is not as good as that of meshes since wraparound links usually bear different weights (length, bandwidth etc.) from those of the regular links. Some special cases of $n$-dimensional meshes and tori have special names, e.g. $K$-ary $n$-cube and hypercube. Here are their definitions.

**Definition 2.1.3 (K-ary n-cube)** A $K$-ary $n$-cube is a special case of $n$-dimensional torus when the sizes of all $n$ dimensions are the same, say, $K$.

**Definition 2.1.4 (Hypercube)** A hypercube is a special case of $n$-dimensional meshes when the sizes of all $n$ dimensions are 2. It is also a special case of $K$-ary $n$-cube when $K=2$, consequently called 2-ary $n$-cube [2].

![Diagram](image_url)

(1) 2-ary 4-cube (Hypercube); (2) 3×3 2D Torus; (3) 3×3×3 3D Mesh;

**Figure 2.1.3: Mesh-connected Network Topologies**

$K$-ary $n$-cube and hypercube are even more symmetrical and regular topologies than tori. They are popular for first generation multicomputers. For example, the hypercube was adopted by iPSC-2 and nCube-2/3. Whereas, low-dimensional meshes and tori
become more popular in the new generation multicomputers such as Paragon and Symult 2010 built with 2D meshes, Cray T3D and MIT J-Machine built with 3D meshes [2]. Figure 2.1.3 [2] illustrates a 4D hypercube, a 3D mesh, and a 2D torus.

**Choosing a Topology for Multicomputers**

Given the number of nodes in a multicomputer, how should we choose a topology that can achieve the best network performance? In general, low-dimensional meshes are preferred because they have low node degrees and fixed-length channel wires which make them more scalable than high-dimensional meshes and $K$-ary $n$-cubes. Low-dimensional meshes also have higher channel bandwidth per bisection density and lower blocking latencies, which result in lower communication latency [6]. On the other hand, high-dimensional meshes or $K$-ary $n$-cubes have smaller diameters and average distances. Therefore, for networks where communication latencies depend on the path length, high-dimensional meshes such as hypercubes are good. High-dimensional meshes also have more paths between pairs of nodes. They provide better adaptability and fault tolerance. In our study, the multicast algorithms are mainly designed for 2D or 3D meshes, but they can be easily applied to 2D/3D tori and higher dimensional meshes.

2.1.1.3 Node Architecture of Multicomputers

The nodes in a multicomputer communicate by passing messages through an interconnection network [6]. Hardware support is essential to handle the transmission of messages between nodes. In most systems, a router is associated with each node to handle communication-related tasks. Figure 2.1.4 shows the architecture of a generic node
consisting of a processor, a local memory, a router, and some other I/O devices. The router is connected to the processor and local memory through internal channels. The internal input channel is used to absorb messages destined for the host processor. The internal output channel is used to send outgoing messages from the host processor to remote nodes. According to the number of internal channels, we have either all-port or $k$-port architecture. In the all-port architecture, every external channel has a corresponding internal channel, thus allowing the node to send or receive on all external channels simultaneously. A $k$-port architecture has $k$ (less than the total number of external channels) internal channels, which are multiplexed by the external channels. When $k$ is one, we call it one-port architecture.

![Node Architecture in Multicomputer](image)

**Figure 2.1.4: Node Architecture in Multicomputer**

In practice one-port and all-port are the most used architectures. In one-port architecture, nodes can not send/receive messages to/from several different neighboring nodes simultaneously but sequentially due to the contention for the internal channel
which results in delay. But in all-port architecture, this kind of delay can be avoided since messages can be sent/received simultaneously.

2.1.1.4 Routing Techniques

Routing techniques can be classified with respect to different characteristics. They can be classified as source routing or distributed routing according to where routing decisions are made. In source routing the entire path for message routing is decided at the source node before the message is sent. Each message carries the complete routing information in its header, which increases the overall message size. In distributed routing, routing decisions are made at every intermediate node through which the message traverses [6].

Routing can also be classified as deterministic or adaptive based on the path selection process. In deterministic routing the path is determined by the source and destination addresses, and consequently is unique. Adaptive routing, on the other hand, provides multiple paths from the source to the destination, and the path taken by a particular message depends on network conditions and the routing algorithm.

Routing can be minimal or non-minimal. In minimal routing, the message is routed through one of the shortest paths between the source and the destination. In non-minimal routing, a message can take any path between the source and the destination, and thus might take a non-shortest path because of congestion or faults in the shortest paths.

In practice, a routing algorithm can combine characteristics from different routing techniques. Take multicast routing for example. If we use distributed routing, the complicated routing algorithm has to be executed at each node, which results in much overhead time and reduces overall performance dramatically when the number of
intermediate nodes is large. But if we use source routing, messages carry too much routing information in the header, which not only costs buffer space but also causes overhead transmission time. Semi-distributed routing is proposed as a compromised solution between source routing and distributed routing. In semi-distributed routing, an overall routing algorithm is executed at the source node generating the most important routing information (only information of the destination and replicate nodes) to be embedded in the message header. And then, at each intermediate node, only very simple routing decisions need to be made based on the routing information in the header. Semi-distributed routing successfully overcomes the pitfalls of source routing and distributed routing, and is widely used in multicast.

2.1.1.5 Switching Techniques

Nodes in a direct network communicate by passing messages from one node to another. A message may be divided into equal or variable-sized packets. A packet is the smallest unit of data that contains routing and sequencing information. In most multicomputers, a packet enters the network from a source node and is switched or routed toward its destination through a series of intermediate nodes. Four types of switching techniques are usually used for this purpose: circuit switching, store-and-forward, virtual cut-through, and wormhole.

In circuit switching, a dedicated path (physical circuit) is established between the source and the destination before the data transfer initiates. Once the data transfer is initiated, channels on the path are reserved exclusively, the message is never blocked and buffering of data is not needed. On the other hand, establishing the path requires
significant overhead time and reservation of all channels for the entire duration of message transmission degrades performance. Circuit switching was once used in old multicomputers such as iPSC/2 but is no longer used in new commercial multicomputers.

In store-and-forward switching, a message is divided into packets that are independently routed towards their destination. The entire packet is buffered at every intermediate node and then forwarded to the next node in its path. The advantage of packet switching is that the channel resources are occupied only when a packet is actually transferred. The drawback is that, since the packet is stored entirely at each intermediate node, the time to transmit a packet from the source to the destination is directly proportional to the number of hops in the path. Ncube-1 and Ametek 14 are multicomputers that adopted store-and-forward switching.

In virtual cut-through, while routing toward its destination, a packet is stored at an intermediate node only if the required next channel is occupied by another packet. Hence, the distance between the source and destination has little effect on communication latency. The disadvantage of the virtual cut-through technique is that each node must provide sufficient buffer space for all the messages passing through it.

Wormhole routing is a variant of the virtual cut-through technique that avoids the need for large buffer spaces. In wormhole routing, a packet is transmitted between the nodes in units of flits, the smallest unit of a message on which flow control can be performed. The header flit(s) of a message contains all the necessary routing information and guides the route. All the other flits contain the data elements and follow the header flit(s) contiguously in a pipelined fashion as indicated in Figure 2.1.5. The main advantage of wormhole routing is that its transmission latency is insensitive to the distance between
the source and destination. Moreover, since the message moves flit by flit across
the network, each node needs to store only one flit. Wormhole routing is said to be the most
promising switching technology for multicomputers and is used in Touchstone Delta,
Symult 2010, and MIT J-Machine [6].

![Diagram](image)

**Figure 2.1.5: Message Format in Wormhole Routing**

The drawback of wormhole routing is that it can easily cause blocking and deadlock.
Since the header flit governs the routing, if it cannot advance in the network due to
resource contentions, all the trailing flits are also blocked along the path and can further
block other messages or cause deadlock. Prevention of deadlock is one of the main issues
in wormhole switching, and is usually accomplished by a suitable choice of routing
function (such as XY-routing) that selectively prohibits messages from taking some
paths, thus prevents cycles in the network. Virtual channels can also be used in
wormhole-routed networks to prevent deadlock and chained blocking [Dally 1992].
2.1.2 Multicast

2.1.2.1 Multicast Problems

Let the interconnection topology of a multicomputer be denoted by a host graph $G(V, E)$, where each vertex in $V$ corresponds to a node and each edge in $E$ corresponds to a communication link. For a multicast communication, let $u_0$ denote the source node and $u_1, u_2, \ldots, u_k$ denote $k$ destination nodes, where $k \geq 1$. The set $K = \{u_0, u_1, u_2, \ldots, u_k\}$, which is a subset of $V(G)$, is called a multicast set. Depending on the underlying communication paradigm and the routing method, the multicast communication problems can be formulated as four different graph theoretical problems: Multicast Path (MP) problem, Multicast Cycle (MC) problem, Steiner Tree (ST) problem, and Multicast Tree (MT) problem [1].

**Multicast Path (MP) Problem**

In some communication mechanisms, replication of an incoming message in order to be forwarded to multiple neighboring nodes involves too much overhead and is usually undesirable. Thus, some routing method does not allow each node to replicate the message passing by. In such case the multicast routing problem becomes finding a path starting from $u_0$ and visiting all $k$ destination nodes. The optimization problem is to find an optimal multicast path (OMP) and is formally defined as follows.

**Definition 2.1.5 (Optimal Multicast Path)** A multicast path $MP(v_i, v_2, \ldots, v_n)$ for a multicast set $K$ in $G$ is a subgraph $P(V, E)$ of $G$, where $V(P) = \{v_1, v_2, \ldots, v_n\}$ and $E(P) = \{(v_i, v_{i+1}) : 1 \leq i \leq n-1\}$, such that $v_i = u_0$ and $K \subseteq V(P)$. An OMP is an $MP$ with the
shortest total length.

**Multicast Cycle (MC) Problem**

Reliable communication is essential to a message passing system. Usually, a separate acknowledgment message is sent from every destination node to the source node. One way to avoid sending \(|K|\) separate acknowledgment messages is to have the source node itself receive a copy of the message it initiated after the last destination node being visited. Thus, the multicast communication problem is the problem of finding a shortest cycle, called *Optimal Multicast Cycle (OMC)* for \(K\).

**Definition 2.1.6 (Optimal Multicast Cycle)** A multicast cycle \((v_i, v_{i+1}, ..., v_n, v_1)\) for \(K\) is a subgraph \(C(V, E)\) of \(G\), where \(V(C) = \{v_i, v_{i+1}, ..., v_n\}\) and \(E(C) = \{(v_i, v_{i+1}), (v_{i+1}, v_{i+2}), ..., (v_{n-1}, v_1)\}\) such that \(K \subseteq V(C)\). An OMC is an MC with the shortest total length.

**Steiner Tree (ST) Problem**

Both OMC and OMP assume that the message will not be replicated at any node during transmission. However, message replication can be implemented by using some hardware approach. If the major concern is to minimize traffic, the multicast problem becomes the well-known *Steiner Tree* problem [1]. Formally, we restate the ST problem as follows.

**Definition 2.1.7 (Minimal Steiner Tree)** A Steiner tree \(S(V, E)\) for a multicast set \(K\) is a subtree of \(G\), such that \(K \subseteq V(S)\). A *Minimal Steiner Tree (MST)* is a ST with the minimal total length.
Multicast Tree (MT) Problem

In the ST problem, we do not require the using of a shortest path from the source to a destination. If the distance of two nodes is not a major factor to the communication time, such as wormhole routing, the above optimization problem is appropriate. However, if the distance is a major factor to the communication time, such as the store-and-forward mechanism, then we may like to minimize time first then traffic. The multicast communication problem is then modeled as an Optimal Multicast Tree (OMT) problem which is defined as below.

Definition 2.1.8 (Optimal Multicast Tree) An OMT, $T(V,E)$, for $K$ is a subtree of $G$, such that 
\begin{itemize}
\item[a)] $K \subseteq V(T)$,
\item[b)] $d_{T}(u_{0}, u_{i}) = d_{G}(u_{0}, u_{i})$ for $1 \leq i \leq k$,
\item[c)] $|E(T)|$ is as small as possible.
\end{itemize}

Complexity of Multicast Problems

Essentially, in terms of computation complexity, the above graph optimization problems can be stated as: Given a host graph $G$, a multicast set $K$, and an integer $l$, does there exist an OMP (OMC, MST, OMT) for $K$ with total length less than or equal to $l$? Apparently, the complexity of each of the above optimization problems is directly dependent on the underlying host graph. Lin et al [1] proved a number of results related to the complexity of multicast problems, which we treat as theorems here:

Theorem 2.1.1 The OMC, OMP, MST and OMT problems for 2D mesh graph are all NP-complete.
It is not difficult to see these results can also be applied to higher dimensional meshes. Since a multicast problem in a 2D-mesh can always be treated as a special case of that in an $n$-dimensional mesh ($n>2$), if multicast problems in $n$-dimensional meshes are not NP-complete, then they should not be NP-complete for 2D meshes either, which contradicts the theorem above. Hence, we have the following theorem.

**Theorem 2.1.2** The OMC, OMP, MST and OMT problems for $n$-dimensional ($n>2$) mesh graphs are all NP-complete.

### 2.1.2.2 Multicast Models

We just studied the multicast problems merely at theoretical level in the previous section. In practice multicast in mesh-connected networks can be implemented in many different ways which are referred here as multicast models. In general, multicast models are divided into two categories: unicast-based and tree-based. In most of first generation multicoimputers, the hardware at each node only supports one to one communications. Therefore, multicast communications can only be implemented through multiple unicasts, named unicast-based multicast.

**Unicast-based multicast**

Unicast-based multicast can also be implemented in many ways. The naive way is just to send a separate copy of the message from the source node to every destination node, hence called separate addressing [4]. This is the simplest but most costly way both on
time and traffic since it is completely sequential and makes no use of any previous traffic. Another way is called chain tree, in which the source node only sends a copy of the message to a subset of destinations and then the destinations that have received the message further forward it to those that have not received yet. The process continues until all destinations receive the message, thus forming a logic message-passing tree composed of all destination nodes.

![Diagram of chain tree multicast](image)

(a) ![Diagram of unicast-based multicast](image)

(b) **Figure 2.1.6: Example of Unicast-based Multicast**

Figure 2.1.6 illustrates how chain tree multicast works. Figure 2.1.6(a) indicates the distribution of the destinations \(d_1, d_2, d_3, d_4, d_5\) and the source node \(s\). Figure 2.1.6(b) is a possible chain tree in which each link represents a unicast between the two nodes. Assume each node can be involved in one unicast at a time, the number besides the links indicates at which step the unicast is conducted.

**Tree/Path-based multicast**
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In tree-based multicast, the hardware (router) at each node usually supports multicast routing. Routing information with the set of destinations is embedded in the header of a packet. The source node sends the packet to a selected set of its neighboring nodes, each of which is able to digest the routing information without the intervening of the CPU and decides what to do next. Depending on the routing information embedded in the packet, the receiving nodes may simply accept the packet (a leaf destination node) or may just pass the message to one of its own neighbors (a passerby node) or both (an intermediate destination node). In some cases the node (a replicate node) may need to replicate the message, modify the routing information in the header, and then pass it to several neighboring nodes. Thus, the message is disseminated from node to node in a certain order until all destinations receive the message. All nodes and links involved in the dissemination occur only once at a certain time, forming a tree in the host network rooted at the source node. In some special cases, the message is passed along one or several paths starting at the source node.

Tree-based multicast is recognized for its high efficiency on both time and traffic [8, 27, 37, 39, 40]. Hardware support and high parallelism in the message dissemination both significantly reduce the communication latency. In the multicast tree, destination nodes share as much common routing path as possible and no links occur twice. Hence, the total traffic tends to be small too. Tree-based multicast generally outperforms the unicast-based multicast and has become a more promising multicast model for the new generation multicomputers.
2.1.2.3 Multicast in Mesh

Mesh, due to its good properties, has become a popular network topology in multicomputers. Compared to multicast in an arbitrary network topology, multicast routing in mesh-connected networks is much easier to design. It can be implemented at a low cost as a result of the meshes' geometric regularity. For example, nodes of mesh are arranged like an array, connectivity and distance between them can be determined by comparing their coordinates. And the routing is simply to choose the direction (dimension) at each node. These good characteristics reduce the complexity of the algorithm significantly, which will otherwise involve a lot of graph based searching. Moreover, because of the regularity, the length and bandwidth of each link is almost the same. Hence, we can assign the same weight usually one to each link, which simplifies the calculation and achieves very good scalability.

2.1.2.4 Multicast Evaluation Criteria

The main process of multicast routing is to select paths to deliver a message from the source to all its destinations in a very efficient and economical way. Lin [1] proposed traffic and time as two major parameters to evaluate multicast communication. The parameter traffic refers to the number of links used to deliver the source message to all its destinations. The parameter time is the message transmission time starting from when the source sends out the message till the last destination receives it.

Good performance of a multicast routing algorithm involves several contradicting requirements. One requirement is that the message should be sent from the source to all destinations as soon as possible, i.e. to minimize the multicast time. Another requirement
is that the multicast operation should create as less traffic as possible. Heavy traffic not only costs resources but also causes contention, blocking, deadlock, and could increase the time. The third important requirement is the computational complexity of the routing algorithm should be small. Large computation complexity will increase the delay at each node and deteriorate the overall performance. However, these three parameters are not totally independent, and obtaining optimal result for one parameter may degrade the result for the other.

As a matter of fact, we have already learned that OMP, OMC and MST problems which try to obtain optimal multicast traffic are NP-complete. Hence, the problem of obtaining results optimal for both time and traffic will be NP-hard. A practical solution is to design heuristic algorithms with a reasonable complexity, which can obtain near optimal result of one parameter without seriously degrading the result of the other parameters.

2.1.2.4.1 Evaluation of Multicast Traffic

Calculation of multicast traffic is indifferent regardless of the underlying network topology, switching technology, and routing algorithms. For tree-based multicast, the traffic is just the total number of edges in the tree. Let \( MT(V,E) \) define the multicast tree for multicast from the source \( u_0 \) to \( K \) destinations where \( V \) is the set of nodes in the tree and \( E \) is the set of edges in the tree, then we have the formula.

\[
\text{Multicast Traffic} = |E(MT)|
\]  \hspace{1cm} (2.1.1)
Besides the parameter traffic, another parameter called Additional Traffic is also widely used to evaluate the traffic [1]. Additional Traffic is essentially the total traffic subtracted by the total number of destinations [1, 7, 12]. Sending a message to \( K \) destinations needs at least \( K \) links, each of which delivers the message to one destination. So, the amount of traffic on top of the minimum necessary traffic is considered additional traffic. It reflects the efficiency of the traffic better than total traffic. In the multicast stated above, we have the following formula.

\[
\text{Additional Traffic} = |E(\text{MT})| - K
\]  

(2.1.2)

2.1.2.4.2 Evaluation of Network Latency

The performance of communication is often evaluated by the communication latency which is an accumulation of network latency. Network latency is defined as the time between the moment when the message head is injected into the network by the source node and the moment when the message tail is absorbed by the destination node. Calculation of network latency greatly depends on the underlying switching technologies. We will present the formulas to calculate the network latency for the four types of switching techniques used in multicomputer network.

In store-and-forward switched network, when a packet reaches an intermediate node, the entire packet has to be stored in the buffer before it is forwarded to a neighboring node. Hence, the message transmission time is linearly proportional to the number of hops (distance) between two nodes. Thus, the network latency is:
\textbf{Network Latency}=\frac{L}{B}D \tag{2.1.3}

Where \( L \) is the length of the packet, \( B \) is the bandwidth of the channel, and \( D \) is the length of the path between the two nodes, i.e. the number of links in the path.

In circuit switching, a control packet is first transmitted to construct a physical circuit between the source and the destination node. Once the circuit is established, the actual packet is transmitted along the circuit to the destination. Thus, the network latency is:

\textbf{Network Latency}=\frac{L_c}{B}D + \frac{L}{B} \tag{2.1.4}

Where \( L_c \) is the length of the control packet transmitted to establish the circuit and when \( L_c << L \), the distance \( D \) has a negligible effect on the network latency.

In virtual cut-through switching, a packet is stored at an intermediate node only if the next required channel is busy; otherwise, it is forwarded immediately to next node without buffering. The network latency is:

\textbf{Network Latency}= \frac{L_s}{B}D + \frac{L}{B} \tag{2.1.5}

Where \( L_s \) is the length of the header field and when \( L_s << L \), the distance \( D \) has a negligible effect on the network latency.

In wormhole routing, a packet is divided into a number of smaller units called flits for transmission. The header flit governs the route. As the header advances along the
specified route, the remaining flits follow in a pipeline fashion without delay. The network latency is:

\[ \text{Network Latency} = \frac{L \cdot f}{B} \cdot D + \frac{L}{B} \]  

(2.1.6)

Where \( L_f \) is the length of each flit and when \( L_f << L \), distance \( D \) has a negligible effect on the network latency.

Figure 2.1.7 illustrates the calculation of the network latency in networks using different switching techniques when a packet is transmitted from a source node \( S \) to the destination node \( I3 \) through intermediate nodes \( I1 \) and \( I2 \). Since the network latency of store-and-forward switching is the packet size times the hops, it is usually much larger than that of the other switching technologies. In general store-and-forward works well when the packets and network size are small.

(1) Store-and-forward (2) Circuit Switching (3) Wormhole routing

Figure 2.1.7: Comparison of Different Switching Techniques
Figure 2.1.8 compares the network latency at different distances in contention free networks using store-and-forward, circuit switching, and wormhole routing techniques. Although the network latency in wormhole-routed networks is distance-insensitive, it is still desirable to reduce the path lengths, which will reduce the overall traffic loads and channel contentions.

![Figure 2.1.8: Comparison of Communication Latency](image)

2.1.2.4.3 Evaluation of Multicast Time

Multicast time, also known as multicast communication latency, is the message transmission time of a multicast starting when the source sends out the message till the last destination receives the message. Communication latency depends on the underlying network technologies especially the switching techniques. Criterion for evaluating multicast time varies from one switching technology to another. In the following sections, we present the formulas to calculate the multicast time for the two most commonly used switching technologies: store-and-forward and wormhole routing.
For Unicast-based Multicast

Unicast-based multicast is accomplished through a series of unicasts between destinations in the order designated by a logical multicast tree. Since the network latency in wormhole routed networks is distance insensitive, each step of unicast takes approximately the same amount of time. Therefore, the unicast-based multicast latency is actually decided by the maximum number of message passing (unicast) steps needed to send the message to all destinations (i.e. depth of the logical multicast tree). Assume the number of unicasts needed to deliver the message from source node \( u_0 \) to destination nodes \( v_1, v_2, \ldots, v_k \) is \( n_1, n_2, \ldots, n_k \) respectively, then

\[
Multicast\ Time = \max\{n_1, n_2, \ldots, n_k\} \quad (2.1.7)
\]

An algorithm to construct the optimal multicast tree was proposed in [5] consisting of the minimum \( \lceil \log_2 m \rceil \) steps, where \( m \) is the total number of destinations. It is obtained when the number of destinations that receive the message doubles at each step.

For Tree/Path-based Multicast

Calculation of multicast latency for tree-based multicast is more complicated. Assume a multicast delivers a message to \( K \) destinations, the length of the path from the root/source node to the destination nodes \( d_1, d_2, \ldots, d_K \) in the multicast tree are \( l_1, l_2, \ldots, l_K \) respectively.

The network latency in store-and-forward switched networks is proportional to the distance, and can be counted in hops which represent the time for a message to be
transmitted from a node to its neighboring node. In a network with all-port architecture where the message can be transmitted from a node to all its neighbors simultaneously, the multicast time will simply be the length of the longest path to a destination, i.e.

\[ \text{Multicast Time} = \max \{ l_1, l_2, \ldots, l_{k-1}, l_k \} \] (2.1.8)

But in networks with one-port architecture, hops waited at the branching nodes have to be counted. Assume on the path to destination node \( d_i \), there are \( n \) branching nodes and the hops waited at each branching node is \( h_1, h_2, \ldots, h_{n-1}, h_n \), then the total hops waited at branching nodes for \( d_i \) is \( w_i \), where

\[ w_i = \sum_{j=1}^{n} h_j \]

Multicast time will be the maximum number of hops it takes for the message to reach all the destinations.

\[ \text{Multicast Time} = \max \{ l_1+w_1, l_2+w_2, \ldots, l_{k-1}+w_{k-1}, l_k+w_k \} \] (2.1.9)

Figure 2.1.9 illustrates how the hops are counted in a multicast tree of one-ported network. The root is the source node, the filled circles stand for destination nodes, and the empty circles stand for intermediate nodes. The number beside each link designates the number of the hop when the message is transmitted at that link.

In wormhole-routed networks, things are quite different. The network latency \( (T) \) in wormhole routed networks is \( T = \frac{(L_e/B)D + L/B}{B} \) as presented in Formula (2.1.6). Assuming
that the time to transmit one flit from a node to its neighbors is one time unit, i.e. \( L_B = 1 \), then the formula can be simplified as follows.

\[
\text{Network Latency} = D + L
\]  \hspace{1cm} (2.1.10)

So, the network latency is the sum of the distance and the length of the message. In a multicast, the length \((L)\) of the message is the same for all destination nodes. The multicast latency will be decided by the longest path to a destination in the multicast tree. Therefore, we have:

\[
\text{Multicast Time} = \max(l_1, l_2, \ldots, l_n) + L
\]  \hspace{1cm} (2.1.11)
2.2 Review of Previous Studies

Many papers related to multicast in mesh-connected multicomputers have been published since the early 90s’. The following is a brief review of the history of the studies in this field.

**Basic Theories and Early Studies**

In 1993 Lin and Ni [1] introduced multicast communication in multicomputers in details and gave the formal definitions of the multicast problems. They further proved a series of results such as the NP-completeness of multicast problems, and defined the criteria for evaluating the performance of multicast routing. In addition they proposed several heuristic multicast algorithms in general such as the sorted MP algorithm, which we use as a guideline to design our algorithms.

Most of first generation multicomputers used store-and-forward switching and adopted the hypercube topology because it obtains a very short distance among any pair of nodes. In late 1980s, numerous papers [31, 32] were dedicated to multicast routing in multicomputers with hypercube topologies. But when the distance insensitive wormhole routing emerged as a more popular switching technology, hypercube was gradually replaced by low dimensional meshes.

In 1993 Ni and Mckinley conducted a very thorough survey [2] on wormhole routing technology. Performance evaluation of wormhole routed networks is discussed in details. Due to the fact that wormhole routing is particularly susceptible to deadlock, several approaches to ensure deadlock-free routing are proposed. Some of the techniques such as dimensional ordered routing (XY-routing) are adopted by our algorithms. Later in 1998,
Mohapatra further discussed various techniques for enhancing the performance and reliability of the wormhole routing [6]. These deadlock-preventing and fault-tolerant techniques [2, 6] can be easily incorporated into our algorithms upon implementation.

**On Unicast-based Multicast**

In early wormhole-routed multicomputers, hardware used to only support unicast. Hence, a multicast communication has to be done through a sequence of unicasts. Mckinley [5] presented two optimal efficient algorithms to implement multicast communication in wormhole-routed n-dimensional meshes which delivers a multicast message to m-1 destinations in \([\log m]\) message passing steps. In 1995 Robinson et al presented the version of the algorithms for wormhole-routed torus networks called U-torus [11], which also achieved the \([\log m]\) optimal result.

Unicast-based multicast proved not to be very efficient due to its low parallelism, lack of optimization on traffic, and too much software involvement. Hardware supported tree-based multicast was needed to improve the performance of multicomputers.

**On Tree-based Multicast**

In 2003 Liu [3] proposed two tree-based multicasting algorithms for mesh and torus networks: the \(VH\) algorithm with a time complexity of \(O(KD)\), and the \(DIST\) algorithm with a time complexity of \(O(KDN)\). Simulations showed that the \(DIST\) algorithm generates less traffic than \(VH\) algorithm, but at the price of much larger multicast time and computation complexity. \(VH\) algorithm, on the other hand, obtained very low computation complexity and optimal multicast time. But simulations indicated that it creates a very large amount of traffic. Harutyunyan later proposed the \(MIN\) algorithm...
[22], which was designed to reduce the multicast traffic. Simulations proved that the MIN algorithm produces the least traffic among all the algorithms without significantly degrading the multicast time, but its computation complexity is higher than others.

Hence, each of these algorithms needs some improvement on one aspect or the other. Fortunately, due to the good properties of mesh topology, multicast routing that obtains optimal time is achievable at a low computation complexity. How to reduce the traffic as much as possible for the time optimal multicast algorithms becomes a new challenge in this field, which leads to the development of our new algorithms: the DIAG and DDS.

**On Path-based Multicast**

Tree-based multicast routing may seem to be efficient on both time and traffic. But simulations showed they only perform well in store-and-forward switched networks, not in wormhole routed networks. Lin proved in details in [7] that path-based multicast routing outperforms tree-based multicast routing in wormhole routed networks. With wormhole emerging as the most promising switching technology [7], efficient path-based multicast routing algorithms are also very desirable.

Lin and Ni proposed the dual-path and multi-path multicast routing algorithms for wormhole-routed multicomputers with 2D-mesh or hypercube topology [7]. Both algorithms used a Hamiltonian path to guide the routing of the message along as short paths as possible. The drawback of such algorithms is that they create large excessive traffic because routing has to observe the order of the Hamiltonian path. Hence, how to reduce the total traffic or the length of routing paths remains a challenge and leads to the development of our XY-path algorithm featuring two guiding paths for message routing.
Chapter 3

Proposed Multicast Algorithms

3.1 Modeling of the Problem

Following the convention, we model the mesh network in multicomputers as a graph, and the multicast problem as finding the optimal multicast tree in the host graph. We will introduce the model in details in the following sections.

3.1.1 Problem and the Model

In our model every node of the multicomputer usually consisting of a processor and a router is deemed as a vertex, and connections between pairs of nodes are deemed as edges (links) in the host graph. Depending on the underlying network topology, the deployment of the nodes and connectivity between them will result in very different host graphs. In our study, the mesh-connected multicomputer network is modeled as an $n$-dimensional mesh graph.

We can just imagine that the $n$-dimensional mesh is fit into the first (positive) section of an $n$-dimensional coordinate space with their origins overlapped. Each node of the mesh is located at a point which is identified by the node’s corresponding $n$-coordinate vector, and each pair of neighboring nodes are connected with a line that represents the
link between them. Distance between neighboring nodes is one which stands for the weight of the edge.

**The Problem**

As we mentioned in Chapter 2, the two parameters *time* and *traffic* used to evaluate multicast contradict each other. It is hard to minimize both. So the common strategy is to minimize one parameter first and try to reduce the value of the other parameter as much as possible [3]. If an algorithm tries to obtain minimal traffic, the problem becomes a *Minimal Steiner Tree (MST)* or *Optimal Multicast Path (OMP)* problem which is NP-complete in general. If it minimizes the time first and tries to reduce the traffic as much as possible, the problem becomes *Optimal Multicast Tree (OMT)* problem which is NP-complete in general as well. Fortunately, OMT which is often reduced to shortest path problems is not very hard in a mesh graph. In our study, we choose the second approach to design efficient multicast routing algorithms for mesh-connected multicomputers. Hence, our problem becomes the *Optimal Multicast Tree (OMT)* problem in mesh graphs. Here is the formal definition.

**Definition 3.1.1 (OMT Problem In Meshes)** Given the host mesh network $M$, and a multicast from the source node $u_0$ to $k$ destination nodes set $K=\{ u_1, \ldots, u_k \}$, find the *Optimal Multicast Tree, $T(V,E)$*, such that a) $T$ is a subgraph of $M$; b) $K \subseteq V(T)$; c) $d_T(u_0, u_i) = d_M(u_0, u_i)$ for $1 \leq i \leq k$, (Shortest Path); d) $|E(T)|$ is as small as possible.

**The Computational Model**
In reality any node in the mesh could be the source node $u_0$ that sends a message to a set of arbitrary destination nodes. In order to simplify the mathematical model and simulations, we assume the source node is fixed at the origin of the mesh or torus.

![Figure 3.1.1: Model of Multicast in Mesh](image)

The legitimacy of this assumption is obvious in the case of the symmetrical torus network. An arbitrary instance of multicast in tori can be reduced to an equivalent case, whose source node is located at the origin, by simply rotating some distance along each dimension. In the case of mesh, an arbitrary instance of multicast can also be reduced to several such multicasts in submeshes, which have the source node at their respective origins and a subset of the destination nodes. Consider the multicast in 2D mesh as an example illustrated in Figure 3.1.1. An arbitrary multicast is launched in the mesh from a source node $s(3,4)$ to a set of destination nodes $d_i(1,2), d_i(1,5), d_i(4,1), d_i(6,2), d_i(6,5)$. We can split the mesh into 4 submeshes by dividing it along the $X$ and $Y$ dimensions of node $s$, i.e. submesh$_1$, submesh$_2$, submesh$_3$, and submesh$_4$. Meanwhile, the original destination set was also divided into 4 subsets, one for each submesh. Now, assume that
the source node \( s \) is the origin of each submesh. Then the original multicast can be reduced to four multcasts from the origin \( s \) to its respective subset of destinations in each submesh. The computation complexity, value of performance evaluating parameters, and simulation results of the original multicast can be reflected by those in the four submeshes.

### 3.1.2 Definitions and Notations

Definitions and notations of a graph, mesh and path in general were introduced in Chapter 2. Here we present more specific notations related to our study of multicast in 2D/3D meshes/tori.

**On Mesh Network**

In an \( n \)-dimensional mesh network, the distance between nodes \( (x_0, x_1, ..., x_{n-1}) \) and \( (y_0, y_1, ..., y_{n-1}) \) is \( \sum |y_i - x_i|, \ 0 \leq i \leq n-1 \). The maximum degree of the node in the \( n \)-dimensional mesh is \( 2n \), and the diameter of the \( n \)-dimensional mesh is \( \Sigma(k-1), 0 \leq i \leq n-1 \).

A 2D mesh is usually denoted as \( 2DM(m \times n) \). Each node is identified by coordinate \( (x, y) \), where \( 0 \leq x \leq m-1 \) and \( 0 \leq y \leq n-1 \). The total number of nodes in \( 2DM \) is \( N = m \times n \). Every node in \( 2DM \) has at least 2 and at most 4 neighbors. And the diameter of \( 2DM \) is \( m + n - 2 \). Figure 3.1.2 (a) shows an \( 8 \times 8 \) 2D mesh.

A 3D mesh network is usually denoted as \( 3DM(m \times n \times p) \), which contains \( N = m \times n \times p \) nodes. Each node is identified by coordinate \( (x, y, z) \), where \( 0 \leq x \leq m-1, 0 \leq y \leq n-1, \) and \( 0 \leq z \leq p-1 \). The node of 3D mesh has maximum degree 6, and the diameter of \( 3DM \) is \( m + n + p - 3 \).
Definition 3.1.2 (Zone) A zone $Z$ of an $n$-dimensional mesh $M(k_0 \times k_1 \times \ldots \times k_n)$, where $k_i \geq 2$ ($0 \leq i \leq n-1$), is a submesh within $M$. Assume $x(x_0, x_1, \ldots, x_{n-1})$ and $y(y_0, y_1, \ldots, y_{n-1})$ are the two end points of the diagonal of the zone, then for any node in the zone $z(z_0, z_1, \ldots, z_{n-1})$, $z_i$ is between $x_i$ and $y_i$ ($0 \leq i \leq n-1$). We denote a zone with the two diagonal nodes $x$ and $y$ as $\{x \leftrightarrow y\}$.

Definition 3.1.3 (Multicast Zone) In an $n$-dimensional mesh or torus $M(k_0 \times k_1 \times \ldots \times k_n)$, where $k_i \geq 2$ ($0 \leq i \leq n-1$), if a multicast sends a message from the source node $s$ to a set of destination nodes $D = \{d_1, d_2, \ldots, d_k\}$. The multicast zone is the minimal zone that covers the source node $s$ and all the destination nodes in $D$.

On Torus Network
In general a torus network is a mesh with wraparound links that connect the two end
nodes \((x_0, ..., x_{i-1}, k_i \cdot l, x_{i+1}, ..., x_n)\) and \((x_0, ..., x_{i-1}, 0, x_{i+1}, ..., x_n)\) in the \(i\)th dimension. All of
the links are bi-directional. A transfer is in the positive direction if it is from node \((x_0, ..., x_{i-1}, x_i, x_{i+1}, ..., x_n)\) to node \((x_0, ..., x_{i-1}, (x_i + 1) \mod k_i, x_{i+1}, ..., x_n)\) and vice versa it is called
negative direction.

In an \(n\)-dimensional torus network, the distance between node \((x_s, x_i, ..., x_n)\) and node
\((y_s, y_i, ..., y_n)\) is \(\sum_{i=0}^{n-1} |x_i - y_i|, k_i \cdot |y_i - x_i|\), \(0 \leq i \leq n-1\). The degree of a node in the \(n\)-
dimensional torus is \(2n\) and its diameter is \(\sum [k_i/2], 0 \leq i \leq n-1\). We will use the same set of
notations of 2D/3D meshes for 2D/3D tori.

**On Multicast**

**Definition 3.1.4 (Multicast in 2DM/2DT)** In a 2D mesh/torus network \(M(m \times n)\), given a
source node \(s(0,0)\) and a set of destination nodes \(D=\{(x_i, y_i) , (x_i, y_j), ..., (x_i, y_k)\}\), where \(0 \leq x_i \leq m-1\) and \(0 \leq y_i \leq n-1\). Multicast sends a message from \(s\) to all nodes in \(D\). Define:
\(X_{\text{max}} = \max\{x_i, ..., x_i\}; \ Y_{\text{max}} = \max\{y_i, ..., y_i\}\}; The total number of nodes in the mesh \(N = m \times n\); The diagonal node of \(s\) in the multicast zone \(d = (X_{\text{max}}, Y_{\text{max}}); D_{\text{max}} = \max\{D_i, ..., D_k\}\) where \(D_i\) is the distance between the source and the destination \((x_i, y_i)\).

**Definition 3.1.5 (Multicast in 3DM/3DT)** In a 3D mesh/torus network \(M(m \times n \times p)\),
given a source node \(s(0,0,0)\) and a set of destination nodes \(D=\{(x_i, y_i, z_i), (x_i, y_j, z_j), ..., (x_i, y_k, z_k)\}\), where \(0 \leq x_i \leq m-1\), \(0 \leq y_i \leq n-1\) and \(0 \leq z_i \leq p-1\). Multicast sends a message from \(s\) to all nodes in \(D\). Define: \(X_{\text{max}} = \max\{x_i, ..., x_i\}; \ Y_{\text{max}} = \max\{y_i, ..., y_i\}; \ Z_{\text{max}} = \max\{z_i, ..., z_i\}\}; The total number of nodes in the mesh \(N = m \times n \times p\); The diagonal node
of \( s \) in the multicast zone \( d = (X_{\text{max}}, Y_{\text{max}}, Z_{\text{max}}) \); \( D_{\text{max}} = \max\{D_1, ..., D_l\} \) where \( D_i \) is the distance between \( s \) and the destination \( (x_i, y_i, z_i) \).

**Definition 3.1.6 (Multicast in n-D Mesh)** In a \( n \)-dimensional mesh network \( M(k_1 \times k_2 \times ... \times k_n) \), given a source node \( s(0, 0, ..., 0) \) and a set of destination nodes \( D = \{d_1, d_2, ..., d_l\} \) Multicast sends a message from \( s \) to all nodes in \( D \).

![Figure 3.1.3: Legend for a Multicast Tree](image)

According to the kind of role they play, nodes in a multicast tree can be classified into the following categories: *Source node, Destination node, Leaf node, Intermediate node, Replicate node, and Passerby node.* Any node between the source node and a leaf node is called *Intermediate node.* If an *Intermediate node* has to forward the message to more than one node, it is called *Replicate node.* An *Intermediate node* can also be a *Destination node.* If an *Intermediate node* is neither a *Destination node* nor a *Replicate node,* it is called a *Passerby node.*

*Figure 3.1.3* illustrates the legend for different type of nodes in a multicast tree. A double circle in a filled square is the source node. An empty double circle is a non-
destination replicate node and a filled double circle is a destination replicate node. An empty circle is a passerby node. A filled circle is a non-replicate destination node.

3.1.3 Solution to Multicast in Torus

Multicast problems in a torus are very similar to those in a mesh. We present here in details how the multicast problem in tori can be reduced to those in meshes.

2D Torus Network

In the multicast given by Definition 3.1.4, while delivery of the message to the destinations in 2DM always follows the positive directions, that of 2DT may follow in either positive or negative direction, depending on the position of these nodes. The 2DT graph can be divided into four zones shown below and each node \((x, y)\) belongs to one of them.

\[
\begin{align*}
\text{zone: } & \{ (0, 0) \leftarrow \lceil m/2 \rceil - 1, \lceil n/2 \rceil - 1 \} \\
\text{zone: } & \{ (m-1, 0) \leftarrow \lceil m/2 \rceil, \lceil n/2 \rceil - 1 \} \\
\text{zone: } & \{ (0, n-1) \leftarrow \lceil m/2 \rceil - 1, \lceil n/2 \rceil \} \\
\text{zone: } & \{ (m-1, n-1) \leftarrow \lceil m/2 \rceil, \lceil n/2 \rceil \}
\end{align*}
\]

After dividing the 2DT into four zones, the multicast in 2DT becomes multicast in four submeshes. In zone I, message is routed from source node \((0, 0)\) to all the destinations in it. In zone II, node \((m-1, 0)\) first gets the message from node \((0, 0)\) through wraparound links and then is treated as a source node in its zone. Similarly, in zone V, node \((0, n-1)\) is treated as a source node. And node \((m-1, n-1)\) is treated as the source node in zone IV. Figure 3.1.4 illustrates how it works in an \(8 \times 8\) 2D mesh.
**Figure 3.1.4: Division of 2D Torus Network**

**3D Torus Network**

Multicast in 3D torus can be solved in a similar way as in the 2D torus. Unlike the $2DT$ network, which consists of four 2D submeshes, the $3DT$ network can be divided into eight zones as shown below and each node $(x, y, z)$ belongs to one of them. Hence, multicast in the 3D torus given by *Definition 3.1.5* is reduced to multicasts in eight 3D submeshes.

- **zone**: $\{ (0, 0, 0)\in \{ \lceil m/2 \rceil -1, \lceil n/2 \rceil -1, \lceil p/2 \rceil -1 \} \} $
- **zone**: $\{ (m-1, 0, 0)\in \{ \lceil m/2 \rceil, \lceil n/2 \rceil -1, \lceil p/2 \rceil -1 \} \} $
- **zone**: $\{ (m-1, 0, p-1)\in \{ \lceil m/2 \rceil, \lceil n/2 \rceil -1, \lceil p/2 \rceil \} \} $
- **zone**: $\{ (0, 0, p-1)\in \{ \lceil m/2 \rceil -1, \lceil n/2 \rceil -1, \lceil p/2 \rceil \} \} $
- **zone**: $\{ (0, n-1, 0)\in \{ \lceil m/2 \rceil -1, \lceil n/2 \rceil, \lceil p/2 \rceil -1 \} \} $
- **zone**: $\{ (m-1, n-1, 0)\in \{ \lceil m/2 \rceil, \lceil n/2 \rceil, \lceil p/2 \rceil -1 \} \} $
- **zone**: $\{ (m-1, n-1, p-1)\in \{ \lceil m/2 \rceil, \lceil n/2 \rceil, \lceil p/2 \rceil \} \} $
- **zone**: $\{ (0, n-1, p-1)\in \{ \lceil m/2 \rceil -1, \lceil n/2 \rceil, \lceil p/2 \rceil \} \} $
For $n$-dimensional tori, in the same way we deal with 2D and 3D tori, we can transform a multicast in an $n$-dimensional torus into multicasts in $2^n$ $n$-dimensional submeshes by dividing the original mesh at the middle of each dimension.

### 3.2 Tree-based Multicast Algorithms

An efficient multicast routing algorithm should transmit the source message to each destination node with as small transmission time and less communication channels (links) as possible. For a set of given destination nodes, the tree-based multicast routing delivers the message along common paths as much as possible, then branches the message to each destination node which results in a tree-like routes. One multicast can be accomplished through many multicast trees. Our goal is to find the multicast tree that is optimal on both time and traffic. However, the problem is NP-hard, and only heuristics are realistic solutions. Here, we use a pro-time strategy to design the tree-based multicast algorithms that minimize the time first and try to reduce the traffic as much as possible.

Network technologies such as switching techniques significantly affect the performance of multicast algorithms. Research indicated that the general tree-based multicast is good for store-and-forward switching but not for wormhole routing. On the other hand, the path-based multicast in which all destinations on the path can receive and absorb the message worm simultaneously works well in wormhole routed network [1]. We will study on the path-based multicast routing algorithms later.

Here, we first propose two tree-based shortest path multicast algorithms for store-and-forward switched mesh networks: the DIAG algorithm and the DDS algorithm, which obtain near optimal multicast time while keep the multicast traffic as low as possible.
3.2.1 DIAG Multicast Algorithm

DIAG is designed to reduce the large amount of multicast traffic of the previous tree-based time optimal VH algorithm (See details below). The algorithm first finds a path that approximates the diagonal of the multicast zone from the source node to the opposite end. It then uses the diagonal as the main path or stem of the multicast tree and connects all the other destinations through the shortest paths possible. Thus, in the multicast tree, the path between the source node and each destination node is a shortest one which results in near optimal time and modest amount of traffic.

In the following sections, we will discuss in details the motivation and heuristics of designing this algorithm, then present the formal description and analysis of the algorithm in 2D/3D meshes and tori.

3.2.1.1 Motivation of Designing DIAG

Liu [3] designed a time-optimal multicast tree algorithm called VH algorithm in which the message is routed strictly in dimensional order to each destination node. So, the message is transmitted from the source node first along the lowest dimension, then turns to the next lowest dimension, the process goes on until the message arrives at the destination. Thus, we can find the routing path for every destination and then construct the multicast tree by merging the common parts of all the routing paths. Figure 3.2.1.1 shows the multicast tree constructed through VH algorithm for a multicast from the source node (0, 0) to destinations (2, 3), (3, 5), (4, 6) and (6, 9) in a 2D mesh.
VH algorithm delivers the message to each destination along a shortest path obtaining the optimal multicast time. The upper bound of multicast time of VH algorithm in 2D mesh is $D_{\text{max}} + 1$, where $D_{\text{max}}$ is the distance from the source to the farthest destination node and the minimum possible multicast time in theory. VH algorithm also has a very low computational complexity as low as $O(KD)$ compared to $O(KDN)$ of some other algorithms such as the MIN algorithm.

Figure 3.2.1.1: Example of VH Multicast Tree in 2D Mesh

Unfortunately, VH algorithm pays little attention to reduce the multicast traffic. As a result, VH algorithm generates a very large amount of traffic. Figure 3.2.1.2 [22] shows that the additional traffic of VH algorithm almost doubles that of the pro-traffic MIN algorithm.

The question is: Is the large amount of traffic created by VH algorithm necessary for obtaining the shortest paths? After a close look at the multicast example, we find out why VH generates so much traffic. In fact, if we send a copy of the message to node $(6, 9)$ from
node \((4, 6)\) instead of from the far away node \((4, 0)\), much traffic will be saved. So, the excessive traffic is most likely a result of the rigid dimensional order. If we ignore the dimensional order, the message can be routed along the tree shown in Figure 3.2.1.3, which also obtains minimum multicast time with only 15 links of traffic compared to 29 links in the VH multicast tree.
Our question now becomes: can we develop a new algorithm that can obtain near optimal multicast time and reduce the large amount of excessive traffic of VH algorithm. DIAG (diagonal) multicast algorithm is designed just for this purpose. Next, we will discuss the heuristics of DIAG algorithm.

3.2.1.2 Heuristics of DIAG Algorithm

As DIAG algorithm is designed to reduce the traffic of VH algorithm, the main strategy will be to eliminate bad scenarios in VH algorithm which create large excessive traffic.

One major reason why VH enforces the dimensional order is to ensure that messages reach each destination along a shortest path. However, the dimension-ordered routing is not a prerequisite for a shortest path. Figure 3.2.1.4 shows that the dimension-ordered routing results in route (1). But if we take route (2), i.e. alternatively routing along $X$ and $Y$ dimensions, we also get a shortest path.

One of the bad scenarios for VH routing in 2D mesh is when the destinations are located at the bottom of each column as shown in Figure 3.2.1.5. The message has to be routed from top of a column all the way through to the bottom only to one or two destinations, which is not efficient on traffic. This is mainly caused by the strict dimensional order in routing. As a result, the major routing path ($X$ dimension route) is located at the top which is far away from most of the destinations at the bottom.

A natural solution to such a bad case is to let the $X$ dimension routing path intercept the columns at the middle instead of at the top, which can save almost half of the total traffic. In order to balance the two dimensions, we may need to apply the same trick to $Y$
dimension. Hence, the major routing path needs to travel along both dimensions concurrently, instead of in just one dimension. To achieve this, we can let the major routing path advance along either dimension alternatively at small steps (instead of to the maximum coordinate at once) until both dimensions reach their maximum coordinates.

Figure 3.2.1.5: Example of Bad Case VH Multicast Tree

To keep the path balanced in both dimensions, the step length for each dimension should be proportional to the maximum coordinate in the respective dimension. Thus, the
resulted path approximates the diagonal line of the multicast zone. If we route the message from some point at the diagonal major path to each destination node, long distance travel along one dimension to just one or two destinations can be avoided.

Based on this idea, we propose a so-called DIAG (Diagonal) multicast algorithm. Here are some principles or heuristics that we use to design it.

- To maintain the minimized multicast time obtained by VH algorithm, we demand that the message be routed from the source to each destination along a shortest path, in which case, the total traffic will not be very bad either.

- Since the major path (stem of the tree) is the diagonal of the multicasting zone, it is likely that most of the destinations will be around the diagonal not too far away.

- If we first send the message to the destination nodes closer to the source node, then they can forward the message to farther destinations with just a little extra distance.

- If we connect a destination to the existing multicast tree through a shortest path, the new added traffic is likely small, which will result in a small total traffic.

The main procedures of DIAG multicast routing algorithm are roughly described as follows.

Step 1. Find the multicast zone and the diagonal node $d$ which has the maximum coordinate in every dimension of all destination nodes.

Step 2. Form a shortest path that approximates the diagonal line between the source node $s$ and the diagonal node $d$. 
Step 3. Sort all the destination nodes according to their distance to the source node and put them in a queue.

Step 4. Remove the first node \( q \) from the queue and connect it to the closest node \( e \) in the multicast tree and within the zone \( s \Leftrightarrow q \).

Step 5. Repeat step 4 until the queue is empty.

3.2.1.3 DIAG Algorithm in 2D Mesh

This section presents the formal description and analysis of the DIAG multicast algorithm in 2D meshes under the multicast defined by Definition 3.1.4. We divide the algorithm into two parts. Part one is to find the diagonal path and called DIAG multicast preparation algorithm. Part two is to construct the complete multicast tree and called DIAG multicast routing algorithm.

Algorithm 3.2.1.1(Multicast preparation algorithm of DIAG in 2DM)

Let us denote the diagonal path from the source node \( s \) to its diagonal node \( d \) as \( DP \). Denote the diagonal line from \( s \) to \( d \) as \( sd \). \( \sigma(u) \) denotes the \( x \) coordinate of node \( u \), and \( \sigma(u) \) denotes the \( y \) coordinate of node \( u \). \( D(u,l) \) denotes the distance from node \( u \) to line \( l \).

Input: \( M, D, s \)
Output: \( DP \)
Variable: \( u, u', u'' \) (temporary nodes)

1. \( DP=\{ s \}; u=s; \) Find the diagonal node \( d \)
2. \( \sigma(u')= \sigma(u)+1; \sigma(u')= \sigma(u) \)
   \( \sigma(u')= \sigma(u); \sigma(u')= \sigma(u)+l \)
   IF \( (D(u', sd) \leq D(u'', sd)) \) THEN \( u=u' \)
   ELSE
   \( u=u'' \)
   \( DP=DP+\{ u \} \)
3. Repeat Step (2) until \( u=d \)
**Proposition 3.2.1.1** The time complexity of the preparation algorithm of DIAG multicast in 2D meshes is $O(m+n)$.

**Proof.** The preparation algorithm is to find a path which approximates the diagonal line from the source node $s$ to the diagonal node $d$ of the multicast zone as much as possible. The process starts from the source node $s$ and keeps routing from the current node toward node $d$ to one of its neighboring nodes which is closest to the diagonal line. The result is a shortest path from the source node $s$ to the diagonal node $d$. The length of the path is the times that this process is repeated, i.e. the time complexity, and less than the diameter of the mesh which is $m+n-2$.

**Algorithm 3.2.1.2 (DIAG multicast routing algorithm in 2DM)**

Let $DP$ denote the diagonal path from the source node $s(0, 0)$ to its diagonal node $d$. The multicast tree constructed through the routing algorithm is denoted as $MT$.

**Input:** $M, D, s, DP$

**Output:** $MT$

**Variables:** $u, c$ (temporary nodes)

(1) Sort the destination nodes in $D$ according to their distance to the source node $s$
(2) $MT=DP$ (Initialize the multicast tree with the diagonal path)
(3) $u=$first node in $D$
   - Find a node $c$ in $MT$ and in zone $\{s\leftrightarrow u\}$, that is closest to node $u$
   - Add node $u$ to $MT$ through a shortest path from $c$ through $XY$ routing
   - $D=D - \{u\}$
(4) Repeat Step (3) until $D=\emptyset$
(5) Cut the tail part of $DP$ which has neither destination nodes nor replicate nodes
**Proposition 3.2.1.2** The time complexity of the routing algorithm of DIAG multicast in 2D meshes is $O(kN)$ where $K$ is the total number of destinations and $N$ is the total number of nodes in the mesh.

*Proof.* We know that step (1) which sorts the destinations will take $O(k\log k)$, step (3) is actually to add the $K$ destinations to the existing multicasting tree. For each destination, it needs to traverse the multicast tree which contains no more than $N$ nodes. So step (3) will take $O(kN)$. All together, it will take $O(kN + k\log k)$ which is at the same order with $O(kN)$.

**Proposition 3.2.1.3** In the multicast tree constructed by DIAG routing algorithm, the path from the source node $s$ to any destination node is a shortest one.

*Proof.* The diagonal path found by the preparation algorithm is a shortest path from source node $s$ to the diagonal node $d$. Since the diagonal path is used as the stem of the initial multicast tree, the path between the source node and every node on the current tree is shortest. Any new destination $d'$ is connected to a node $c$ on the shortest path tree and in zone $\{s \Leftarrow d'\}$. Routing between $d'$ and $c$ is dimensional-ordered which results in the shortest path between them. Path $sc$ and $cd'$ are both shortest and in zone $\{s \Leftarrow d'\}$. So, path $sd'$ is also shortest.

**Proposition 3.2.1.4** DIAG multicast routing in mesh or torus networks is deadlock free.
Proof: First, since the message is routed along a multicast tree, it is obvious there is no deadlock within a single multicast. Second, for several concurrent multicasts, DIAG algorithm uses dimensional-ordered XY routing to transmit message between any two nodes, which will guarantee no deadlock cycle within the mesh or torus networks [2].

Example 3.2.1.1 In a 2D mesh network $M(8 \times 8)$, construct the multicast tree using DIAG algorithm for a multicast that sends a message from the source node $s(0, 0)$ to a set of destination nodes $D=\{ (0, 2), (3, 0), (4, 0), (4, 6), (6, 6), (7, 4) \}$.

![Figure 3.2.1.6: Example of Diagonal Path of DIAG Multicast](image)

In this example, the multicast zone is between the source node $s(0, 0)$ and the diagonal node $d(7, 6)$ as shown in Figure 3.2.1.6. We now run the preparation algorithm to find the diagonal path between $s$ and $d$. Starting from the source node $s(0, 0)$, we noticed that node $(1, 0)$ is the one closer to the diagonal line $sd$ among the two neighbors of node $s$, so the diagonal path routed from $s$ to node $(1, 0)$. Then, we check node $(1, 0)$’s neighboring nodes toward the diagonal node $d$ and find node $(1, 1)$ is closer to the diagonal line $sd$ than the
other node \((2, 0)\), and the path routed to node \((1, 1)\). The routing process proceeds in this way until the path reaches the diagonal node \(d\). The final diagonal path between \(s\) and \(d\) is illustrated with dark zigzag line in Figure 3.2.1.6.

![Figure 3.2.1.7: Example of DIAG Multicast in 8x8 Mesh](image)

Now, we need to use the diagonal path as the stem to construct the multicast tree. First, we sort all the destination nodes according to their distances to the source node, and get \(d_1, d_2, \ldots, d_s\) as indicated in Figure 3.2.1.6. Then, we connect each destination node to the tree through dimension-ordered \(XY\) routing as illustrated in Figure 3.2.1.7. At the beginning, the multicast tree consists of only the diagonal path. For the first destination node \(d_r(0, 2)\), the closest node in the already existing tree and within zone \(s \leftrightarrow d_r\) is \(s(0, 0)\). so we connect \(d_r\) to \(s\) through \(XY\) routing. Likewise, we connect \(d_r(3, 0)\) to node \((1, 0)\), \(d_r(4, 0)\) to \(d_r(3, 0)\), \(d_r\) to node \((4, 4)\), and \(d_r(7, 4)\) to node \((5, 4)\) through \(XY\) routing. Destination node \(d_r(6, 6)\) is already on the diagonal path. Finally, we need to cut off the unused part of the diagonal path after \(d_r(6, 6)\). Here are the steps of constructing the tree: \(s(0, 0) \Rightarrow d(7, 6)\)
(along the diagonal path), \(s(0, 0) \Rightarrow d(0, 2), (1, 0) \Rightarrow d(3, 0), d(3, 0) \Rightarrow d(4, 0), (4, 4) \Rightarrow d(4, 6), (5, 4) \Rightarrow d(7, 4)\).

The completed multicast tree is shown in Figure 3.2.1.7. The multicast traffic is 21 links, and the multicast time is 12 hops. The same example using VH algorithm for 2D mesh will result in 25 links and 13 hops (Figure 3.2.1.8), which shows that DIAG generates less traffic than VH but does not sacrifice the multicast time.

![Figure 3.2.1.8: Example of VH Multicast in 8x8 Mesh](image)

**Proposition 3.2.1.5** The bound of DIAG multicast traffic in 2D meshes is \(D_{\text{max}} \leq \text{Traffic} \leq \sum |x_i+y_i|, 1 \leq i \leq K\).

**Proof.** It is obvious that the total traffic can be no less than the distance from source node to the farthest destination node which is \(D_{\text{max}}\). This best case result of multicast traffic is obtained when all the destination nodes are located on a shortest path from the source to the farthest destination node. Since the path from the source \(s(0,0)\) to each destination node \((x_i, y_i)\) in the multicast tree is a shortest path and less than \(|x_i+y_i|\), the
total links of the tree is less than the sum of all these shortest paths, which is \( \sum \left| x_i + y_i \right|, \quad i \leq K. \)

**Proposition 3.2.1.6** The bound of DIAG multicast time in 2D meshes is \( D_{\text{max}} \leq \text{Time} \leq D_{\text{max}} + K - 1. \)

**Proof.** In all-port architectures, a message can be sent from a node to all its neighbors simultaneously, and the number of hops needed to transmit a message to a destination node is simply the distance to the source node. Hence, the multicast time in any mesh networks is always \( D_{\text{max}}, \) which is the distance from the source node to the farthest destination node.

In one-port node architectures, the message can only be sent to one neighbor at a time (hop). If a node needs to send the message to several neighbors, it does so sequentially which results in delay hops. Assume that at a branching node the message is always sent to a neighbor on the diagonal path (stem) first, if there is one, and then the other neighbors. Like in all-port architecture, the multicast time can be no less \( D_{\text{max}}. \) This best case multicast time is obtained when the path from the source node to the farthest destination node always takes the direction with higher transmission priority at a branching node. The worst case though is that the path from the source node to the farthest destination node takes the direction with lower transmission priority at branching nodes, which results in one delay hop at each branching node. For a multicast with \( K \) destination nodes, the branching nodes on the path to a destination node can be no more
than \( K-1 \). Consequently, the delay hops for the farthest destination node is less than \( K-1 \) and the multicast time is less than \( D_{\text{max}} + K-1 \).

### 3.2.1.4 DIAG Algorithm in 2D Torus

This section discusses how to apply the DIAG algorithm to solve the multicast problems in 2D tori, and give the formal description and analysis of the algorithm.

**Algorithm 3.2.1.3 (DIAG algorithm in 2D tori)**

- **Input:** \( T, D, s \)
- **Output:** \( MT \) (Multicast Tree)

1. Divide the torus \( T \) into four submeshes \( M_i \), \( M_j \), \( M_k \) and \( M_l \), each of which is defined by a zone as following:
   
   \[
   \begin{align*}
   M_i & : \{(0, 0) \leftrightarrow ([m/2]-1, [n/2]-1)\} \\
   M_j & : \{(m-1, 0) \leftrightarrow ([m/2], [n/2]-1)\} \\
   M_k & : \{(0, n-1) \leftrightarrow ([m/2]-1, [n/2])\} \\
   M_l & : \{(m-1, n-1) \leftrightarrow ([m/2], [n/2])\}
   \end{align*}
   \]

2. Partition the destination set \( D \) into four subsets \( D_i \), \( D_j \), \( D_k \) and \( D_l \), which contain the destination nodes in submesh \( M_i \), \( M_j \), \( M_k \) and \( M_l \) respectively.

3. Assume \( s_i(0, 0) \) as the source node and origin of submesh \( M_i \), \( D_i \) as the set of destination nodes, apply DIAG algorithm in submesh \( M_i \) and get the multicast subtree \( MT_i \).

4. Assume \( s_j(m-1, 0) \) as the source node and origin of submesh \( M_j \), \( D_j \) as the set of destination nodes, apply DIAG algorithm in submesh \( M_j \) and get the multicast subtree \( MT_j \).

5. Assume \( s_k(0, n-1) \) as the source node and origin of submesh \( M_k \), \( D_k \) as the set of destination nodes, apply DIAG algorithm in submesh \( M_k \) and get the multicast subtree \( MT_k \).

6. Assume \( s_l(m-1, n-1) \) as the source node and origin of submesh \( M_l \), \( D_l \) as the set of destination nodes, apply DIAG algorithm in submesh \( M_l \) and get the multicast subtree \( MT_l \).

7. Assemble the multicast subtrees \( MT_i \), \( MT_j \), \( MT_k \) and \( MT_l \) into the overall multicast tree \( MT \) that rooted at the source node \( s(0, 0) \) by connecting \( s_i \), \( s_j \) to \( s \) and connecting \( s_k \) to \( s_l \).
Proposition 3.2.1.7 The time complexity of DIAG algorithm in 2D tori is \( O(KN) \) where \( N \) is the total number of nodes in the torus and \( K \) is the total number of destinations.

Proof. It is obvious that step (1) and (2) will take \( O(K) \). Step (3)–step (6) is actually to execute the DIAG algorithm in a mesh of size \( (m/2) \times (n/2) \) with less than \( K \) destinations. So each step will take \( O(kmn/4) = O(KN/4) \), all together the four steps will take \( O(KN) \). Step (7) takes \( O(1) \). So the total time complexity will be \( O(K+KN+1) \) which is at the same order with \( O(KN) \).

![Diagram](image)

(a) Distribution of destinations  
(b) Multicast tree

Figure 3.2.1.9: Example of DIAG Multicast in 8×8 Torus

We use the same multicast in Example 3.2.1.1 to show how the DIAG algorithm in 2D tori works. As illustrated in Figure 3.2.1.9 (a), the torus is first divided into four submeshes at the middle of each dimension: \( \text{zone}_1 \), \( \text{zone}_2 \), \( \text{zone}_3 \) and \( \text{zone}_4 \). The original destination set is divided into four subsets respectively. Second, we treat node \((0, 0)\), node \((7, 0)\), node \((0, 7)\) and node \((7, 7)\) as the origin and source node of \( \text{zone}_1 \), \( \text{zone}_2 \), \( \text{zone}_3 \) and
zone*, and then apply the DIAG algorithm for 2D mesh in each zone with the respective destination nodes. Thus, each zone will have its own subtree (consisting of the straight links in the figure), and we can connect each subtree to the original source node $s(0, 0)$ through wraparound links (arches in the figure). Here are the exact steps to construct the multicast tree. Subtree of zone: $(0, 0) \Rightarrow (0, 2), (0, 0) \Rightarrow (3, 0)$; Subtree of zone: $(7, 0) \Rightarrow (4, 0)$; Subtree of zone: $(7, 7) \Rightarrow (6, 6), (7, 7) \Rightarrow (7, 4), (6, 6) \Rightarrow (4, 6)$; Combine the subtrees: $(0, 0) \Rightarrow (7, 0), (7, 0) \Rightarrow (7, 7)$.

![Diagram of multicast tree](image)

**Figure 3.2.1.10: Example of VH Multicast in 8×8 Torus**

The completed multicast tree is shown in Figure 3.2.19 (b). The total multicast traffic is 17 links. If we assume the wraparound links have a higher transmission priority than other links, then the multicast time is 6 hops. Compared with DIAG for 2D meshes in the same example, the multicast time is reduced significantly by a half from 12 to 6, but the traffic is not reduced much, only 4 links. Compared with VH for 2D tori in the same example (Figure 3.2.1.10), the multicast time is the same, and there is only one link difference on total traffic. So the traffic reduction effect of DIAG over VH in 2D tori is
not as obvious as in 2D meshes. This is probably due to the fact that the 2D torus is divided into 4 smaller meshes.

**Definition 3.2.1.1** The 2D torus is divided into four roughly equal submeshes, each of which has its own origin (source) node and destination set. \( K_i \) is the number of destinations in \( \text{zone}_i \) and \( D_{\text{max}_i} \) is the maximum distance from a destination in \( \text{zone}_i \) to its origin (\( 1 \leq i \leq 4 \)). Then, we have:

\[
K = K_1 + K_2 + K_3 + K_4
\]

\[
D_{\text{max}} = \max\{D_{\text{max}_1}, D_{\text{max}_2}, D_{\text{max}_3}, D_{\text{max}_4}\}
\]

**Proposition 3.2.1.8** The bound of multicast time of DIAG in 2D tori is \( D_{\text{max}} \leq \text{Time} \leq D_{\text{max}} + K + 1 \).

*Proof.* The lower bound of multicast time in \( \text{zone}_i \) is \( D_{\text{max}_i} \). If \( D_{\text{max}} = D_{\text{max}_i} \), there are no wraparound links for \( \text{zone}_i \), so \( D_{\text{max}} \) will also be the lower bound of the multicast time in the whole torus. The upper bound of the multicast time in \( \text{zone}_i \) is \( D_{\text{max}} + K - I \), the multicast time for the whole torus also includes the number of wraparound links which is at most two of \( \text{zone}_i \). It is not hard to see that when \( D_{\text{max}} = D_{\text{max}_i} \) and \( K = K_i \), the multicast time obtains the maximum value: \( D_{\text{max}} + K_i - I + 2 \), i.e. \( D_{\text{max}} + K + 1 \).

**Proposition 3.2.1.9** The bound of the multicast traffic of DIAG in 2D tori is reduced to those of DIAG in its four submeshes.
**3.2.1.5 DIAG Algorithm in 3D Mesh**

In this section, we will give the formal description and analysis of the DIAG multicast algorithm in 3D meshes under the multicast defined by Definition 3.1.5. The algorithm is divided into two parts. Part one is to find the diagonal path, and called DIAG multicast preparation algorithm. Part two is to construct the complete multicast tree, and called DIAG multicast routing algorithm.

**Algorithm 3.2.1.4(Multicast preparation algorithm of DIAG in 3DM)**

$DP$ denotes the diagonal path from the source node $s$ to its diagonal node $d$. $sd$ denotes the diagonal line from $s$ to $d$. $\sigma(u)$ denotes the $x$ coordinate of node $u$, $\sigma(y)$ denotes the $y$ coordinate of node $u$ and $\sigma(u)$ denotes the $z$ coordinate of node $u$. $D(u,l)$ denotes the distance from node $u$ to line $l$.

**Input:** $M, D, s$

**Output:** $DP$

**Variable:** $u, u_r, u_c$ (temporary nodes)

$D_{mn}$ (minimal distance from nodes to $sd$)

(1) $DP=\{s\}; u=s$; Find the diagonal node $d$

(2) $\sigma(u_c)=\sigma(u)+1$; $\sigma(u_r)=\sigma(u)$; $\sigma(u)=\sigma(u)$;

$\sigma(u_r)=\sigma(u)$; $\sigma(u_c)=\sigma(u)+1$; $\sigma(u)=\sigma(u)$;

$\sigma(u_r)=\sigma(u)$; $\sigma(u)=\sigma(u)$; $\sigma(u)=\sigma(u)+1$;

$D_{mn}=\min\{D(u, sd), D(u_r, sd), D(u_c, sd)\}$;

IF ($D(u, sd)=D_{mn}$) THEN $u=u_r$;
ELSE IF ($D(u_r, sd)=D_{mn}$) THEN $u=u_c$;
ELSE IF ($D(u_c, sd)=D_{mn}$) THEN $u=u$;

$DP=DP+\{u\}$;

(3) Repeat step (2) until $u=d$

**Proposition 3.2.1.10** The time complexity of the preparation algorithm of DIAG multicast in $3DM$ is $O(m+n+p)$. 
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Proof. Like it was explained for DIAG multicast in 2D meshes, the result of the algorithm is a shortest path from the source node \( s \) to the diagonal node \( d \). The length of the path is the times that step (2) is repeated. Hence, the time complexity is less than the diameter of the mesh, which is \( m+n+p-3 \).

**Algorithm 3.2.1.5 (DIAG multicast routing algorithm in 3DM)**

Let \( DP \) denote the diagonal path from the source node \( s(0, 0, 0) \) to its diagonal node \( d \), \( MT \) denote the multicast tree constructed through the routing algorithm.

**Input:** \( M, D, s, DP \)

**Output:** \( MT \)

**Variables:** \( u, c \) (temporary nodes)

1. Sort the destination nodes in \( D \) according to their distance to the source node \( s \)
2. \( MT=DP \) \{Initialize the multicast tree with the diagonal path\}
3. \( u=\)first node in \( D \)
   - Find a node \( c \) in \( MT \) and in zone \( \{s\leftrightarrow u\} \) that is closest to node \( u \)
   - Add node \( u \) to \( MT \) through a shortest path from \( c \) through \( XYZ \) routing
   - \( D=D-\{u\} \)
4. Repeat step (3) until \( D=\emptyset \)
5. Cut the tail part of \( DP \) which has neither destination nodes nor replicate nodes

**Proposition 3.2.1.11** The time complexity of the routing algorithm of DIAG multicast in 3D meshes is \( O(KN) \) where \( K \) is the total number of destinations and \( N \) is the total number of nodes in the mesh.

Proof. The proof is similar to that of the DIAG multicast in 2DM.
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**Proposition 3.2.1.12** In the multicast tree constructed by DIAG algorithm in 3DM, the path from the source node \( s \) to any destination node is a shortest path.

**Proof.** The proof is similar to that of DIAG multicast in 2DM.

**Example 3.2.1.2** In a 3D mesh network \( M(5 \times 5 \times 5) \), construct the multicast tree using DIAG algorithm for a multicast that sends a message from the source node \( s(0, 0, 0) \) to a set of destination nodes \( D = \{ (0, 3, 0), (1, 3, 0), (1, 4, 2), (2, 3, 0), (3, 1, 0), (4, 3, 3) \} \).

The process of solving this example is similar to that of 2D mesh. The diagonal path is drawn in dark line illustrated in Figure 3.2.1.11 (a). The completed multicast tree is shown in Figure 3.2.1.11 (b). The multicast traffic is 20 links and multicast time is 10 hops.

![Diagram](image0)

(a) Diagonal path  
(b) Multicast tree

**Figure 3.2.1.11: Example of DIAG Multicast in 5×5×5 Mesh**
**Proposition 3.2.1.13** The bound of DIAG multicast time in 3D meshes is \( D_{\text{max}} \leq \text{Time} \leq D_{\text{max}} + K - 1 \).

*Proof.* The proof is similar to that of the DIAG algorithm in 2D meshes.

**Proposition 3.2.1.14** The bound of DIAG multicast traffic in 3D meshes is \( D_{\text{max}} \leq \text{Traffic} \leq \sum |x_i + y_i + z_i|, \ 1 \leq i \leq K \).

*Proof.* The proof is similar to that of the DIAG algorithm in 2D meshes.

### 3.2.1.6 DIAG Algorithm in 3D Torus

In this section we will discuss how to apply the DIAG algorithm for 3D meshes to solve the multicast problem in 3D tori, and give the formal description and analysis of the DIAG multicast algorithm in 3D tori under the multicast defined by **Definition 3.1.5**.

**Algorithm 3.2.1.6 (DIAG multicast algorithm in 3D Tori)**

**Input:** \( T, D, s \)

**Output:** \( MT \)

(1) Divide the 3D torus \( T \) into eight 3D submeshes \( M_1, M_2, M_3, M_4, M_5, M_6, M_7 \) and \( M_8 \), each of which is defined by a zone as follows:

- \( M_1: \{(0, 0, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor - 1, \left\lfloor \frac{n}{2} \right\rfloor - 1, \left\lfloor \frac{p}{2} \right\rfloor - 1 \right) \} \)
- \( M_2: \{(m-1, 0, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor , \left\lfloor \frac{n}{2} \right\rfloor - 1, \left\lfloor \frac{p}{2} \right\rfloor - 1 \} \}
- \( M_3: \{(m-1, 0, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor , \left\lfloor \frac{n}{2} \right\rfloor - 1, \left\lfloor \frac{p}{2} \right\rfloor - 1 \} \}
- \( M_4: \{(0, 0, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor - 1, \left\lfloor \frac{n}{2} \right\rfloor , \left\lfloor \frac{p}{2} \right\rfloor - 1 \} \}
- \( M_5: \{(0, n-1, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor - 1, \left\lfloor \frac{n}{2} \right\rfloor , \left\lfloor \frac{p}{2} \right\rfloor - 1 \} \}
- \( M_6: \{(m-1, n-1, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor , \left\lfloor \frac{n}{2} \right\rfloor , \left\lfloor \frac{p}{2} \right\rfloor - 1 \} \}
- \( M_7: \{(m-1, n-1, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor , \left\lfloor \frac{n}{2} \right\rfloor , \left\lfloor \frac{p}{2} \right\rfloor \} \}
- \( M_8: \{(0, n-1, 0) \rightarrow \left[ \left\lfloor \frac{m}{2} \right\rfloor , \left\lfloor \frac{n}{2} \right\rfloor , \left\lfloor \frac{p}{2} \right\rfloor \} \}

67
(2) Partition the destination set $D$ into eight subsets $D_1, D_2, D_3, D_4, D_5, D_6, D_7$ and $D_8$ which contain the destination nodes in submesh $M_i, M_j, M_k, M_l, M_m, M_n, M_o$ and $M_p$ respectively.

(3) Assume $s_i(0, 0, 0)$ as the source node and origin of submesh $M_i$, $D_1$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(4) Assume $s_i(m-1, 0, 0)$ as the source node and origin of submesh $M_i$, $D_2$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(5) Assume $s_i(m-1, 0, p-1)$ as the source node and origin of submesh $M_i$, $D_3$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(6) Assume $s_i(0, 0, p-1)$ as the source node and origin of submesh $M_i$, $D_4$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(7) Assume $s_i(0, n-1, 0)$ as the source node and origin of submesh $M_i$, $D_5$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(8) Assume $s_i(m-1, n-1, 0)$ as the source node and origin of submesh $M_i$, $D_6$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(9) Assume $s_i(m-1, n-1, p-1)$ as the source node and origin of submesh $M_i$, $D_7$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(10) Assume $s_i(0, n-1, p-1)$ as the source node and origin of submesh $M_i$, $D_8$ as the set of destination nodes, apply DIAG algorithm in submesh $M_i$ and get the multicast subtree $MT_i$.

(11) Assemble the multicast subtrees $M_i, M_j, M_k, M_l, M_m, M_n, M_o$ and $M_p$ into the overall multicast tree that is rooted at the source node $s_i(0, 0, 0)$ by connecting $s_i$, $s_j$ and $s_k$ to $s$, connecting $s_i$ and $s_6$ to $s_7$, connecting $s_i$ to $s_8$, and connecting $s_j$ to $s$.

---

**Proposition 3.2.1.15** The time complexity of DIAG algorithm in 3D tori is $O(kN)$ where $N$ is the total number of nodes in the torus and $K$ is the total number of destinations.

**Proof:** It is obvious that step (1) and (2) will take $O(k)$. Steps (3) to (10) are actually to execute the DIAG algorithm in a mesh of size $(m/2) \times (n/2) \times (p/2)$ with less than $K$ destinations. So each step will take $O(knmp/8)=O(KN/8)$, all together the eight steps will
take $O(KN)$. Step (11) takes $O(i)$. So the total time complexity will be $O(K+KN+i)$ which is at the same order with $O(KN)$.

Next, we use the same multicast in Example 3.2.1.2 to show how the DIAG algorithm in 3D tori works. We first divide the original mesh into eight zones (a.k.a. submesh) at the middle of each dimension. The eight zones are $\text{zone}_1\{ (0, 0, 0) \leftrightarrow (2, 2, 2) \}$, $\text{zone}_2\{ (4, 0, 0) \leftrightarrow (3, 2, 2) \}$, $\text{zone}_3\{ (4, 0, 4) \leftrightarrow (3, 2, 3) \}$, $\text{zone}_4\{ (0, 0, 4) \leftrightarrow (2, 2, 3) \}$, $\text{zone}_5\{ (0, 4, 0) \leftrightarrow (2, 3, 2) \}$, $\text{zone}_6\{ (4, 4, 0) \leftrightarrow (3, 3, 2) \}$, $\text{zone}_7\{ (4, 4, 4) \leftrightarrow (3, 3, 3) \}$, and $\text{zone}_8\{ (0, 4, 4) \leftrightarrow (2, 3, 3) \}$. $\text{Zone}_1$, $\text{zone}_2$, $\text{zone}_3$, $\text{zone}_4$, $\text{zone}_5$, $\text{zone}_6$ have no destination nodes. $\text{Zone}_7$ has destination nodes $(0, 3, 0)$, $(1, 3, 0)$, $(1, 4, 2)$, and $(2, 3, 0)$. $\text{Zone}_8$ has destination node $(3, 1, 0)$, and $\text{zone}_9$ has destination node $(4, 3, 3)$.

![Figure 3.2.1.12: Example of DIAG Multicast in 5x5x5 Torus](image)

Then, we treat nodes $(0, 0, 0)$, $(4, 0, 0)$, $(4, 0, 4)$, $(0, 0, 4)$, $(0, 4, 0)$, $(4, 4, 0)$, $(4, 4, 4)$, and $(0, 4, 4)$ as the origin and source node of $\text{zone}_1 \sim \text{zone}_8$ respectively, and apply the DIAG algorithm for 3D meshes in each zone with their respective destination nodes. Thus, each zone will have its own multicast subtree (consisting of the straight links in the figure), and we then
connect each subtree to the original source node $(0, 0, 0)$ through wraparound links (.arches in the figure) to build the final multicast tree. Here are the exact steps to build the multicast tree. **Subtree of zone:** $(4, 0, 0) \Rightarrow (3, 0, 0) \Rightarrow (3, 1, 0)$; **Subtree of zone:** $(0, 4, 0) \Rightarrow (1, 4, 0) \Rightarrow (1, 4, 2)$, $(0, 4, 0) \Rightarrow (0, 3, 0)$, $(1, 4, 0) \Rightarrow (1, 3, 0)$, $(1, 3, 0) \Rightarrow (2, 3, 0)$; **Subtree of zone:** $(4, 4, 4) \Rightarrow (4, 3, 4) \Rightarrow (4, 3, 3)$; Combine the subtrees: $(0, 0, 0) \Rightarrow (4, 0, 0) \Rightarrow (4, 0, 4) \Rightarrow (4, 4, 4), (0, 0, 0) \Rightarrow (0, 4, 0)$.

The completed multicast tree is shown in Figure 3.2.1.12 (b). The total multicast traffic is 14 links, and the multicast time is 6 hops. Those wraparound links that did not send message to any destinations such as $(0, 0, 0) \Rightarrow (0, 0, 4) \Rightarrow (0, 4, 4)$ are not counted. We assume the wraparound links have a higher transmission priority than other links.

**Definition 3.2.1.2** The 3D torus is divided into eight roughly equal submeshes, each of which has its own origin (source) node and destination set. $K_i$ is the number of destinations in zone $i$, and $D_{max}$ is the maximum distance from a destination in zone $i$ to its origin ($1 \leq i \leq 8$), then we have:

$$K = \sum_{i=1}^{8} K_i$$

$$D_{max} = \max \{ D_{max_i} | 1 \leq i \leq 8 \}$$

**Proposition 3.2.1.16** The bound of the multicast time of DIAG in 3D tori is $D_{max} \leq Time \leq D_{max} + K + 2$.

*Proof.* The lower bound of multicast time in zone $i$ is $D_{max_i}$. If $D_{max} = D_{max_i}$, there are no wraparound links for zone $i$, so $D_{max}$ is the lower bound of multicast time for the whole
torus. The upper bound of multicast time in zone is \( D_{\text{max}} + K-1 \), the multicast time for the whole torus needs to add the number of wraparound links which are at most three of zones. (In lower zone first transmission priority). It is not hard to find that when \( D_{\text{max}} = D_{\text{max}}' \) and \( K = K' \) (the same with zones, zones and zones), the multicast time obtains the largest possible value which is \( D_{\text{max}} + K - 1 + 3 \), i.e. \( D_{\text{max}} + K + 2 \).

**Proposition 3.2.1.17** The bound of the multicast traffic of DIAG in 3D tori is reduced to those of the DIAG in its eight submeshes.

### 3.2.1.7 DIAG in n-D Mesh and Torus

We can extend the DIAG algorithm to \( n \)-dimensional meshes and tori very easily. We will not give the precise description of the algorithm here but rather the rough idea of how it works under the multicast defined by **Definition 3.1.6**. Assume \( MZ \) is the multicast zone, source node \( s \) will be one of the diagonal nodes of the zone, let us denote the other diagonal node as \( d(x_1, ..., x_n) \) and the diagonal line as \( sd \).

Like all the previous DIAG algorithms, the algorithm consists of two parts. Part one forms the diagonal path by starting from the source node \( s \), and then traveling along each dimension \( i \) alternatively at small steps \( y_i \) which is proportional to \( x_i \), i.e. it satisfies \( y_i / x_i = y_{i+1} / x_{i+1} = ... = y_n / x_n \) (\( y_i \leq x_i \)). This way it will finally reach the diagonal node \( d \). Part two is actually the same as the DIAG multicast routing algorithm in 2D and 3D meshes, i.e. to construct the multicast tree by connecting all destination nodes.

For \( n \)-dimensional tori, we can use the similar way as handling the 2D and 3D tori. First, divide the torus into \( 2^n \) submeshes by dividing the original torus at the middle of
each dimension. The destination set $D$ will be partitioned into $2^n$ subsets too. And then apply the $n$-D DIAG algorithm for meshes in each submesh with the respective destination subset. Finally assemble the multicast subtrees in each submesh into a single multicast tree that is rooted at the source node $s$.

3.2.2 DDS Multicast Algorithm

DDS (Dimensional Distance Sorted) is a tree-based multicast routing algorithm for store-and-forward switched mesh networks. It is designed to obtain near optimal multicast time and further reduce the large multicast traffic of previous shortest path multicast algorithms such as DIAG. First, here is the definition of dimensional distance.

**Definition 3.2.2.1 (Dimensional distance)** The dimensional distance between two nodes is the distance along one dimension between them. For example, for any two nodes $x(y_1, \ldots, y_n)$ and $y(x_1, \ldots, x_n)$, the $i$th dimensional distance $d_i = |x_i - y_i|$. The minimum dimensional distance between $x$ and $y$ denoted as $d_{\text{min}} = \min\{d_1, \ldots, d_n\}$. If one of the two nodes is the source node $s(0, \ldots, 0)$, the other node is $x(x_1, \ldots, x_n)$ then $d_i = |x_i|$, $d_{\text{min}} = \min\{|x_1|, \ldots, |x_n|\}$.

DDS algorithm sorts all the destinations in dimensional distance so that those closer to the source node in one or more dimensions can receive the message first and hopefully forward it to destinations behind them through an extra short distance. Thus, the path or distance previously traveled in each dimension can be shared as much as possible by nodes coming behind. When constructing the multicast tree, we keep connecting the
sorted destination nodes to the tree through an as short as possible path which is part of a shortest path from the source node to the respective destination.

In the following sections, we will discuss in details the motivation and heuristics of designing this algorithm, and the formal description and analysis of the DDS algorithm in 2D/3D meshes and tori.

3.2.2.1 Motivation of Designing DDS

The DIAG multicast algorithm maintains the near optimal multicast time while reduces the multicast traffic significantly over the time optimal VH algorithm. Now, the questions are: Does DIAG algorithm generate the least traffic among all shortest-path multicast algorithms, can we further reduce the traffic, and how close is it to the optimal multicast traffic?

The answer is not obvious. But first, let us compare its traffic with the previously known pro-traffic multicast algorithm: MIN. The MIN algorithm constructs the multicast tree by alternatively choosing the node with the smallest coordinate in each dimension from the remaining destination nodes and connecting it to the tree through a shortest path possible.

Figure 3.2.2.1 illustrates the average total traffic curve for both DIAG and MIN algorithm in a 10×10 mesh. There is a notable difference between the traffic of the DIAG algorithm and the MIN algorithm, which means that there is still potential space to further reduce the traffic resulted from the DIAG algorithm. Although the MIN algorithm generates less traffic than DIAG algorithm, it is not a shortest path multicast algorithm and its multicast time is not near optimal.
Therefore, our new challenge will be to develop a new multicast routing algorithm which obtains near optimal time and as good performance on traffic as the MIN algorithm. The DDS algorithm is designed for such purposes.

3.2.2.2 Heuristics of DDS Algorithm

As DDS algorithm is designed to reduce the traffic of previous shortest path multicast algorithms such as VH and DIAG, the main strategy will be to eliminate bad scenarios which create large excessive traffic.

We know that both VH and DIAG use a major routing path (the $X$ path in VH and the diagonal path in DIAG) in the multicast tree and then connect the destination nodes to the major path. The bad thing is, in some cases, destinations may be far away from the major path. Hence, to connect these destinations to the major path will create large traffic. Moreover, the major path itself can become excessive traffic when very few destinations are connected to it.
In DDS we discard the use of a major routing path, but just construct the multicast tree from scratch by connecting the destinations to current multicast tree. In order to ensure the shortest path routing and share as much common path as possible with previously connected nodes, we propose the following heuristics:

- If all the destination nodes, which are closer to the source node in some dimension than one destination node, receive the message earlier, very likely it will need to travel less distance in each dimension to get the message from a preceding node.
- If the message is routed along a shortest path between any two nodes in a multicast tree, it is likely that the total links of the tree will be low, and the transmission time between the source node and the destination nodes will also be minimized.
- If a shortest path travels along different dimensions alternatively rather than in dimension order, then there are more routing choices and the chances of receiving the message from a nearby node are increased which can save traffic.

Based on these heuristics, we designed the DDS multicast algorithm which we will discuss in details next.

**3.2.2.3 DDS in n-Dimensional Mesh**

This section presents the formal description and analysis of the DDS multicast algorithm in n-D meshes under the multicast defined by Definition 3.1.6.

DDS multicast algorithm can be divided into two parts. Part one is to sort the destinations according to their dimensional distance and is called DDS multicast
preparation algorithm. Part two is to construct the multicast tree that covers the sorted destinations and is called DDS multicast routing algorithm.

**Algorithm 3.2.2.1 (DDS multicast preparation algorithm)**

The main process of this algorithm is to sort the destination nodes in $D$ according to their dimensional distance to the source node $s(0, \ldots, 0)$. We can use any commonly used sorting algorithm such as the merge sort to deal with the sorting. So the major problem is how to compare the dimensional distance of any two nodes. Here is the algorithm to just do that.

Assume the two different nodes to be compared are $x(x_1, \ldots, x_s, \ldots, x_d)$ and $y(y_1, \ldots, y_s, \ldots, y_d)$. Let us denote the minimum dimensional distance of $x$ as $D_{min}(x)$, the first dimension which bears the minimum distance as $N_{min}(x)$.

**Input:** $x$, $y$

**Output:** the order between $x$ and $y$

1. IF $D_{min}(x) < D_{min}(y)$ then $x < y$
   
   IF $D_{min}(x) > D_{min}(y)$ then $x > y$
   
   IF $D_{min}(x) == D_{min}(y)$
   
   \{
   
   $i = N_{min}(x)$
   
   $j = N_{min}(y)$
   
   IF $i < j$ then $x < y$
   
   IF $i > j$ then $x > y$
   
   IF $i == j$ then $x = x - \{i\}; \hspace{1em} y = y - \{i\};$
   
   \}

2. Repeat step (1) until $x < y$ or $x > y$

**Proposition 3.2.2.1** The time complexity of the preparation algorithm of DDS multicast in $n$-D mesh is $O(n^2K\log K)$ where $K$ is the total number of destinations and $n$ is the number of dimensions.

**Proof.** The calculation of the minimum dimensional distance of an $n$-D node takes $O(n)$. In the algorithm of comparing the dimensional distance of two nodes, the worst
case will need to do \( n \) times minimum dimensional distance calculation which takes \( O(n^3) \). To merge sort \( K \) destinations, \( O(K\log K) \) comparisons of nodes are done which will take \( O(n^2K\log K) \).

**Algorithm 3.2.2.2 (DDS multicast routing algorithm)**

The main process of the routing algorithm is to construct a multicast tree by connecting the sorted destination nodes in \( D \) sequentially. Let us denote the multicast tree as \( MT \).

- **Input:** \( M, D, s \)
- **Output:** \( MT \)
- **Variables:** \( u, c \) (temporary nodes)

1. \( MT = \{ s \} \) (Initialize it with only source node)
2. \( u = \) first node in \( D \)
   - Find a node \( c \) in \( MT \) and in zone \( \{ s \leftrightarrow u \} \) that is closest to node \( u \)
   - Connect node \( u \) to \( MT \) through a shortest path from \( c \) through dimension-ordered routing
   - \( D = D - \{ u \} \)
3. Repeat step (2) until \( D = \emptyset \)

**Proposition 3.2.2.2** The time complexity of the routing algorithm of DDS multicast in \( n \)-D meshes is \( O(KN) \) where \( K \) is the total number of destinations and \( N \) is the total number of nodes in the mesh.

**Proof.** The algorithm connects each destination node to the multicast tree \( MT \). For each destination, finding the shortest path to be connected to \( MT \) needs a traversing of the tree, which takes \( O(N) \). \( K \) destinations will take \( O(KN) \).
3.2.2.4 DDS Algorithm in 2D Mesh

DDS multicast algorithm in 2D meshes is just a special case of DDS algorithm in $n$-dimensional meshes. This section presents a more specific description and analysis for it under the multicast defined by Definition 3.1.4.

**Algorithm 3.2.2.3 (DDS multicast algorithm in 2DM)**

Let the multicast tree constructed through the routing algorithm be denoted as $MT$.

**Input:** $M, D, s$

**Output:** $MT$

**Variables:** $x, y$ (coordinate)  
$d$ (dimensional distance)

1. $MT=\{s\}$ (Initialize the multicast tree and set the root of the tree at $s$)
2. $d=0$ (Initialize the dimensional distance)
3. Scan the column $x=d$, starting from the point $(d, d)$ down to $(d, n-1)$
   (Here is the pseudo code for this step)
   $x=d$;
   FOR($y=d; y<n; y++)$
   {
     IF ($x, y$) is a destination node
     {
       - Find a node $c$ in $MT$ and in zone $\{s \leftrightarrow (x, y)\}$, which is closest to node $(x, y)$
       - Connect node $(x, y)$ to $MT$ through a shortest path from $c$ through $XY$ routing
     }
   }

4. Scan the row $y=d$, starting from the point $(d, d)$ to $(m-1, d)$
   (Here is the pseudo code for this step)
   $y=d$;
   FOR($x=d; x<m; x++)$
   {
     IF ($x, y$) is a destination node
     {
       - Find a node $c$ in $MT$ and in zone $\{s \leftrightarrow (x, y)\}$ that is closest to node $(x, y)$
       - Connect node $(x, y)$ to $MT$ through a shortest path from $c$ through $XY$ routing
     }
   }
IF \( d=m-1 \) or \( d=n-1 \) then it is done,
ELSE \( d=d+1 \) and repeat step (3) and (4)

**Proposition 3.2.2.3** The time complexity of the routing algorithm of DDS multicast in 2DM is \( O(KN) \) where \( K \) is the total number of destinations and \( N \) is the total number of nodes in the mesh.

*Proof.* The process of scanning the mesh will take \( O(mn) \), i.e. \( O(N) \). Similar to the case of DDS in \( n \)-D meshes, constructing the tree will take \( O(KN) \). The whole process will take \( O(N+KN) \) which is at the same order with \( O(KN) \).

**Proposition 3.2.2.4** In the multicast tree constructed by DDS algorithm in 2D meshes, the path from the source node \( s \) to any destination node is a shortest path.

*Proof.* The proof is similar to that of DIAG algorithm in 2D meshes.

**Proposition 3.2.2.5** DDS Multicast routing algorithm in mesh or torus networks is deadlock free.

*Proof.* The proof is similar to that of DIAG algorithm in 2D meshes.
Let us use the same multicast in Example 3.2.1.1, which sends a message from the source node $s(0, 0)$ to a set of destination nodes $D=\{(0, 2), (3, 0), (4, 0), (4, 6), (6, 6), (7, 4)\}$, to show how DDS algorithm in 2D meshes works. As illustrated in Figure 3.2.2.2, the algorithm starts by using the source node $s(0, 0)$ as an aligning point to scan the column and then the row where it is located. Then, it moves to the next aligning point $(1, 1)$ increasing both coordinates of the previous aligning point by 1, and do the same. Repeat the process until all the nodes in the mesh have been scanned. During the scanning, whenever we come across a destination node, add it to a queue. At the end, the sorted destination nodes in the queue are $d_1(0, 2), d_2(3, 0), d_3(4, 0), d_4(4, 6), d_5(7, 4), d_6(6, 6)$ sequentially.

![Figure 3.2.2.2: Scanning and Sorting of DDS in 8x8 2DM](image)

After the sorting, we will construct the multicast tree by connecting destination nodes to it. At the beginning, the multicast tree consists of only the source node itself and we connect the first destination node $d_1(0, 2)$ to source node $s(0, 0)$ through $XY$ routing. Then for the second destination node $d_2(3, 0)$, the closest node in the already existing tree and
within zone \( \{s \Rightarrow d_1\} \) is source node \( s \), so we connect \( d_1 \) to \( s \) through \( XY \) routing. Likewise, we connect \( d_1(4, 0) \) to \( d_1(3, 0) \), \( d_1(4, 6) \) to \( d_1(4, 0) \) through \( XY \) routing. For destination node \( d_1(7, 4) \), the closest node in the already existing tree and within zone \( \{s \Rightarrow d_1\} \) is an intermediate node \( (4, 4) \), so we connect node \( d_1(7, 4) \) to node \( (4, 4) \) through \( XY \) routing. Likewise, we connect the last destination node \( d_1(6, 6) \) to an intermediate node \( (6, 4) \). Here are the exact steps of constructing the tree: \((0, 0) \Rightarrow (0, 2), (0, 0) \Rightarrow (3, 0), (3, 0) \Rightarrow (4, 0), (4, 0) \Rightarrow (4, 6), (4, 4) \Rightarrow (7, 4), (6, 4) \Rightarrow (6, 6)\).

The completed multicast tree is shown in the Figure 3.2.2.3. The multicast traffic is 17 links and the multicast time is 13 hops. The same example using DIAG results in 21 links and 12 hops, which shows that DDS generates less traffic than DIAG but does not sacrifice much on multicast time.

![Diagram](image)

Figure 3.2.2.3: Example of DDS Multicast in 8x8 Mesh

**Proposition 3.2.2.6** The bound of DDS multicast time in 2D meshes is \( D_{max} \leq Time \leq D_{max} + K - 1 \).
**Proof.** Assume that at a branching node the message is sent to neighbors in $X$ dimension first and then those in $Y$ dimension. The rest of the proof is similar to that of DIAG algorithm in 2D meshes.

**Proposition 3.2.2.7** The bound of DDS multicast traffic in 2D meshes is $D_{\text{max}} \leq Traffic \leq \sum |x_i+y_i|$, $1 \leq i \leq K$.

**Proof.** The proof is similar to that of DIAG algorithm in 2D meshes.

### 3.2.2.5 DDS Algorithm in 2D Torus

In this section, we will discuss how to apply the DDS algorithm to solve the multicast problem in 2D tori and give the formal description and analysis of the DDS multicast algorithm in 2D tori.

**Algorithm 3.2.2.4 (DDS algorithm in 2DT)**

**Input:** $T$, $D$, $s$

**Output:** $MT$ (Multicast Tree)

The main procedures are similar to those of DIAG algorithm in $2DT$ as described in *Algorithm 3.2.1.3*, except that we apply DDS for 2D meshes in each submesh here instead of DIAG for 2D meshes.

**Proposition 3.2.2.8** The time complexity of DDS algorithm in 2D tori is $O(KN)$ where $K$ is the total number of destinations and $N$ is the total number of nodes in the torus.
Proof. The proof is similar to that of DIAG algorithm in 2D meshes.

To show how DDS algorithm in 2D tori works, we give an example where the source node \( s(0, 0) \) sends a message to a set of destination nodes \( D=\{ (0, 2), (3, 0), (4, 0), (4, 6), (6, 6), (7, 4) \} \). The main procedures are similar to those of the DIAG algorithm in 2DT except that we apply DDS for 2D meshes in each zone instead of DIAG for 2D meshes. Here are the exact steps to construct the multicast tree. Subtree of zone 1: \( (0, 0) \Rightarrow (0, 2), (0, 0) \Rightarrow (3, 0) \); Subtree of zone 2: \( (7, 0) \Rightarrow (4, 0) \); Subtree of zone 3: \( (7, 7) \Rightarrow (7, 4), (7, 6) \Rightarrow (6, 6), (6, 6) \Rightarrow (4, 6) \); Combine the subtrees: \( (0, 0) \Rightarrow (7, 0), (7, 0) \Rightarrow (7, 7) \).

![Figure 3.2.2.4: Example of DDS Multicast in 8x8 Torus](image)

The completed multicast tree is shown in Figure 3.2.2.4. The total multicast traffic is 16 links and the multicast time is 6 hops. Compared with DDS for 2D meshes in the same example, the multicast time is reduced significantly by half from 13 to 6, but the traffic is not reduced much.
Proposition 3.2.2.9 The bound of multicast time of DDS in 2D tori is $D_{max} \leq \text{Time} \leq D_{max} + K + 1$.

Proof. The proof is similar to that of DIAG in 2D tori.

Proposition 3.2.2.10 The bound of multicast traffic of DDS in 2D tori is reduced to those of DDS in its four submeshes.

3.2.2.6 DDS Algorithm in 3D Mesh

In this section, we will have the formal description and analysis of the DDS multicast algorithm in 3D meshes under the multicast defined by Definition 3.1.5. Let the multicast tree constructed through the routing algorithm be denoted as $MT$.

Algorithm 3.2.2.5 (DDS multicast routing algorithm in 3DM)

| Input:      | $M$, $D$, $s$ |
| Output:     | $MT$          |
| Variables:  | $x$, $y$, $z$ ($x$, $y$, $z$ coordinate) $d$ (dimensional distance) |

1. $MT = \{ s \}$ (Initialize $MT$ with only the root $s$)
2. $d = 0$ (Starting from dimensional distance 0)
3. Scan the surface $x = d$, starting from the point $(d, d, d)$ toward $(d, n-1, p-1)$
   - Treat zone $\{(d, d, d) \Rightarrow (d, n-1, p-1)\}$ as a 2D mesh whose origin is $(d, d, d)$
   - Apply the DDS algorithm for 2D meshes in zone $\{(d, d, d) \Rightarrow (d, n-1, p-1)\}$ to connect all the destinations in this zone to $MT$
4. Scan the surface $y = d$, starting from the point $(d, d, d)$ toward $(m-1, d, p-1)$
   - Treat zone $\{(d, d, d) \Rightarrow (m-1, d, p-1)\}$ as a 2D mesh whose origin is $(d, d, d)$
   - Apply the DDS algorithm for 2D meshes in zone $\{(d, d, d) \Rightarrow (m-1, d, p-1)\}$ to connect all the destinations in this zone to $MT$
(5) Scan the surface $z=d$, starting from the point $(d, d, d)$ toward $(m-1, n-1, d)$
   - Treat zone $\{(d, d, d) \rightarrow (m-1, n-1, d)\}$ as a 2D mesh whose origin is $(d, d, d)$
   - Apply the DDS algorithm for 2D meshes in zone $\{(d, d, d) \rightarrow (m-1, n-1, d)\}$ to connect all the destinations in this zone to $MT$

(6) IF $d=m-1$ or $d=n-1$ or $d=p-1$ then it is done
    ELSE $d=d+1$ and repeat step (3), (4) and (5)

**Proposition 3.2.2.11** The time complexity of the routing algorithm of DDS multicast in $3DM$ is $O(KN)$ where $K$ is the total number of destinations and $N$ is the total number of nodes in the mesh.

*Proof.* The proof is similar to that of DDS multicast routing algorithm in 2D meshes.

**Proposition 3.2.2.12** In the multicast tree constructed by DDS algorithm in 3D meshes, the path from the source node $s$ to any destination node is a shortest path.

*Proof.* The proof is similar to that of DDS algorithm in 2D meshes.

*Figure 3.2.2.5* shows how DDS algorithm for 3D meshes works in *Example 3.2.1.2.* The aligning points $(0, 0, 0)$, $(1, 1, 1)$, $(2, 2, 2)$, $(3, 3, 3)$ and $(4, 4, 4)$, the $XY$, $XZ$ and $YZ$ scanning surfaces, and the sorted destinations from $d_1$ to $d_6$ are indicated by *Figure 3.2.2.5 (a).* The completed multicast tree is shown in *Figure 3.2.2.5 (b).* The multicast traffic is 16 links and the multicast time is 11 hops. The same example using DIAG for 3D meshes results in 20 links and 10 hops.
Figure 3.2.2.5: Example of DDS Multicast in 5×5×5 Mesh

**Proposition 3.2.2.13** The bound of DDS multicast time in 3D meshes is $D_{\text{max}} \leq \text{Time} \leq D_{\text{max}} + K - 1$.

*Proof.* The proof is similar to that of DDS multicast in 2D meshes.

**Proposition 3.2.2.14** The bound of DDS multicast traffic in 3D meshes is $D_{\text{max}} \leq \text{Traffic} \leq \sum |x_i + y_i + z_i|, 1 \leq i \leq K$.

*Proof.* The proof is similar to that of DDS algorithm in 2D meshes.

3.2.2.7 DDS Algorithm in 3D Torus

In this section we will discuss how to apply the DDS algorithm to solve the multicast problems in 3D tori, and give the formal description and analysis of the DDS multicast algorithm in 3D tori under the multicast defined by *Definition 3.1.5.*
Algorithm 3.2.2.6 (DDS multicast algorithm in 3D torus)

Input: \( T, D, s \)
Output: \( MT \)

The main procedures are similar to those of DIAG algorithm in 3DT as described in Algorithm 3.2.1.6, except that we apply DDS for 3D meshes in each submesh instead of DIAG for 3D meshes.

Proposition 3.2.2.15 The time complexity of DDS algorithm in 3D tori is \( O(KN) \) where \( K \) is the total number of destinations and \( N \) is the total number of nodes in the torus.

Proof. The proof is similar to that of the DIAG algorithm in 3D tori.

Figure 3.2.2.6: Example of DDS Multicast in 5×5×5 Torus

Now, let us use DDS algorithm in 3D tori to solve the multicast in Example 3.2.1.2. The main procedures are similar to the example of DIAG algorithm in 3DT except that
we apply DDS for 3D meshes in each zone instead of DIAG for 3D meshes. The completed multicast tree is shown in Figure 3.2.2.6 (b). The total multicast traffic is 14 links and the multicast time is 6 hops.

**Proposition 3.2.2.16** The bound of multicast time of DDS in 3D tori is $D_{\text{max}} \leq \text{Time} \leq D_{\text{max}} + K + 2$.

**Proof:** The proof is similar to that of DIAG in 3D tori.

**Proposition 3.2.2.17** The bound of multicast traffic of DDS in 3D tori is reduced to those of DDS in its eight submeshes.

### 3.2.3 Comparison of DIAG, DDS, VH and MIN

Optimal multicast solution that minimizes both time and traffic is NP-hard or even does not exist at all. The algorithms we have discussed so far including DDS, DIAG, MIN and VH are all heuristic algorithms. That means none of them can obtain the best results at all cases. Each of them has pros and cons. In this thesis, we will discuss the strengths and drawbacks of DDS, DIAG, MIN and VH based on the results we get in 2D meshes. The relationships of these algorithms in 3D meshes or tori are very similar.

The table *(Figure 3.2.3.1)* compares the multicast traffic, time and computation complexity between DDS, DIAG and VH multicast algorithms in 2D meshes.

As illustrated in the table, DDS and DIAG algorithms have the same computation complexity of $O(KN)$. VH algorithm has the best complexity since $KD \leq KN$ ($D=m+n-1$, $N=m\times n$), while MIN has the worst complexity which is $D$ times that of DDS.
<table>
<thead>
<tr>
<th>Complexity</th>
<th>DDS</th>
<th>DIAG</th>
<th>MIN</th>
<th>VH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic (Best case)</td>
<td>$O(KN)$</td>
<td>$O(KN)$</td>
<td>$O(KND)$</td>
<td>$O(KD)$</td>
</tr>
<tr>
<td>Time (Best case)</td>
<td>$D_{\text{max}}$</td>
<td>$D_{\text{max}}$</td>
<td>$D_{\text{max}}$</td>
<td>$D_{\text{max}}$</td>
</tr>
<tr>
<td>Time (Worst case)</td>
<td>$D_{\text{max}}+K-1$</td>
<td>$D_{\text{max}}+K-1$</td>
<td>$\sum(</td>
<td>x_{r_i}-x_{r_i}</td>
</tr>
</tbody>
</table>

**Figure 3.2.3.1: Comparisons between Algorithms in 2DM**

All four algorithms have the same minimum multicast time which is $D_{\text{max}}$. But VH has a much better worst case multicast time than all the others, which is $D_{\text{max}}+K-1$. Therefore, VH will almost always have the near optimal multicast time which is either $D_{\text{max}}$ or $D_{\text{max}}+K-1$, and is very predicable unlike the other three which have a wide range. Although both DDS and DIAG are also shortest path multicast algorithms and their multicast time is optimal in all-port node architectures, they cause more delay hops in one-port node architectures. Hence, in general multicast time of DDS and DIAG can be no better than VH, which can be as high as $D_{\text{max}}+K-1$ in the worst case. MIN algorithm will normally need more time to do the same multicast than DDS and DIAG since it is not shortest path based. In the worst case, when all destination nodes are connected through a non-shortest path, multicast time of MIN is the total number of links (total traffic).

We also notice that all the algorithms have the same minimum multicast traffic which is $D_{\text{max}}$. However, we have learned from the heuristics and examples that, DDS and DIAG usually create less traffic than VH for the same multicast. The worst case multicast traffic of VH is actually the maximum $x$ coordinate plus the sum of the $y$ coordinates of
all destination nodes, which could be much worse than that of all the other three algorithms. MIN is believed to be the one that normally creates least traffic since it is optimized for traffic only but at a cost of highest computation complexity.

3.3. Path-based Multicast Algorithm

3.3.1 About Path-based Multicast

In path-based multicast, a message is passed along a path that starts from the source node and goes through all the destinations.

Problems of Tree-based Multicast

It is believed that tree-based multicast is efficient on both time and traffic due to the fact that the message is routed along common paths as much as possible and then branches to different destinations. This is true especially for store-and-forward switched networks since the network latency is proportional to the distance [1]. In tree-based algorithm, the message is being passed concurrently from node to node, so the distance of the path to the farthest node is likely much less than that of a path-based multicast which passes message from node to node sequentially.

However, the story is a little bit different in wormhole routed networks. In tree-based multicast, when we launch only one worm from the source node to be routed along the whole tree and once blocking occurs at any node on the routes, the flits will remain in contiguous channels of the network and the whole wormhole routing tree is frozen. Such scenarios in turn block the transmission of other messages in need of the occupied channels, and are very vulnerable to deadlocks and congestions. Lin and Ni have
discussed in [7, 13] that tree-based multicast routing is not suitable for wormhole routed network, and that channel congestion and deadlock becomes an important factor affecting the network performance when the traffic is high.

**Why Path-based Multicast?**

In wormhole routed networks, the network latency is insensitive to the distance especially when the message is very long. So a reasonable solution will be to pass the message to as many destinations as possible in a single worm and prohibit the branching at any intermediate nodes, which leads to multicast path pattern [7]. A multicast path for a multicast is a set of contiguous channels, starting from the source node and reaching each destination node in a certain order.

Since path-based routing does not need to replicate messages at each intermediate node, it can save much overhead time. An analysis in [1, 7] proved that the probability that a message is blocked in path-like routing is lower than that in tree-like routing. Experiments and simulations in [1, 7] further show that path-based model provides much better performance than the tree-based model when there are contentions in the network.

**Strategies to Design Path-based Multicast**

Here is a typical way to develop a path-based multicast algorithm in 2D meshes. First, find a Hamiltonian path of the mesh and label the nodes with their order on the path. Then, sort the destinations according to their labels. And finally develop a routing function that routes the message from one destination to another through a sequence of nodes whose labels are in the same order (ascending or descending) as on the base path.
The Hamiltonian path guarantees the feasibility of forming a message-passing path and defines the order of the nodes, which has to be observed when passing the message. Almost all topologies currently used in multicomputer networks, including 2D meshes and hypercubes, have Hamiltonian paths [7]. The Hamiltonian path is usually used as a guide to form the message-passing path. Message is generally passing along the base path, but can take shortcuts from one destination toward the next destination down the base path (i.e. Can skip some parts of the base path between the two destinations) as long as the order of nodes on the passing path is consistent with that on the base path.

The key of designing efficient path-based multicast routing is to reduce the distance between the destinations and reduce the total length of the path, which consequently reduces the total traffic and the transmission time. Another trick is: if the number of destinations in each path is small, the length of the path and the average distance between destinations will also tend to be small.

3.3.2 Review of LIN’s Algorithm

In [7], Lin proposed a path-based multicast algorithm for 2D meshes, which uses a Hamiltonian path (Figure 3.3.1 (a)) to govern the routing. The algorithm, starting from the source node, labels each node with their order along the path and sorts the set of destination nodes according to their label. It then passes the message from one destination to another by routing from current node to one of its neighbor that is closest to next destination down the Hamiltonian path. Figure 3.3.1 (b) illustrates the message passing path from LIN’s algorithm based on the Hamiltonian path in Figure 3.3.1 (a) for a set of multicast destinations nodes. The main advantages of LIN’s algorithm are as follows.
(1) It is very easy to form the Hamiltonian path, and computation complexity is small.

(2) The routing function and supporting hardware are simple since messages are always passed along a single path.

![Diagram](image)

**Figure 3.3.1: A Multicast by LIN’s Algorithm in 10x10 Mesh**

The drawbacks of this algorithm are:

(1) Low parallelism. Message is passed along one single path.

(2) Very large maximum message passing distance which is the length of the path.

(3) Very large amount of traffic due to the fact that messages have to be passed in a certain order in accordance with the base path.

(4) Very large amount of inefficient traffic. Such as row 4 and row 5 in **Figure 3.3.1** (b) exist only to send the message to one destination node because the Hamiltonian path travels back and forth through the whole row which is a very long distance.

As a result, LIN’s algorithm produces a lot of excessive traffic because messages have to be passed strictly following the order of nodes in a single Hamiltonian path. Furthermore, the time that it takes for the last node to receive the message is related to the
total length of the message-passing path, which is likely to be a large number. To overcome these disadvantages of LIN’s algorithm, we develop a dual-path-based multicast routing algorithm called XY-path algorithm.

3.3.3 XY-path Multicast Algorithm

XY-path is a dual-path-based multicast routing algorithm designed for wormhole routed 2D-mesh multicomputer networks. First, we will discuss the heuristics used to design it.

3.3.3.1 Heuristics of XY-path Algorithm

Two basic facts about multicast path problems were stated in [1], which we cite as two theorems for our study.

*Theorem 3.3.1* There is a Hamiltonian path in any 2D mesh.

*Theorem 3.3.2* The OMP (*Optimal Multicast Path*) problem in 2D meshes is NP-complete.

It is unrealistic for us to design an optimal path-based multicast algorithm with polynomial time, but only heuristic algorithms that try to reduce the maximum path distance and total traffic as much as possible. Our goal is to overcome those pitfalls of LIN’s algorithm. The following are some heuristics we used.

(1) Increase the parallelism of the message passing. If we increase the number of paths, then messages can be passed concurrently along several paths.
(2) Reduce inefficient traffic. If we reduce the back and forth traveling distance of the base path, then that of the routing path will also be reduced and some unnecessary traffic will be saved.

(3) Reduce the total traffic. If a message is passed along a shortest path between destinations, the total traffic and maximum message passing distance will also tend to be small.

(4) Reduce the maximum message passing distance. If we try to partition the network into several disjoint sets and form a path for each partition, the length of each path is also likely much smaller than that of a single path.

In a 2D mesh we notice that the source node, which is located at the left-top corner, is connected to its neighbors through two separate channels. This provides the possibility of passing the message along two different paths simultaneously to the destinations. Based on these heuristics, we developed the so-called XY-path multicast routing algorithm, in which two message-passing paths start from the source node, one travels back and forth along the \( X \) dimension and the other along \( Y \) dimension. Together they cover all the destination nodes in the mesh. XY-path algorithm can well overcome the pitfalls of LIN's algorithm. First, since messages were passed through two paths, the length of each path will be likely less than that of a single. Second, the mesh network is partitioned to two small parts, which reduces the chances of long back and forth traveling and the average distance between two destinations.
3.3.3.2 Formal Description of XY-path Algorithm

The XY-path multicast routing algorithm actually consists of two phases. First we need to split the nodes of the mesh into two subsets joined only at the source node, and form a Hamiltonian path for each subset, i.e. \( X \) path and \( Y \) path. Then we route the message in \( X \) path and \( Y \) path concurrently from one destination to another in the order as they occur in \( X \) path or \( Y \) path. Hence, XY-path algorithm contains two parts: the partition algorithm and the routing algorithm.

The partition algorithm is critical since it forms the base paths which very much determine the overall performance of the multicast. Basically the partition algorithm splits all the nodes into two paths joined at the source. We accomplish it by alternatively running one path (\( X \)) along rows back and forth and the other path (\( Y \)) along the columns exclusively.

**Algorithm 3.3.1 (XY-path multicast partition algorithm in 2DM)**

Denote the set of nodes in \( X \) path as \( X \) and the set of nodes in \( Y \) path as \( Y \). \( Label(u) \) denotes the label of node \( u \), \( Length(X) \) denotes the length of path \( X \). \( x(v) \) denotes the \( x \) coordinate of node \( v \), and \( y(v) \) denotes the \( y \) coordinate of node \( v \).

**Input:** \( M \)

**Output:** \( X, Y \)

**Variables:** \( u, v \) (temporary nodes)

(1) \( X=Y=\{s\}; \) (Initialization)

\[ Done(X)=Done(Y)=FALSE; \]

(2) IF NOT \( Done(X) \)

(a) \( v=\text{last node in } X \)

   IF \( x(v)=m-1 \) and \( v \) is the last node of its row and \( Length(X)>Length(Y) \)

   THEN go to step (3)

   ELSE find next node \( u \) by traveling along rows, make \( U \) turn to next row if it reaches the end of a row or a node belonging to \( Y \)

(b) IF \( u \) is found THEN \( X=X+\{u\}, \ Label(u) = \text{its order in } X \)

   ELSE \( Done(X)=TRUE \) (It either visited last row or can not make \( U \) turn)
(c) Continue step (2)

(3) IF NOT Done(Y)
   (a) v = last node in Y
       IF y(v) == n-l and v is the last node of its column and Length(Y) > Length(X)
           THEN go to step (4)
       ELSE find next node u by traveling along columns, make U turn to next row if
           it reaches the end of a column or a node belonging to X
   (b) IF u is founded THEN Y = Y + {u}, Label(u) = its order in Y
       ELSE Done(Y) = TRUE (It either visited last column or can not make U turn)
   (c) Continue step (3)

(4) REPEAT step (2) and step (3) UNTIL Done(X) and Done(Y)

**Proposition 3.3.1** Using the partition algorithm, we can always find a pair of X path and
Y path joined only at the source node s(0, 0), which cover all nodes in a 2D mesh.

**Proof.** According to the partition algorithm, the switching point can only be a node at
the boundary. Therefore, whenever we switch the path, the unoccupied area is a mesh.
This process will continue until only one row or one column is left. And this row or
column can be easily added to X path or Y path depending on the final scenario.

**Proposition 3.3.2** The time complexity of XY-path partition algorithm for 2D meshes is
O(N) where N is the total number of nodes in the mesh.

**Proof.** It is easy to see the process of partitioning the 2D mesh is to check each node
in the mesh and add it to either X or Y path according to the status of the node. The total
number of nodes in the mesh is N. So the complexity is O(N).

The XY-path partition algorithm is very dynamic. The switching point is decided by
comparing current length of the paths and can only be at the boundary of the mesh not at
the middle of a row or column. When one path comes across the other, it must make a U-turn. Hence, it is not known which node belongs to which path until the algorithm is executed. Here is our goal of making it dynamic: First, to balance the length of the two paths so the traffic load and maximum traveling distance on both paths will also be balanced; Second, to avoid too many long runs in the back and forth direction. As indicated in Figure 3.3.2, in an asymmetric 16×8 mesh, Y path needs to travel back and forth several rounds to match the distance traveled by X in just one round. Thus, the length of runs of X path decreases faster than that of Y path, and the number of very long runs is limited.

![Diagram of X and Y paths in a 16x8 mesh](image)

Figure 3.3.2: X path and Y path in 8×16 Mesh

We got X path and Y path that can be used as base paths to govern the message routing. A basic rule for path-based routing is that the message must be passed from one destination to next through a sequence of nodes whose order is in accordance with that of the base path [1]. Messages need not move exactly along the base path, and can take a shortcut from one destination to next, but the ascending or descending order of the nodes must be observed. The XY-path routing algorithm is to find the message-passing paths that pass message to the destinations in X path and Y path.
Algorithm 3.3.2 (XY-path multicast routing algorithm in 2DM)

Let $X'$ denote the message-passing path for $X$ path, and $Y'$ denote the message-passing path for $Y$ path. $R(u,v)$ is the routing function to route from node $u$ to node $v$ on a Hamiltonian path of a mesh.

**Input:** $M, D, X, Y$

**Output:** $X', Y'$

(1) $X' = Y' = \{s\}$; (Initialization)

(2) Get the message passing path $X'$ for destinations in $X$ path

(a) Get the last node $u$ in path $X'$

(b) Get next destination node $v$ on $X$ path

(c) Using $R(u,v)$ based on $X$ path to find the path $P(u...v)$ which connect $u$ to $v$

(d) $X' = X' + P$

(e) Repeat step (2) until all destinations on path $X$ are exhausted

(3) Similar to step (2), we can Get the message passing path $Y'$ for destinations in path $Y$

The routing function $R(u,v)$ is derived from a general routing function in [1] refereed to as sorted MP message routing algorithm. Its main idea is to choose next node in the path that is a neighbor of current node and closest to next destination down the base path.

When we apply this function in our algorithm, we get our $R(u,v)$. Let $u$ be the current node, $v$ be the next destination node down $X$ path, and $L(x)$ be the label of node $x$ on $X$ path, then we have the definition of $R(u,v)$ based on $X$ path:

$$R(u,v) = w$$  \hspace{1cm} (3.3.1)

Where $w$ satisfies $L(w) = \max \{ L(p), p \text{ is a neighbor of } u \text{ and } L(v) \geq L(p) > L(u) \}$. Likewise we can have the $R(u,v)$ based on $Y$ path.

**Proposition 3.3.3** The time complexity of XY-path routing algorithm for 2D meshes is $O(N)$ where $N$ is the total number of nodes in the mesh.
Proof. The time cost to find the multicast paths actually involves executing the routing function $R$ at each node along the paths. Time complexity of $R$ is $O(l)$. The total number of nodes in both $X$ path and $Y$ path is less than that of the mesh. Hence, the routing algorithm will cost $O(N)$ time.

**Proposition 3.3.4** Time complexity of XY-path multicast algorithm for 2D meshes is $O(N)$ where $N$ is the total number of nodes in the mesh.

Proof. Both the XY partition algorithm and the routing algorithm cost $O(N)$. The overall time of XY-path multicast algorithm is also $O(N)$, which is at the same order of $O(K \log K)$ of the LIN's algorithm.

**Proposition 3.3.5** For two destination nodes $u$ and $v$ on the $X$ path or $Y$ path in a 2D mesh, the path selected by routing function $R(u,v)$ is a shortest path from $u$ to $v$.

Proof: Consider path $Y$ for example. According to the routing function $R(u,v)$, the message will be passing through a sequence of nodes whose labels are in ascending order. Assume $u$ and $v$ are two destination nodes on column $C_u$ and $C_v$, $u < v$ (i.e. $u$ precedes $v$), hence $C_u \leq C_v$. If $C_u = C_v$, it is obvious that the path between $u$ and $v$ will be along the same column and it is shortest. Now $C_u < C_v$, according to $R(u,v)$, there will be no links on the path that travel from a larger column to a small column. So we have a) the total distance traveled along $X$ dimension is just the distance between $u$ and $v$ in $X$ dimension,
i.e. |x(u)−x(v)|. Then we need to prove \( b \) the distance traveled along \( Y \) dimension is |y(u)−y(v)|. The following is the proof for \( b \). If \( y(u) \leq y(v) \), then we can prove that the path travels downward from the node with smaller \( y \) to node with larger \( y \). Assume \( w \) is a node on the path from which the path travels along a column upward and reaches node \( w' \) at the same column, then we have \( y(v) \geq y(w) > y(w') \). We notice \( w \)'s neighbor on next column, say \( w'' \), is obviously closer to destination \( v \) than node \( w' \) in both dimension \( X \) and \( Y \) since \( y(w'') = y(w) \). According to \( R(u,v) \), it should be routed from \( w \) to \( w'' \) not \( w' \), which shows the assumption is wrong. Hence all routing along dimension \( Y \) is downward. Similarly we can prove when \( y(u) \geq y(v) \) all routing along \( Y \) dimension is upward. So we can draw the conclusion of \( b \). Combine \( a \) and \( b \), the distance traveled by the routing path between \( u \) and \( v \) is |x(u)−x(v)|+|y(u)−y(v)|, which is shortest.

**Proposition 3.3.6** The multicast message-passing path obtained through the routing function is optimal for the given base path \( X \) or \( Y \).

**Proof.** Since message is routed along a shortest path from one destination to another, the length of the multicast path, which is essentially the sum of the distance between each pair of destinations along the path, is also minimized.

**Example 3.3.1** In a 2D mesh network \( M(10 \times 10) \), construct the multicast path using XY-path algorithm for a multicast that sends a message from the given source node \( s(0,0) \) to a set of destination nodes \( D = \{ (2,0), (3,1), (7,2), (7,5), (0,4), (1,3) \} \).
First, we partition the nodes of the mesh into two independent paths joined at the source node. In this example, the algorithm starts advancing path $Y$ from the source node along column 0 till the boundary node $(0, 9)$, then compares the length of the two paths and finds that path $X$ is shorter than path $Y$ (at this point, length of path $X$ is zero), so the turn is switched to path $X$. Then, it advances path $X$ from source node along row 0 till boundary node $(9, 0)$ where the length of path $X$ is still not longer than that of path $Y$, so instead of switching to path $Y$, it continues advancing path $X$. It turns to node $(9, 1)$ on row 1 and advances along row 1, then makes $U$ turn to row 2 when it hits path $Y$ and continues on row 2 till it comes back to the boundary node $(9, 2)$ where we notice that path $X$ is already longer than path $Y$. So it is time to advance path $Y$. Thus, whenever a path arrives at a boundary node, compare their length and give the turn to the shorter path. We keep alternatively advancing path $X$ along rows and path $Y$ along columns back and forth until both paths can not advance any more. The final path $X$ and $Y$ are illustrated in Figure 3.3.3. The partition also divides the destination nodes into two subsets $\{ (0, 4), (1, 3) \}$ on path $Y$ and $\{ (2, 0), (3, 1), (7, 2), (7, 5) \}$ on path $X$. 
After the partition, we will need to find out the message-passing paths through the XY-path routing algorithm. Take path $X$ for example. Starting from the source node $s(0, 0)$, it is very obvious that the shortest route between $s(0, 0)$ and destination node $(2, 0)$ is on the base path $X$. But for the route between node $(2, 0)$ and node $(3, l)$, simply following the base path is not a good choice, so we need to find a shortcut. We execute routing function $R(u, v)$ at node $(2, 0)$, which actually checks the distances to node $(3, l)$ from all node $(2, 0)$'s neighbors behind node $(2, 0)$ but before node $(3, l)$, and routes to the one closest to node $(3, l)$ which is $(3, 0)$. We then execute routing function $R(u, v)$ at node $(3, 0)$, which finally routes the message to destination node $(3, l)$. Afterwards, we can route the message from destination node $(3, l)$ to destination node $(7, 2)$ and to destination node $(7, 5)$ using the same routing function $R(u, v)$. Likewise, we can find out the message-passing path for destinations on path $Y$. The complete message-passing paths are illustrated in Figure 3.3.4 (a). The total traffic is 18 links and the maximum distance of the path is 12.
The same multicast using LIN's algorithm will generate total traffic of 26 links which is also the maximum distance as shown in Figure 3.3.4 (b).

**Proposition 3.3.7** The bound of multicast traffic for XY-path multicast is \( K \leq \text{Traffic} \leq KD \), where \( K \) is the total number of destinations, \( D \) is the diameter of the multicast zone.

*Proof.* Assume there are \( p \) destinations \( (v_1, v_2, ..., v_p) \) in \( X \) path, \( q \) destinations \( (u_1, u_2, ..., u_q) \) in \( Y \) path. \( D(u,v) \) is the distance between node \( u \) and \( v \), \( s \) is the source node. \( K \) is the total number of destinations, i.e. \( K=p+q \). The multicast traffic of XY-path algorithm is:

\[
\text{Traffic} = D(s,v_1) + \sum_{i=1}^{p-1} D(v_i,v_{i+1}) + D(s,u_1) + \sum_{i=1}^{q-1} D(u_i,u_{i+1})
\]

It has been proven that the minimum total links is \( K \) for any kind of multicast [1], i.e. the message reaches a destination every time it passes through a link. In case of XY-path algorithm, traffic reaches the low bound \( K \) when the \( K \) destinations line up in just one path and adjacent to one after another. Since the path between each pair of destinations is shortest, which is less than \( D \), the total distance of the \( K \) pairs of destinations will be less than \( KD \).

**Proposition 3.3.8** The bound of multicast time for XY-path multicast is \( K+L \leq \text{Time} \leq KD+L \), where \( L \) is the length of the message.
Proof. According to Formula (2.1.11), in wormhole routed networks $Multicast Time=max(l_1, l_2, ..., l_k, l_0)+L$. In the case of XY-path multicast, assume the length of $X$ path and $Y$ path is $d_x$ and $d_y$ respectively, then we have $Multicast Time=max(d_x, d_y)+L$.

So, when $max(d_x, d_y)<<L$, the effect of distance is negligible and length of the message dominates the multicast time. When $max(d_x, d_y)>>L$, the distance of the path dominates the multicast time. But since for a certain message to be multicasted, its length $L$ is constant, the distance of the multicast path becomes the decisive factor. The bound of $max(d_x, d_y)$ is $K~KD$ according to Proposition 3.3.7, so the bound of multicast time will be $K+L~KD+L$. 
Chapter 4

Simulations and Discussions

4.1 The Simulation Model

The purpose of this chapter is to evaluate the performance of these new algorithms and verify whether we have achieved our goals of designing them. We developed software to simulate the multicast communications in mesh-connected multicomputer networks.

4.1.1 Model of Simulation Program

The generic multicast simulation program is developed not only for multicast simulation in mesh-connected networks but also for any kind of network topology, any kind of multicast algorithm, and any kind of node architecture. Hence, we choose the object-oriented design methodology featuring good hierarchy and flexibility. Figure 4.1.1 illustrated the model and class diagram of this program.

In order to maintain a good generality, flexibility, and extensibility of the program, we introduce a set of abstract classes: Graph, Node, Processor and MultiAlgorithm. They form the core of the model and define the interfaces. In addition to the abstract classes, we defined corresponding concrete classes that implement the interfaces and add specific features. Mesh, MeshNode and MeshAlgorithm are all concrete classes for meshes.
4.1.2 Implementation of Simulation System

The simulation program we have just introduced can be implemented in any object oriented programming language such as C++ or Java. In our case, since the simulation of multicast in multicomputer network is very computation intensive, we chose C++ which is a very efficient programming language. More specifically we developed the simulation software using Visual C++ and MFC within Microsoft Visual Studio 6.0 under Windows XP environment. The program can run under any Windows operating system with the Win32 and MFC libraries installed. To ensure the speed and efficiency of the simulation, we recommend computer systems with at least 2GHz CPU clock speed and 1GB RAM.
4.1.3 Performance Evaluation Model

Since the multicast routing algorithms that we proposed are heuristic algorithms, none of them is optimal, i.e. no algorithm is best at all scenarios. One algorithm performs better than the other in some cases, but worse in other cases. So, we can only use the average value of a large number of randomly generated multicasts to evaluate the performance of each algorithm on average.

There are two major parameters used to evaluate the performance of multicast operation: time and traffic. Here we use several types of charts related to these two parameters to evaluate and analyze the performance of the multicast algorithms. They are the multicast time curve, the multicast traffic curve and the average additional traffic (AAT) curve. The time curve reflects the changing trend of the average multicast time with respect to the number of destination nodes. The traffic curve reflects the changing trend of the average multicast traffic with respect to the number of destination nodes. The AAT curve reflects the changing trend of the average additional traffic with respect to the number of destination nodes. Both traffic and AAT curves reflect the multicast traffic of an algorithm, but AAT is a better parameter to indicate the efficiency of the multicast traffic. The traffic curve indicates just the total traffic that a multicast creates.

To compare the performance of several algorithms in one chart, we will draw a curve for each algorithm, resulted from exactly the same set of samples. Every point on the curve is averaged over 1000 runs of multicasts with the same number of destination nodes [1, 7]. The set of multicast destination nodes and their distribution are generated randomly through pseudo random number.
We also introduce another parameter mean to indicate the average performance of an algorithm in a certain mesh network regardless of the number of destinations. This method is derived from the ideas introduced in [18] for evaluating the efficiency and resource consumption of multicast in an arbitrary network.

Definition 4.1.1 (Mean of a Parameter) Given a mesh or torus M and a multicast algorithm A, the average value of a parameter P from all the multicast samples, regardless of the number of its destinations, in a statistical experiment is called the mean of parameter P for multicast algorithm A in mesh or torus M.

Mean roughly indicates the overall performance of algorithm A on parameter P in the mesh M. It is actually the average line for the curve of parameter P. We will use multicast time mean, multicast traffic mean and AAT mean to reflect the multicast time, traffic and AAT of a certain multicast algorithm in a given mesh in general.

4.2. Performance Evaluation of DIAG and DDS

4.2.1 Simulation Assumptions

The following are the assumptions and conditions under which the simulations are done for the performance evaluation of the tree-based multicast algorithms.

- All the simulations are done in a store-and-forward switched mesh or torus network, since both algorithms are best for store-and-forward technology.
- The nodes in the network have one-port architecture which is the mostly used architecture in multicomputers.
• To simplify the calculation, we assume the size of each dimension of an $n$-dimensional mesh is the same. The unit of time is hop and the unit of traffic is link.

• The sampling resolution for the curves is 10 destination nodes per sample point. The value at each sample point is averaged over 1000 runs of multicasts with the same number of destination nodes.

• Use dimension-ordered routing as the routing function between pairs of nodes, which results in a shortest path and prevents deadlock.

• Use semi-distributed routing scheme, which has been introduced in Chapter 2, for message transmission along the multicast tree.

• Formulas to calculate multicast time, traffic, and additional traffic in our simulations are those for store-and-forward switched networks with one-port architecture which are introduced in earlier sections.

\[
\text{Multicast Traffic}=|E(MT)|
\]

\[
\text{Additional Traffic}=|E(MT)|-K
\]

\[
\text{Multicast Time}=\max\{ l_1+w_1, l_2+w_2, \ldots, l_n+w_n, l_n+w_n \}
\]

### 4.2.2 Simulation of DDS and DIAG in 2D Mesh

We study the performance of the algorithms in 2D meshes through simulations done in a $20 \times 20$ mesh in this section.

In Figure 4.2.1 multicast time curves of $DIAG$ and $VII$ are almost overlapped, which indicates that on average the multicast time resulted from $DIAG$ algorithm is very close to
that of \( VH \) algorithm. This is in accordance with the fact that they are both shortest path multicast algorithms, which result in near optimal multicast time. In this example, the multicast time mean of \( DIAG \) is 35.76, which is 0.41% less than \( VH \)'s 35.91. We can also notice that the multicast time curve is pretty flat, which means it does not relate very much to the number of destinations. This is because the multicast time mainly depends on the distance of the farthest destination node but not the number of the destination nodes. The multicast time generally increases with the number of destinations.

![Multicast Time Graph](image)

**Figure 4.2.1: Multicast Time of DIAG versus VH in 2D Mesh**

*Figure 4.2.2* indicates that multicast traffic generally increases with the number of destinations, but \( AAT \) first increases with the number of destinations and reaches its peak at about 20% percent of the total nodes, and then it decreases and finally reaches 0. This means that when the number of destination nodes is very small or very large, the multicast traffic is most efficient. In between it will generate more inefficient traffic. The figure also indicates that both traffic and \( AAT \) of \( DIAG \) algorithm is much less than that
of VH algorithm. In this example, the multicast traffic mean of DIAG is 247.28 which is 25% less than VH’s 333.69. The AAT mean of DIAG algorithm is 52.28 which is 62% less than VH’s 138.69.

![Graph showing AAT vs Number of Destinations for DIAG and VH](image1)

![Graph showing Traffic vs Number of Destinations for VH and DIAG](image2)

**Figure 4.2.2: Multicast traffic of DIAG versus VH in 2D Mesh**

From the simulation results of DIAG and VH algorithms in this 2D mesh, we can notice that DIAG algorithm reduces the multicast traffic by 25% and increase traffic efficiency by 62% over VH algorithm without sacrificing the near optimal multicast time of VH algorithm. The DIAG algorithm even somehow performs slightly better than VH in terms of multicast time.

In Figure 4.2.3 multicast time curves of DDS, DIAG and MIN show that, on average, DIAG has the best multicast time, DDS has a little bit larger multicast time than DIAG, MIN has the worst multicast time. This is due to the fact that both DDS and DIAG are shortest path multicast algorithm, MIN is not. In this example, the multicast time mean of DDS is 37.88, which is 8.5% more than DIAG’s 34.89, but 5% less than MIN’s 39.86.
Figure 4.2.3: Multicast Time of DDS versus MIN in 2D Mesh

Figure 4.2.4 indicates that the multicast traffics of DDS and MIN are very close and obviously better than DIAG. In this example, the multicast traffic mean of DDS is 230.85 which is 1.3% more than MIN’s 227.77 but 4.3% less than DIAG’s 241.41. The AAT mean of DDS algorithm is 40.85 which is only 8% more than MIN’s 37.77 and 20.5% less than DIAG’s 51.41. The trend of these curves is similar to those of DIAG we mentioned in the previous section.

Figure 4.2.4: Multicast Traffic of DDS versus MIN in 2D Mesh
From the simulation results of *DDS, DIAG* and *MIN* algorithms in this 2D mesh, we can notice that *DDS* algorithm reduces the average additional traffic by 20% over *DIAG* algorithm and reaches the neighborhood of the pro-traffic *MIN* algorithm. It improves the multicast traffic efficiency significantly while keeping the multicast time near that of *DIAG* algorithm.

### 4.2.3 Simulation of DDS and DIAG in 2D Torus

In this section we study the performance of the algorithms in 2D tori through simulations done in a $20 \times 20$ torus.

![Graph showing multicast time of DIAG and VH in 2D Torus](image)

**Figure 4.2.5: Multicast Time of DIAG versus VH in 2D Torus**

*Figure 4.2.5* shows the multicast time of *DIAG* and *VH* in 2D tori is also very close. The difference is that the multicast time of both algorithms is reduced significantly by almost 40% over their counterpart in the 2D mesh.
Figure 4.2.6: Multicast Traffic of DIAG versus VH in 2D Torus

In Figure 4.2.6 the trend of the multicast traffic curves of DIAG and VH in the 2D torus is similar to those in the 2D mesh. The multicast traffic mean of DIAG is about 255.63, decreased by 18.54 over VH’s 313.84, and the AAT mean of DIAG is about 65.63 decreased by 47% over VH’s 123.84. These simulation results lead to the similar conclusion as in the 2D mesh.

Figure 4.2.7: Multicast Time of DDS versus MIN in 2D Torus
Figure 4.2.7 shows that the relations between the multicast time of DDS, DIAG and MIN in the 2D torus is similar to that in the 2D mesh, except that the difference between them is smaller, with DDS at 23.7, DIAG at 22.25 and MIN at 23.69. This is due to the fact that their multicast time over all is reduced by almost 40% over their counterparts in the 2D mesh.

![Graph showing AAT and Traffic vs Number of Destinations](image)

**Figure 4.2.8: Multicast Traffic of DDS versus MIN in 2D Torus**

Figure 4.2.8 shows that the trend and relations of multicast traffic curves of DDS, DIAG and MIN in the 2D torus are similar to those in the 2D mesh. The multicast traffic mean of DDS, DIAG and MIN is 237.30, 255.39 and 235.29 respectively. The AAT mean of DDS is 47.30, which is 28% less than DIAG's 65.39 and only 4% more than MIN's 45.29.

After comparing the performance of different multicast algorithms in the 2D mesh and torus, we now study the performance of the same algorithm in the 2D mesh over 2D torus. Figure 4.2.9 indicates the relation of DIAG algorithm in the 2D mesh and 2D torus. Multicast time mean of DIAG in the 2D torus is 22.27 which is about 36% less than that
in the 2D mesh. This is understandable given the fact that the diameter of a torus is half of that of the respective mesh.

**Figure 4.2.9: Multicast Time of DIAG in 2D Torus versus 2D Mesh**

**Figure 4.2.10: Multicast Traffic of DIAG in 2D Torus versus 2D Mesh**

While the multicast time of *DIAG* in the 2D torus is less than that of the 2D mesh, the multicast traffic increases slightly. As we can see from *Figure 4.2.10*, the multicast traffic mean in the 2D torus is 255.99, increased by 6% over the 2D mesh’s 241.38. The *AAT* in the 2D torus is increased by about 22% from 51.38 of the 2D mesh to 65.99. This is probably because the torus is divided into four submeshes each of which forms a separate
multicast subtree of its own. Hence, destination nodes in one submesh can not receive messages from a nearby node in other submeshes but from the source node at the corner of its submesh which can be a long way away and creates a lot of inefficient traffic.

From the simulation results of $DIAG$ algorithm in the 2D mesh and the 2D torus, we can notice that the $DIAG$ algorithm in the 2D torus reduces the multicast time significantly by 40% over that of the 2D mesh but at the cost of slightly more traffic.

![Graph showing multicast time comparison between 2D Torus and 2D Mesh](image1)

**Figure 4.2.11: Multicast Time of DDS in 2D Torus versus 2D Mesh**

![Graph showing multicast traffic comparison between 2D Torus and 2D Mesh](image2)

**Figure 4.2.12: Multicast Traffic of DDS in 2D Torus versus 2D Mesh**
Simulation results of DDS algorithm in the 2D mesh and 2D torus illustrated in Figures 4.2.11 and 4.2.12 resemble those of DIAG algorithm.

4.2.4 Simulation of DDS and DIAG in 3D Mesh

In this section, we study the performance of the algorithms in 3D meshes through simulations done in a $10 \times 10 \times 10$ mesh.

![Graph](image)

**Figure 4.2.13: Multicast Time of DIAG versus VH in 3D Mesh**

![Graph](image)

**Figure 4.2.14: Multicast Traffic of DIAG versus VH in 3D Mesh**
Figures 4.2.13 and 4.2.14 indicate that the results of DIAG and VH algorithms in 3D meshes are consistent with those in 2D meshes. The AAT mean of DIAG algorithm is 62.75, which is 77% less than VH’s 273.62, an even bigger difference than in the 2D mesh.

Figure 4.2.15 shows that the multicast time mean of DDS in the 3D mesh is 28.24 which is 10% more than DIAG’s 25.34 but 12% less than MIN’s 32.05, a larger difference than in the 2D mesh. We can also notice that the curve is not as flat as in the 2D mesh, and it is more like an arch. This is probably because when the number of destinations is very large, there may be fewer branching nodes in the tree, which causes less delay hops.

![Graph showing multicast time vs number of destinations for DDS, DIAG, and MIN in 3D mesh.]

Figure 4.2.15: Multicast Time of DDS versus MIN in 3D Mesh

Figure 4.2.16 illustrates the simulation results on the multicast traffic of DDS, DIAG and MIN in the 3D Mesh. It seems that the difference between these algorithms in 3D meshes is not as big as that in 2D meshes.
4.2.5 Simulation of DDS and DIAG in 3D Torus

In this section we study the performance of the algorithms in 3D tori through simulations done in a $10 \times 10 \times 10$ torus.
Figure 4.2.17 and Figure 4.2.18 show that the simulation results and conclusions of DIAG and VH in the 3D torus are similar to those in the 2D torus and/or 3D mesh.
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**Figure 4.2.18: Multicast Traffic of DIAG versus VH in 3D Torus**

Figure 4.2.19 and Figure 4.2.20 show that the simulation results and conclusions of DDS, DIAG and MIN in the 3D torus are similar to those in the 2D torus and/or 3D mesh.

![Graph of Time](image)

**Figure 4.2.19: Multicast Time of DDS versus MIN in 3D Torus**
4.3 Performance Evaluation of XY-path

4.3.1 Simulation Assumptions

In this section we will analyze the performance of the $XY$-path multicast algorithm. Since it is path-based and suitable for wormhole routed network, the simulation conditions are different from those of DDS and DIAG algorithms. Here are the assumptions:

- Simulations are done in a wormhole routed 2D-mesh network. To simplify the calculation, we assume the sizes of the two dimensions are the same.
- Nodes in the network have all-port architecture in order to increase the parallelism and obtain the best performance of the algorithm.
- Sampling resolution is 10 destination nodes per sample point. The value of each sample point is averaged over 1000 runs of multicasts with the same number of destination nodes [1, 7].
- The unit of time (a hop) is the time to transmit a flit through a link and the unit of traffic is link.
• The length of the message is fixed at 20 flits, which tends to be the average message length being delivered in a multicomputer network.

• Use distributed routing scheme, which has been introduced in Chapter 2, for message transmission along the multicast path.

• $R(u,v)$, which is introduced in $XY$-path algorithm, is the routing function executed at each node on the paths.

• Formulas to calculate the multicast time, traffic and additional traffic in our simulations are those for wormhole routed networks with all-port nodes which were introduced in earlier sections. Assume $d_x$ and $d_y$ are the length of the $X$ and $Y$ message passing paths respectively, then:

\[
\text{Multicast Time} = \max(d_x, d_y) + L \quad (4.3.1)
\]

\[
\text{Multicast traffic} = d_x + d_y \quad (4.3.2)
\]

\[
\text{Additional traffic} = d_x + d_y - K \quad (4.3.3)
\]

4.3.2 Simulation of XY-path in 2D Mesh

In this section we study the performance of $XY$-path algorithm compared to LIN’s algorithm through simulations done in a $20 \times 20$ mesh.

*Figure 4.3.1* indicates that the multicast time of $XY$-path algorithm is much less than that of LIN’s algorithm. In this example the multicast time mean of $XY$-path is 185.83, which is 48% less than LIN’s 356.39. The time curves of path-based algorithm climb quickly at the beginning, after the point of about half the total number of nodes, it
becomes very flat which means once the number of destinations are more than 50%, the length of the path does not differ much.

**Figure 4.3.1: Multicast Time of XY-path versus LIN's in 2D Mesh**

**Figure 4.3.2: Multicast Traffic of XY-path versus LIN's in 2D Mesh**

*Figure 4.3.2* indicates that multicast traffic generally increases with the number of destinations, but *AAT* first increases with the number of destinations and reaches its peak at about 20% percent of the total nodes. Then, it decreases with the number of
destinations. This means that when the number of destination nodes is very small or very large, the multicast traffic is more efficient. In between it will generate more inefficient traffic. In this example, the multicastrs traffic mean of \textit{XY-path} and LIN's algorithm are 317.59 and 336.39 respectively. The \textit{AAT} mean of \textit{XY-path} algorithm is 127.59, which is 13\% less than LIN's 146.39.

From these simulation results of \textit{XY-path} and LIN's algorithms in the 2D mesh, we can notice that \textit{XY-path} algorithm reduces the multicast time by almost 50\% and reduces the additional multicast traffic by 13\% over LIN's algorithm without sacrificing the computation complexity.
Chapter 5

Conclusion and Future Work

Multicast problems in mesh-connected networks are NP-complete in general. Efficient multicast routing algorithms with good heuristics, that can minimize the time and reduce the traffic as much as possible, are needed to improve the performance of mesh-connected multicomputers under different circumstances. To tackle this challenge, we conducted a study in this field and achieved the following accomplishments and results.

- Designed the pro-time tree-based shortest path multicast routing algorithm called $DIAG$ for store-and-forward switched mesh networks which significantly reduced the multicast traffic (by about 50% in 2D meshes) over the previous $VH$ algorithm without sacrificing the multicast time and complexity.

- Designed the pro-time tree-based shortest path multicast algorithm called $DDS$ for store-and-forward switched mesh networks which further reduced the multicast traffic (by about 20% in 2D meshes) over $DIAG$ with only a slight increase (by 8% in 2D mesh) on multicast time.

- Designed and implemented a generic program to simulate multicasting in mesh-connected multicomputers for performance evaluation, which can be easily customized for any size of meshes or tori, different switching techniques, and node architectures.
• Analyzed the performance of \textit{DIAG} and \textit{DDS} algorithms through simulation results with comparisons to previous ones in 2D and 3D meshes. We also presented the pros and cons of each algorithm under different circumstances.

• Designed the dual-path-based \textit{XY-path} multicast routing algorithm for wormhole routed 2D mesh networks which significantly reduced the multicast time (by about 50\% in 2D meshes) and slightly decreased (by 15\% in 2D meshes) the multicast traffic over \textit{LIN}'s Hamiltonian path-based algorithm.

• Analyzed the performance of \textit{XY-path} algorithm through simulations with comparison to \textit{LIN}'s algorithm in 2D meshes. We also presented the pros and cons of the algorithms under different circumstances.

Experiments and simulations in our research showed that each of these algorithms including \textit{DIAG}, \textit{DDS}, \textit{VH}, \textit{MIN} and \textit{XY-path} has its strengths and weaknesses. None of them performs best at all cases. Hence, more attention and research will need to be directed to this field to develop good multicast routing heuristics for different network architecture, applications and performance requirements. The following are some of the work that can be done in the future.

• Simulate these algorithms in higher dimensional meshes and evaluate their performance with respect to the size and dimensions of meshes.

• Incorporate these multicast algorithms with deadlock preventing, fault tolerant, and traffic balancing heuristics, and get it ready for real applications.

• Develop algorithms optimized for concurrent multiple message multicasting.

• Develop pro-traffic multicast algorithms that target to minimize traffic first.
- Develop more multicast algorithms that are specially optimized for tori and/or wormhole routed networks since they are the more promising multicomputer technologies.
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