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ABSTRACT

New Motion Estimation Techniques and their SIMD Implementations for Video Coding

Chunjiang Duanmu, Ph. D.
Concordia University, 2005

Compression of video signals is of great importance to modern multi-media systems. In order to achieve efficient data compression, block motion estimation is generally employed to remove temporal redundancies inherent in video signals and thus, it is a crucial component of international video coding standards. This thesis aims at developing techniques to reduce the computational complexity of a given block motion estimation algorithm without sacrificing its accuracy, to utilize the single instruction multiple data (SIMD) technique to accelerate a block motion estimation process, and to develop a new fast block motion estimation algorithm suitable for implementation using SIMD architecture.

A method to detect blocks that are stationary between successive frames, is proposed. In this method, when a block is judged as stationary, the search process for such a block is skipped in the block motion estimation process. The statistical characteristics of the video sequence are utilized in deciding as to which blocks are stationary. Simulation studies are carried out showing that this method reduces the computational complexity of the various block motion estimation algorithms without sacrificing the accuracy of the original algorithm.

A vector-based fast block motion estimation algorithm, suitable for implementation on an SIMD architecture, is proposed. This algorithm maintains the
accuracy and coding efficiency of the full-search algorithm, but the complexity is only a
very small fraction of that of the full-search algorithm. It is also shown that by
implementing the proposed algorithm on an SIMD architecture, the execution time of the
algorithm can be further reduced by about 74%.

The concept of an eight-bit partial sum is introduced so as to take advantage of
the byte-type data parallelism in the existing SIMD architectures. A method of employing
these partial sums to speedup a given block motion estimation process is proposed. The
notion of the eight-bit partial sums is extended to the four-level case and it is shown that
there are fifteen possible methods of utilizing these multi-level partial sums to accelerate
block motion estimation algorithms. It is shown that any of these fifteen methods can
accelerate a given block motion estimation algorithm without any loss of accuracy. The
full-search algorithm is used to determine as to which one of these fifteen methods would
provide the lowest computational complexity in order for it to be chosen to accelerate the
various motion estimation algorithms. Simulation studies have been conducted and the
results show that the proposed scheme is capable of providing a substantial speedup for
the various existing motion estimation algorithms without any loss of accuracy.
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</tr>
<tr>
<td>$\eta_{MAD}^{i}(x)$</td>
<td>The number of times $MAD(\bar{V})$ needs to be calculated in the block motion estimation algorithm $x$ incorporating Scheme 5.2</td>
</tr>
<tr>
<td>$C^{'}(x)$</td>
<td>Computational complexity per pixel in the block motion estimation algorithm $x$ incorporating Scheme 5.2</td>
</tr>
<tr>
<td>$C_{po}^{'}(H)$</td>
<td>Computational complexity per pixel to calculate all the eight-bit partial sums in a frame</td>
</tr>
<tr>
<td>$RCC(x)$</td>
<td>The percentage of the reduction in the computational complexity of algorithm $x$ incorporating Scheme 5.2</td>
</tr>
<tr>
<td>$SA$</td>
<td>Search area</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

Video signals usually consist of more than 15 pictures (video frames) per second. This requires a huge amount of data to be stored, transmitted, and processed. In order to overcome the problems involving large volume of data, video compression becomes a necessity. For example, for a low resolution quarter common intermediate format (QCIF) video sequence, a network bandwidth of 6 Mbits/s is required for transmission, if no data compression is performed. To transmit this QCIF format video sequence over a public service telephone network (PSTN) with a bandwidth of 64 kbits/s, the video signal needs to be compressed by a factor of more than 100. Even for a network with a wider bandwidth, video compression can make the network to offer more services or to accommodate more users.

As a result of the requirement of video compression in multimedia communications, several international standards in video coding have been proposed to pave the way for ubiquitous applications of multimedia products. Block motion estimation is an essential part of these standards. However, these standards do not specify the exact motion estimation algorithm to be employed and is left to the developers implementing the standards. For this reason, the development of fast block motion estimation algorithms with good compression efficiency has been a focus of recent research activities and is expected to continue to attract a great deal of research effort in the near future.
1.1 Structure of a Video Coding System

The structure of a typical video encoder, such as that of MPEG-1 [56, 57], MPEG-2 [31, 58-60, 74], MPEG-4 [2, 3, 32, 61-63, 70, 88, 90], H.261 [25, 33, 53], H.263 [8, 25, 34, 93, 98], H.263++ [8], or H.26L [35], is as shown in Figure 1.1. The main objective of an encoder is to use as few output bits as possible to represent the original video sequence, given a distortion requirement of the reconstructed video sequence. To achieve this objective, block motion estimation [9, 20, 23, 27, 64, 66, 83, 94] is employed to remove the temporal redundancies of a video sequence, while the discrete cosine transform (DCT) [11, 78, 80] or discrete wavelet transform (DWT) [6, 79, 84, 91] is utilized to remove the spatial redundancies.

The correlation between video frames is generally utilized to compress the digital video. For example, a large number of blocks in the current frame can be represented by their corresponding regions (reference blocks) in a previously reconstructed video frame. This reconstructed video frame is referred to as the reference frame in the literature. The basic idea of motion estimation and compensation is to use a reference block to represent the current block. On the encoder side, the process of finding a good reference block for the current block is called block motion estimation. The translational motion of a reference block from the reference to the current frame is indicated by a motion vector. The information of the motion vector is encoded and sent to the decoder, so that the decoder at the receiver end can retrieve the reference block. The process of retrieving a reference block is called block motion compensation. Since the number of bits required to represent the motion vectors are, in general, significantly less than those required to
represent the current frame directly, a large number of bits can be saved to represent the current frame by utilizing the technique of block motion estimation and compensation.

Most of the times, the prediction error, that is, the error between the current block and its reference block is large and in addition, there are spatial correlations between the prediction errors. For this reason, the prediction errors are transformed by utilizing the DCT or DWT to remove the spatial correlations between the prediction errors. The quantized DCT or DWT coefficients are encoded and sent to the decoder, so that the decoder at the receiver can use the encoded bits of the prediction errors to enhance the quality of the reconstructed video sequence.

![Diagram](image)

**Figure 1.1** Video encoder structure

In Figure 1.1, there is also a mode decision block to decide the optimal operational modes and parameters of the encoder. In the inter mode of the current block, the process of motion estimation is first performed and the information of the resulting motion
vectors are encoded. Then, the prediction errors are transformed, quantized and encoded. In the intra mode of the current block, the process of motion estimation is not employed and the current block is directly transformed, quantized and encoded. The inter mode is suitable for all situations, except for that in which the scene changes. In the latter situation, the block motion estimation cannot give a good prediction of the current block, and the intra mode is more suitable. The information regarding these modes and parameters is sent to the decoder in addition to the information about the motion vectors and prediction errors, so that the received bits can be correctly decoded.

1.2 Scope and Organization of the Thesis

The international video coding standards, as discussed earlier, do not specify the algorithm for the block motion estimation, and is left to the individual developer implementing the standard. In this way, products from different vendors with varying performance can compete with one another. Thus, it is essential to develop fast block motion estimation algorithms providing good accuracy.

The objective of this thesis is to develop techniques for reducing the computational complexity of a given block motion estimation algorithm without sacrificing its accuracy, to utilize the single instruction multiple data (SIMD) technique [36-42, 86] to accelerate a block motion estimation process, and to develop a new fast block motion estimation algorithm suitable for implementation on SIMD architectures. The thesis is organized as follows.

In Chapter 2, we first briefly describe the block motion estimation process and the full-search algorithm. Then, some typical fast block motion estimation algorithms in the
literature are reviewed. In order to evaluate the compression efficiency of a block motion estimation algorithm, the concept of rate-distortion curve is discussed and used to assess the coding efficiency of a video codec. Simulations on the existing block motion estimation algorithms are carried out for the purpose of comparing their computational complexity as well as compression efficiencies.

Based on our observation that there are a large number of stationary blocks that do not experience motion between video frames, and the search process in block motion estimation is unnecessary for such a block, in Chapter 3 a method has been proposed to detect and skip altogether the search process for such stationary blocks in a motion estimation process. The proposed method is then applied to a number of existing block motion estimation algorithms to reduce the computational requirement of the algorithms.

As the SIMD technique provides an option to accelerate some of the execution processes by utilizing data-parallelism, a vector-based fast block motion estimation algorithm, suitable for SIMD implementation, is proposed in Chapter 4. It is proved that this algorithm has the same accuracy and coding efficiency as that of the full-search algorithm.

In order to take advantage of the byte-type data parallelism in the existing SIMD technique, we introduce the concept of eight-bit partial sums in Chapter 5. Since these partial sums are of only eight bits, eight of them can be processed concurrently in a single 64-bit SIMD register. A method of employing these partial sums to speedup a given block motion estimation algorithm is then described. The notion of the eight-bit partial sums is extended to the four-level case and it is shown that there are fifteen possible methods of utilizing these multi-level eight-bit partial sums to accelerate a block motion
estimation algorithm without any loss of accuracy. Each of these fifteen methods is used in the full-search algorithm to determine the one that provides the lowest computational complexity. The one with the lowest computational complexity is adopted to accelerate the various block motion estimation algorithms. Simulations are performed for this scheme on typical video test sequences.

Chapter 6 concludes the thesis by highlighting the contributions of this investigation and provides some suggestions for further work.
Chapter 2

Block Motion Estimation Algorithms

The objective of a block motion estimation algorithm is to obtain a good reference block for the current block under the constraint that the resulting motion vector is inside a search window in the reference frame (the previous reconstructed frame). The similarity between the reference and current blocks is usually measured by their mean absolute difference (MAD). The full-search algorithm [20] is a brute-force algorithm, since for every candidate motion vector inside the search window a computation of the MAD is carried out.

Since the full-search algorithm (FSA) for block motion estimation has a very high computational complexity, many fast block motion estimation algorithms have been proposed in the literature. These algorithms can generally be categorized into either multi-step or exhaustive search algorithms. For a multi-step search algorithm, only a subset of the candidate motion vectors inside the search window is selected and thus, the number of MAD computations is reduced. For an exhaustive search algorithm, the computation of a lower bound for MAD is executed to circumvent the calculation of MAD, wherever possible.

In this chapter, we first describe the block motion estimation process and the full-search algorithm in Section 2.1. Then, we briefly review some typical fast block motion
estimation algorithms in Section 2.2. Simulation studies are carried out in Section 2.3 in order to compare the various block motion estimation algorithms both in terms of their computational complexity as well as their rate-distortion performance.

2.1 Block Motion Estimation Process and the Full-Search Algorithm

In a block matching algorithm, the current frame is divided into a number of fixed-sized blocks and the motion vector for each current block, say $B_c$, with size $b \times b$ where $b$ is a power of 2, is determined by finding the best possible matching reference block in the reference frame according to a defined matching criterion. In existing video coding standards [7, 8, 27, 30, 56, 65], $b$ is chosen as 16 and the matching criterion used is the MAD. We define the luminance values of the current and reference frames as $I_c(x, y)$ and $I_r(x, y)$ respectively, where $x$ and $y$ are the row and column indices of a pixel in a frame. The location of the top-left corner of the current macroblock is denoted as $(x_o, y_o)$. Then, the MAD corresponding to the candidate motion vector $\vec{V} = (V_x, V_y)$ can be expressed as

$$MAD(\vec{V}) = \sum_{x=0}^{15} \sum_{y=0}^{15} |B_c(m,n) - B_r(m,n,\vec{V})|$$

(2.1)

where

$$\begin{aligned}
B_r(m,n,\vec{V}) &= I_r(x_o + V_x + m, y_o + V_y + n) \\
B_c(m,n) &= I_c(x_o + m, y_o + n)
\end{aligned}$$

(2.2)

In (2.1), without loss of generality, we have not included the division by the factor 256.

In general, a search window of size $S \times S = (2w+1) \times (2w+1)$ is used to find the best matching block and confine the search in the reference frame to a limited region.
Thus, the value of the motion vector gets restricted to $-w \leq V_x, V_y \leq w$ and the candidate motion vectors inside the search widow ($S \times S$) form the set

$$P = \{(V_x, V_y) | -w \leq V_x, V_y \leq w\}$$  \hspace{1cm} (2.3)

The value of $w$ commonly used in video coding standards is 15, making the search window size to be $(31 \times 31)$.

Figure 2.1 depicts the current macroblock, the reference block, the search window, and the motion vector involved in the block motion estimation process. As seen from Figure 2.1, the displacement from the location of the top-left corner of the current macroblock to the top-left corner of the reference block in the reference frame is the corresponding motion vector for the current macroblock.

**Figure 2.1** Block motion estimation
In the full-search algorithm (FSA) for block motion estimation, for every $\tilde{V} \in P$, the block matching computation of (2.1) is executed. The candidate motion vector $\tilde{V}$ with the minimum value of MAD is selected as the optimum motion vector $\tilde{V}_{op}$ for the current macroblock, i.e.,

$$\tilde{V}_{op} = \arg\min_{\tilde{V} \in P} [MAD(\tilde{V})]$$

(2.4)

The FSA is given in Section A.1 of Appendix A.

### 2.2 Fast Block Motion Estimation Algorithms

The block matching computation of (2.1) is very time consuming; it needs 256 subtractions, 256 operations to calculate absolute values, and 255 additions. For a search window of size $31 \times 31$, 961 block matching computations are required for the current macroblock. For the QCIF format video sequence, there are $11 \times 9$ macroblocks in a video frame. Thus, for a video sequence in this format, the FSA requires, for each video frame, $256 \times 31 \times 31 \times 11 \times 9 = 24,355,584$ subtractions, $24,355,584$ operations to calculate the absolute values, and $255 \times 31 \times 31 \times 11 \times 9 = 24,260,445$ additions. Moreover, there are at least 10 video frames per second in real time applications. This huge amount of computational requirement hinders the usage of the FSA in real time applications. Hence, a number of fast block motion estimation algorithms have been proposed in the literature. Most of these can be grouped into multi-step and exhaustive search algorithms.

1) **Multi-step search algorithms**

The 2-D logarithmic search algorithm [45], orthogonal search algorithm [75], one at a time search algorithm [82], conjugate direction search algorithm [82], three-step search
algorithm [49], four-step search algorithm [73], unrestricted center-biased diamond search algorithm [89, 100], predictive-area search algorithm [10], and the block-based gradient-descent search algorithm [54] are fast block motion estimation algorithms belonging to this category. In this category of fast algorithms, the motion estimation process consists of several search steps. At each search step, a number of locations are selected, where the values of the MAD are calculated.

The motion estimation process in the 2-D logarithmic search algorithm (2DLSA) [45] is executed by successively reducing the search area. Each step in the algorithm has five search locations, as shown in Figure 2.2. At each location, a block matching computation of MAD is carried out. At the first step, the search center is located at the center of the search window. At the next step, the search center is moved to the location corresponding to the minimum value of MAD at the previous step. The search length of the initial step is $\left\lfloor \frac{S+1}{2} \right\rfloor$, where $S$ is the length of the search window. Whenever the search center has the minimum value of MAD, the search length is reduced to one-half of its previous value. This procedure continues until the search length is unity. In the final step, all the neighboring eight locations around the search center are checked and the optimum motion vector corresponds to the location with the minimum value of MAD among all the eight searched locations. This algorithm is given in Section A.2 of Appendix A.

The goal of the orthogonal search algorithm (OSA) is to minimize the total number of search locations in the worst case [75]. In this algorithm, vertical and horizontal search patterns are utilized alternatively, as shown in Figure 2.3. At every search step excluding the first one, the center of the search pattern is the location with the minimum value of MAD computed so far in the previous step. After both vertical and horizontal search
**Figure 2.2** Search pattern of the 2-D logarithmic search algorithm

**Figure 2.3** Search patterns of the orthogonal search algorithm
patterns at a given search length are utilized, the search length is reduced by one-half of its previous value and the search process continues until the search length is unity. This algorithm is given in Section A.3 of Appendix A.

The one at a time search algorithm (OATSA) has two search steps [82]. The direction of the search in each step is parallel to one of the coordinate axes, i.e., one component of the candidate motion vector is adjusted, the other being fixed. In the first step, the search begins along the horizontal search direction. When the local minimum value of MAD is found along the horizontal search direction, the search direction is changed to the vertical one. In the second step, the search starts from the location of minimum value of MAD in the previous step and ends at the local minimum value of MAD along the vertical direction. This algorithm is given in Section A.4 of Appendix A.

In the conjugate direction search algorithm (CDSA) [82], OATSA is first carried out. Then, at the location of the optimum motion vector in the OATSA, a third step of the search is carried out in the direction connecting the location (0,0) and the location of the optimum motion vector in the OATSA. This algorithm is given in Section A.5 of Appendix A.

In the three-step search algorithm (3SSA) [49], the search locations of the FSA are greatly reduced by tracking the direction of a locally optimum motion vector. For a search window of size $S \times S$, the initial search length is $\left\lceil \frac{3}{4} \right\rceil$, where $\lceil x \rceil$ is the smallest integer equal to or larger than $x$. The shape of the search pattern of the 3SSA is shown in Figure 2.4. At every chosen search location, a computation of the MAD is carried out. In every search step excluding the initial one, the search length is one half of that of the previous step and the search center is moved to the search location with the minimum
value of the MAD computed so far. From the above discussion, we see that the 3SSA for block motion estimation needs to carry out only $\lceil \log_2 S \rceil$ search steps. For a search window of size $31 \times 31$, the total number of chosen search locations in the 3SSA is fixed at 33. Thus, in the 3SSA, the computational complexity of the FSA is reduced by a factor of about 30 for a $31 \times 31$ search window. This algorithm is given in Section A.6 of Appendix A.

![Diagram of the three-step search algorithm](image)

**Figure 2.4** Search pattern of the three-step search algorithm

In the four-step search algorithm (4SSA) [73], two search patterns are utilized. In the fixed search pattern, the search length is fixed at 2 as shown in Figure 2.5(a). In the initial step of the 4SSA, the search center is located at the center of the search window. At each step of this algorithm, this fixed search pattern is recursively employed until the search center has the minimum value of MAD or the search process reaches the boundary of the search window. Similar to the 3SSA, the search center of every step is the location
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with the minimum value of MAD in the previous step. When the search center has the minimum value of MAD or the search process reaches the boundary of the search window, the final search pattern of Figure 2.5(b) is employed to find the optimum motion vector. This algorithm is given in Section A.7 of Appendix A.

![Search Patterns](image)

**Figure 2.5** Search patterns of the four-step search algorithm

In the unrestricted center-biased diamond search algorithm (UDSA) [89, 100], two search patterns are employed. In the large diamond search pattern (LDSP) shown in Figure 2.6, eight search locations surrounding the center one form the shape of a large diamond. In the small diamond search pattern (SDSP) shown in Figure 2.7, four search locations surrounding the center one form the shape of a small diamond. In this
algorithm, the LDSP is employed repeatedly until the location of the minimum value of the MAD is at the center of the LDSP. Then, the SDSP is utilized to find the optimum motion vector with the minimum value of the MAD among the five searched locations. This algorithm is given in Section A.8 of Appendix A.

Figure 2.6 Large diamond search pattern (LDSP)

Figure 2.7 Small diamond search pattern (SDSP)
In some instances, the motion vectors between the neighboring blocks might be similar due to the reason that a large moving object may cover several neighboring blocks with similar translational motions between video frames. The predictive search area algorithm (PSAA) [10] tries to utilize the correlations between the neighboring motion vectors in such cases. The set of the candidate motion vectors in this algorithm is the union of the four sub-areas, where each sub-area lies in the region indicated by the neighboring motion vector, as shown in Figure 2.8. Thus, the PSAA reduces the computational complexity of the FSA by restricting the search area. This algorithm is given in Section A.9 of Appendix A.

![Figure 2.8 Determination of the search area in the predicative search area algorithm](image)

In the block-based gradient descent search algorithm (BGDSA) [54], the search pattern is a $3 \times 3$ square. Initially, the center of the search pattern is at the location $(0,0)$ in the search window. If the location with the minimum value of the MAD lies at the center of the search pattern of the $3 \times 3$ square, the search stops; otherwise, the center of the search pattern of the $3 \times 3$ square is moved to the location with the minimum value of
the MAD in the previous iteration. This algorithm is given in Section A.10 of Appendix A.

2) Exhaustive search algorithms

Since the values of the MAD inside a search window have several local minima instead of only one, these multi-step search algorithms are often trapped in a local minimum. For this reason, the multi-step search algorithms lose the accuracy of the FSA, and exhaustive search algorithms have been proposed.

The selective elimination algorithm (SEA) [52] is a fast block motion estimation algorithm belonging to the category of exhaustive search algorithms. It exhaustively searches every location inside the search window as the FSA does. However, it avoids the computation of the MAD whenever possible by calculating some lower bounds for the MAD. Since every search location is searched and the corresponding optimum motion vector is not excluded during the search process, the SEA can reduce the computational complexity and maintain the accuracy of the FSA. The SEA is given in Section A.11 of Appendix A.

2.3 Performance Comparison

(a) Complexity

Simulation study of various block motion estimation algorithms is carried out for the CCITT test video sequences in the QCIF format using the TMN20 framework of the H.263 video codec. The encoding process is carried out for frames 1, 4, 7, ..., 97, 100, ..., that is, two frames are skipped in between the frames that are encoded.
In our simulation, eight video sequences, *Salesman, Car Phone, Silent, Akiyo, News, Foreman, Trevor, and Mother & Daughter*, are selected to evaluate the performance of the various block motion estimation algorithms. Each video sequence consists of various kinds of motion activities such as zooming, panning, and fast or slow motion. *Salesman, Silent, and Akiyo* are sequences having slow translational motion, whereas the remaining sequences have high translational motion. All the test video sequences consist of 300 frames, except for the sequences *Trevor* and *Mother & Daughter*, which have 150 and 800 frames respectively.

In order to find the computational complexity per pixel, we assign one unit for each of the operations of addition, subtraction, and right shift, and two units for each of the operations of comparison and taking the absolute value. This is a reasonable assumption on commonly used CPUs.

Let \( \chi \) denote a block motion estimation algorithm utilized in the block motion estimation process. Let \( \eta_{\text{MAD}}(\chi) \) and \( C(\chi) \) denote, respectively, the number of times \( \text{MAD}(\vec{V}) \) needs to be calculated per block and the computational complexity per pixel of the block motion estimation algorithm \( \chi \) in order to complete the estimation process. The computational complexity of algorithm \( \chi \) is derived in Appendix B, where \( \chi \) represents the algorithm FSA, 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, USDA, PSAA, BGDSA or SEA.

Table 2.1 gives the simulation results concerning the computational complexity of the various algorithms for the eight video sequences mentioned earlier. In addition, the computational complexity of a given algorithm for a particular video sequence as a percentage of the computational complexity of the FSA is given in the parenthesis. From
### Table 2.1 Computational complexity of the various algorithms

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car Phone</th>
<th>Silent</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>C(FSA)</strong></td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
<td>3847.75</td>
</tr>
<tr>
<td><strong>C(2DLSA)</strong></td>
<td>68.39</td>
<td>72.91</td>
<td>70.27</td>
<td>68.15</td>
<td>69.39</td>
<td>77.56</td>
<td>71.67</td>
<td>69.11</td>
</tr>
<tr>
<td></td>
<td>(1.78%)</td>
<td>(1.89%)</td>
<td>(1.83%)</td>
<td>(1.77%)</td>
<td>(1.80%)</td>
<td>(2.02%)</td>
<td>(1.86%)</td>
<td>(1.80%)</td>
</tr>
<tr>
<td><strong>C(OSA)</strong></td>
<td>68.07</td>
<td>68.07</td>
<td>68.07</td>
<td>68.07</td>
<td>68.07</td>
<td>68.03</td>
<td>68.07</td>
<td>68.07</td>
</tr>
<tr>
<td></td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
<td>(1.77%)</td>
</tr>
<tr>
<td><strong>C(OATSA)</strong></td>
<td>20.54</td>
<td>24.70</td>
<td>22.70</td>
<td>20.26</td>
<td>21.42</td>
<td>28.07</td>
<td>24.74</td>
<td>21.46</td>
</tr>
<tr>
<td></td>
<td>(0.53%)</td>
<td>(0.64%)</td>
<td>(0.59%)</td>
<td>(0.53%)</td>
<td>(0.56%)</td>
<td>(0.73%)</td>
<td>(0.64%)</td>
<td>(0.56%)</td>
</tr>
<tr>
<td><strong>C(CDSA)</strong></td>
<td>28.55</td>
<td>32.87</td>
<td>30.83</td>
<td>28.27</td>
<td>29.43</td>
<td>39.36</td>
<td>32.95</td>
<td>29.51</td>
</tr>
<tr>
<td></td>
<td>(0.74%)</td>
<td>(0.85%)</td>
<td>(0.80%)</td>
<td>(0.73%)</td>
<td>(0.76%)</td>
<td>(1.02%)</td>
<td>(0.86%)</td>
<td>(0.77%)</td>
</tr>
<tr>
<td><strong>C(3SSA)</strong></td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
</tr>
<tr>
<td></td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
<td>(3.43%)</td>
</tr>
<tr>
<td><strong>C(4SSA)</strong></td>
<td>68.71</td>
<td>77.08</td>
<td>72.83</td>
<td>68.31</td>
<td>70.31</td>
<td>89.09</td>
<td>75.35</td>
<td>70.07</td>
</tr>
<tr>
<td></td>
<td>(1.79%)</td>
<td>(2.00%)</td>
<td>(1.89%)</td>
<td>(1.78%)</td>
<td>(1.83%)</td>
<td>(2.32%)</td>
<td>(1.90%)</td>
<td>(1.82%)</td>
</tr>
<tr>
<td><strong>C(UDSA)</strong></td>
<td>53.09</td>
<td>65.10</td>
<td>59.10</td>
<td>52.49</td>
<td>55.53</td>
<td>81.36</td>
<td>63.30</td>
<td>55.25</td>
</tr>
<tr>
<td></td>
<td>(1.38%)</td>
<td>(1.69%)</td>
<td>(1.54%)</td>
<td>(1.36%)</td>
<td>(1.44%)</td>
<td>(2.11%)</td>
<td>(1.65%)</td>
<td>(1.44%)</td>
</tr>
<tr>
<td><strong>C(PSAA)</strong></td>
<td>148.95</td>
<td>183.30</td>
<td>162.04</td>
<td>145.38</td>
<td>158.96</td>
<td>206.00</td>
<td>175.37</td>
<td>157.71</td>
</tr>
<tr>
<td></td>
<td>(3.87%)</td>
<td>(4.76%)</td>
<td>(4.21%)</td>
<td>(3.78%)</td>
<td>(4.13%)</td>
<td>(5.35%)</td>
<td>(4.56%)</td>
<td>(4.10%)</td>
</tr>
<tr>
<td><strong>C(BGDSA)</strong></td>
<td>37.96</td>
<td>53.45</td>
<td>46.61</td>
<td>36.88</td>
<td>40.56</td>
<td>74.91</td>
<td>52.05</td>
<td>40.92</td>
</tr>
<tr>
<td></td>
<td>(0.99%)</td>
<td>(1.39%)</td>
<td>(1.21%)</td>
<td>(0.96%)</td>
<td>(1.05%)</td>
<td>(1.95%)</td>
<td>(1.35%)</td>
<td>(1.06%)</td>
</tr>
<tr>
<td><strong>C(SEA)</strong></td>
<td>978.89</td>
<td>823.14</td>
<td>742.66</td>
<td>543.67</td>
<td>634.95</td>
<td>1034.54</td>
<td>932.84</td>
<td>753.07</td>
</tr>
<tr>
<td></td>
<td>(25.44%)</td>
<td>(21.39%)</td>
<td>(19.30%)</td>
<td>(14.13%)</td>
<td>(16.50%)</td>
<td>(26.89%)</td>
<td>(24.24%)</td>
<td>(19.57%)</td>
</tr>
</tbody>
</table>

From this table, it can be seen that a multi-step search algorithm has a computational complexity that is substantially lower than that of the FSA. Among the 9 multi-step
search algorithms, the PSAA has the highest computational complexity and is about 4% of that of the FSA. The computational complexity per pixel of this algorithm ranges from 145 to 206 for the different test sequences. For the fast moving Foreman sequence, the computational complexity per pixel of the PSAA is 206. Thus, among the multi-step search algorithms, the PSAA has a relatively high computational requirement, especially for a fast moving sequence. It can also be seen that the computational complexity of 3SSA is the same for all the test sequences, showing the regularity of this algorithm. Due to this regularity, the 3SSA is sometimes selected in VLSI implementation. We also see that the 4SSA or UDSA has less computational complexity than that of the 3SSA. This is due to the fact that when the search center has the minimum value for the MAD, a final search step is executed in these two algorithms, in contrast to the 3SSA where the search process continues. We see that the BGDSA has less computational complexity than that of the UDSA, since the search process is stopped in the BGDSA when the search center has the minimum value for the MAD. Since in the CDSA, the OATSA is first executed and then the search process is continued in a conjugate direction, we see that the CDSA has a little higher computational complexity than that of the OATSA. We also see that the SEA has one-fourth to one-fifth the computational complexity of that of the FSA, and hence is also not suitable for real-time applications.

(b) Rate-distortion

In a video coding system, the bit-rate is measured by \( R(Q) \), which is the total number of output bits for the encoder with a quantization step size of \( Q \). The distortion of the system for the quantization step \( Q \) is measured by its peak signal to noise ratio (PSNR), which is defined as
\[ PSNR(Q) = 10 \times \log_{10} \left( \frac{255^2}{MSE(Q)} \right) \]  

(2.5)

where \( MSE(Q) \) is mean square error between the original video sequence and the reconstructed video sequences. The \( MSE(Q) \) can be expressed as

\[ MSE(Q) = \frac{1}{N} \sum_k \sum_{m,n} \left( f_r^k(m,n,Q) - f_o^k(m,n) \right)^2 \]  

(2.6)

where \( f_o^k(m,n) \) and \( f_r^k(m,n,Q) \) represent the luminance values at the position \((m,n)\) in the \( k \)-th encoding frame of the original video sequence and the reconstructed sequence, respectively and \( N \) is the total number of pixels. Higher the value of the PSNR, lower the distortion.

For a fixed value of the quantization step size, \( Q \), a rate-distortion pair \((R(Q), PSNR(Q))\) can be evaluated for a given video coding system. The rate-distortion curve is used to assess the compression efficiency of a video coding system.

The \textit{Foreman} sequence in the QCIF format is selected for evaluating the rate-distortion performance of the multi-step search algorithms. Since the SEA has the same rate-distortion performance as the FSA, simulation of the rate-distortion performance for the SEA is not carried out. Figure 2.9 shows the rate-distortion performance of the multi-step search algorithms 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, USDA, PSAA, and BGDSA. The rate-distortion performance of the FSA is also shown in this figure in order to make a comparison of a multi-step search algorithm with the FSA. From this figure, it can be seen that at the same level of distortion, a multi-step search algorithm needs 30 to 80 percent more bits than the FSA to encode the same sequence. Thus, a 30 to 80 percent
of coding efficiency of the FSA is lost in a multi-step search algorithm. It can also be seen that among the 9 multi-step search algorithms, the PSAA has the best rate-distortion performance and the OATSA the worst. Since in the CDSA, the OATSA is first executed, it is seen that the CDSA has a better rate-distortion performance than the OATSA. We
also see that the CDSA has about the same rate-distortion performance as the 3SSA and that the 2DLSA has a better rate-distortion performance than the CDSA or 3SSA.

2.4 Summary

In this chapter, we have first carried out a review of the existing block motion estimation algorithms. Simulation studies of these block motion estimation algorithms have been conducted on the H.263 video codec using eight selected video test sequences. The simulation results have shown that the computational complexity of any of the multi-step search algorithms is substantially smaller than that of the FSA. This is achieved at the expense of reduced coding efficiency. Simulation results have also shown that the selective elimination algorithm has a high computational complexity as the full-search algorithm, and hence not suitable for real time applications.
Chapter 3

A Method for Fast Block Motion Estimation by Exclusion of Stationary Macroblocks from the Search Process

A typical video frame contains many macroblocks that experience little motion with respect to the reference frame. We shall refer to these macroblocks as stationary macroblocks. In this chapter, we aim at accelerating the block motion estimation process by excluding these stationary macroblocks from the search process, and thus reduce the computational requirement for the block motion estimation by avoiding the search process altogether for stationary macroblocks.

Details of the proposed method to reduce the computational complexity of a given block motion estimation algorithm are given in Section 3.1. The criterion to detect these stationary macroblocks is discussed in Section 3.2. In order to make the proposed method work efficiently for different video sequences, an adaptive threshold, described in Section 3.3, is employed. In Section 3.4, simulation results to demonstrate the effectiveness of the proposed method to accelerate a given block motion estimation algorithm are given. The rate-distortion performance of the H.263 video codec, with and without the proposed method, is discussed.
3.1 Proposed Method

As mentioned earlier, there are a number of stationary macroblocks in a typical video sequence and these are usually located in the background area or in the still objects of the video frames. The percentage of such stationary macroblocks in a frame is usually very high. In order to find the number of stationary macroblocks for a given frame, a simulation study is carried out. In this investigation, a macroblock is deemed as stationary when the optimum motion vector for the macroblock is (0,0) in the full-search algorithm. Figures 3.1, 3.2, and 3.3 depict the percentage of the stationary macroblocks for Trevor, Foreman, and Miss America test sequences, respectively. From these figures, it can be seen that the stationary macroblocks comprise more than 50, 20 and 40 percent of all the macroblocks for the three sequences, respectively. From Figure 3.1, it can be seen that for the Trevor sequence, the percentage of stationary macroblocks goes to almost zero in the neighbourhood of the 60th frame, and this is due to the fact that there are some abrupt changes in the scene in the frames around the 60th frame. Figure 3.2 shows that since the Foreman sequence is a fast moving sequence, the percentage of stationary macroblocks is low throughout the sequence, whereas Figure 3.3 shows that since the Miss America sequence is a slow moving sequence, the percentage of stationary macroblocks is high throughout the sequence.

Since the stationary macroblocks do not move between the frames, the optimum motion vector for a stationary macroblock is (0,0). Thus, the motion vectors of the stationary macroblocks can be determined beforehand without carrying out the computationally intensive search process in the block motion estimation. Consequently,
Figure 3.1 Percentage of stationary macroblocks for the *Trevor* sequence

Figure 3.2 Percentage of stationary macroblocks for the *Foreman* sequence
the search process for the determination of the optimum motion vector of a stationary macroblock is unnecessary. Based on these observations, we now propose a new fast block motion estimation method by carrying out the search process only for the non-stationary macroblocks. The proposed method carries out the block motion estimation using the following two steps.

1) Check if the current macroblock is a stationary macroblock.

2) If the current macroblock is a stationary one, set the resulting motion vector for the current macroblock as (0,0) and skip the search process for this macroblock. If the current macroblock is not a stationary one, do the normal block motion estimation algorithm and find the motion vector with the minimum value of MAD.
By detecting the stationary macroblocks in the first step, the proposed method can save a great deal of computations by not carrying out the search process for such macroblocks in the block motion estimation.

Let \( \tilde{V}_{op} \) and \( MAD_{\text{min}} \) denote the optimum motion vector and the corresponding value of MAD, respectively. The proposed method is summarized in Algorithm 1. As previously discussed, when the current macroblock is judged as a stationary macroblock, the search process for the corresponding macroblock in the block motion estimation algorithm is skipped, and the \( \tilde{V}_{op} \) and \( MAD_{\text{min}} \) for such a macroblock are set as \((0,0)\) and \( MAD(0,0) \), respectively.

**Algorithm 1:** Proposed Block Motion Estimation Method

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Initialization</td>
<td>( \tilde{V}_0 = (0,0) ) ( MAD = MAD(\tilde{V}_0) )</td>
</tr>
<tr>
<td>2 Stationary block judgement</td>
<td>If (current macroblock is stationary) Go to (4); else Go to (3);</td>
</tr>
<tr>
<td>3 Search Process</td>
<td>For (each search location of ( \tilde{V} ) in a motion estimation algorithm) { Calculate ( MAD(\tilde{V}) ) If ( ( MAD(\tilde{V}) &lt; MAD ) ) { ( MAD = MAD(\tilde{V}) ) ( \tilde{V}_0 = \tilde{V} ) } }</td>
</tr>
<tr>
<td>4 Output</td>
<td>( \tilde{V}_{op} = \tilde{V}<em>0 ) ( MAD</em>{\text{min}} = MAD )</td>
</tr>
</tbody>
</table>
3.2 Criterion for the Detection of Stationary Macroblocks

In order for the proposed method to be efficient, it is necessary to have a suitable criterion for the detection of the stationary macroblocks. The value of $MAD(0,0)$ is chosen as the criterion to judge whether or not a current macroblock is stationary. More formally,

(i) If $MAD(0,0) \leq T$, the current macroblock is judged as stationary, and

(ii) If $MAD(0,0) > T$, the current macroblock is judged as non-stationary,

where $T$ stands for a predetermined threshold.

There are two advantages of the choice of $MAD(0,0)$ as the criterion.

1. $MAD(0,0)$ is the MAD corresponding to the motion vector $(0,0)$. Since $MAD(0,0)$ should also be computed in the conventional block motion estimation process, there is no computational overhead in using this value for the determination of stationary macroblocks.

2. Since a stationary macroblock does not move between the reference and current frames, $MAD(0,0)$ for a stationary macroblock has a small value, while $MAD(0,0)$ for a non-stationary macroblock has a relatively large one. Thus, the value of $MAD(0,0)$ can very well distinguish the stationary macroblocks from the non-stationary ones. In the next section, we discuss as to how to choose the value of $T$ for different video sequences.
3.3 Adaptive Threshold Value

If a large number of stationary macroblocks remain undetected in a previous frame due to the large values of MAD(0,0), the level of the threshold $T$ should be made larger in order to detect more stationary macroblocks in the current frame. On the other hand, if there are some non-stationary macroblocks judged as stationary ones in the previous frame due to a large value of $T$, the level of the threshold should be made smaller. Thus, the proposed algorithm should perform better if the threshold $T$ can be adapted to the statistical characteristics of the video sequence.

Define $N_u$ as the number of the stationary macroblocks undetected in the previous frame, and $MAD_i(0,0)$ as the value of $MAD(0,0)$ of the $i$th undetected stationary macroblock in the previous frame. The method for making the threshold level $T$ to be adaptive is now given as Algorithm 2 by using pseudo code. In Algorithm 2, the first frame refers to the first one that utilizes the block motion estimation technique. Let $N_c$ denote the number of non-stationary macroblocks for which the values of $MAD_{\text{min}}$ lie between $T$ and $T_1$ in the previous frame and $k$ the index of such a macroblock. In our method, the parameter values of $P_0$, $P_1$, $P_2$, and $P_3$ are set as 400, 100, 30 and 1200, respectively. These parameter values have been chosen after a simulation study with a large number of video test sequences. Initially, the threshold value is set as $P_0$ for the first frame. This value of $P_0$ should be relatively small in order not to erroneously judge a large number of non-stationary macroblocks as stationary ones in the first frame. Subsequently, this threshold value is adaptively varied from frame to frame according to the statistics of the video sequence. If there are a large number of undetected stationary
macroblocks in the previous frame, the threshold value should be made larger. Thus, \( T_i \) is larger than \( T \) and the difference between \( T_i \) and \( T \) depends on the number of undetected stationary macroblocks in the previous frame. On the other hand, if there are a lot of non-stationary macroblocks for which the values of \( MAD_{\text{min}} \) lie between \( T \) and \( T_i \) in the previous frame, the threshold value should be made smaller in order not to erroneously judge a lot of non-stationary macroblocks as stationary ones in the current frame. Thus, \( T_2 \) is smaller than \( T_1 \) and the difference between them depends on the number of non-stationary macroblocks for which the values of \( MAD_{\text{min}} \) lie between \( T \) and \( T_1 \) in the previous frame. In order not to let the threshold value to be unreasonably high, \( P_3 \) is set as the upper limit of the threshold value.

**Algorithm 2: Determination of the Adaptive Threshold \( T \)**

```plaintext
If ( first frame )
    \( T = P_0 \);
else
{
    \( \text{diff}_1 = \sum_{i=1}^{N} (MAD_i(0,0) - T) \);
    \( T_1 = T + \text{diff}_1 / P_1 \);

    \( \text{diff}_2 = \sum_{k=1}^{N} (T_i - MAD_{\text{min}}^k) \);
    \( T_2 = T_1 - \text{diff}_2 / P_2 \);

    \( T = T_2 \)
    
    If ( \( T > P_3 \) )
        \( T = P_3 \);
}
```
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3.4 Simulation Results

A simulation study on the proposed method for fast block motion estimation is carried out for the CCITT test video sequences in the QCIF format using the TMN20 framework of the H.263 video codec. The encoding process for a frame is carried out after skipping two frames in between, i.e., the encoding is done for the frames 1, 4, 7, and so on.

The percentage of detected stationary macroblocks out of all the macroblocks in a frame can be considered as the speedup offered by the proposed method for a given block motion estimation algorithm. The error in judgment is the percentage of the non-stationary macroblocks judged as stationary ones out of the total number of macroblocks in a frame. Figures 3.4-3.11 give the percentage of speedup and error in judgment of the proposed method in conjunction with the FSA for the Salesman, Hall Objects, Silent, Akiyo, News, Foreman, Trevor, and Mother & Daughter test video sequences, respectively. From these figures, it can be seen that the proposed method can provide a speedup for the FSA. For all the test sequences excluding the Foreman, this method offers a speedup of more than 50% for the FSA. Only for the very fast moving Foreman sequence, the percentage of speedup, which our method can offer for the FSA is relatively small. This is due to the fact that there is only a small number of stationary macroblocks in this sequence as shown in Figure 3.2.

In Figures 3.12-3.14, we illustrate the percentage speedup and error in judgment of the proposed method in conjunction with the 3SSA, 4SSA and UDSA, respectively, for the Mother & Daughter sequence. From these figures and Figure 3.11, it can be seen that
Figure 3.4 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Salesman sequence

Figure 3.5 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Hall Objects sequence
Figure 3.6 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Silent sequence

Figure 3.7 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Akiyo sequence
Figure 3.8 Percentage of speedup and error in judgment of proposed method combined with the FSA for the News sequence

Figure 3.9 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Foreman sequence
Figure 3.10 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Trevor sequence

Figure 3.11 Percentage of speedup and error in judgment of proposed method combined with the FSA for the Mother & Daughter sequence
Figure 3.12 Percentage of speedup and error in judgment of proposed method combined with the 3SSA for the Mother & Daughter sequence

Figure 3.13 Percentage of speedup and error in judgment of proposed method combined with the 4SSA for the Mother & Daughter sequence
Figure 3.14 Percentage of speedup and error in judgment of proposed method combined with the UDSA for the Mother & Daughter sequence.

The percentage speedups are approximately the same, irrespective of the block motion estimation algorithm chosen. Thus, the speedup, provided by our method, remains about the same for the various block motion estimation algorithms, showing that this speedup is determined by the characteristics of the video sequence.

The percentage of error in judgment of the proposed method in conjunction with a block motion estimation algorithm for various test sequences is generally below 5, as shown in Figures 3.4-3.14. This includes the test sequence Trevor, wherein there is a sudden scene-change around the 60th frame. Thus, this method has a relatively high accuracy in judging the stationary macroblocks. Even if there are some non-stationary macroblocks judged as stationary ones, their $MAD(0,0)$ values should be smaller than the threshold value of $T$. Thus, the block matching error of such macroblocks requires just a
few more bits for encoding. However, the requirement of these extra bits can sometimes be offset by the bit savings of the motion vectors of value (0,0), since the motion vector of (0,0) needs the least number of bits for its representation.

From Figures 3.4-3.14, it can also be seen that for the initial frame of the video sequences, the efficiency of proposed method is not very high, since the number of detected stationary macroblocks is initially small. This is due to the small initial value of the threshold $T$. According to our simulation study, the initial value of the threshold $T$ cannot be set to a large value, since in that case a large number of non-stationary macroblocks will be judged as stationary ones. However, the advantage of the adaptive threshold value is obvious from these figures. After a few frames, the efficiency of the proposed method becomes quite high. This is in view of the fact that the value of the adaptive threshold $T$ becomes larger based on the statistical characteristics of the video sequence.

Figures 3.15-3.22 depict the rate-distortion performance of the FSA and the proposed method combined with the FSA for the Salesman, Hall Objects, Silent, Akiyo, News, Foreman, Trevor, and Mother & Daughter test video sequences, respectively. From these figures, we can see that the rate-distortion performance of the proposed method combined with the FSA is approximately the same as that of the original FSA for the various test sequences. Thus, these figures demonstrate that the proposed method does not result in much of a loss of the coding efficiency of the FSA. Figures 3.23-3.25 illustrate similar rate-distortion performance curves for the proposed method in the case of the 3SSA, 4SSA and UDSA, respectively, for the Mother & Daughter sequence. From these figures, it can be seen that when the proposed method is utilized for a block motion estimation
algorithm, the coding efficiency is about the same as that of the original algorithm. Thus, the proposed method does not decrease much of the coding efficiency of a video coding system, while offering speedup for the block motion estimation process.

Figure 3.15 Rate-distortion performances of FSA and proposed method combined with the FSA for the Salesman sequence
Figure 3.16 Rate-distortion performances of FSA and proposed method combined with the FSA for the *Hall Objects* sequence

Figure 3.17 Rate-distortion performances of FSA and proposed method combined with the FSA for the *Silent* sequence
**Figure 3.18** Rate-distortion performances of FSA and proposed method combined with the FSA for the *Akiyo* sequence

**Figure 3.19** Rate-distortion performances of FSA and proposed method combined with the FSA for the *News* sequence
Figure 3.20 Rate-distortion performances of FSA and proposed method combined with the FSA for the Foreman sequence

Figure 3.21 Rate-distortion performances of FSA and proposed method combined with the FSA for the Trevor sequence
Figure 3.22 Rate-distortion performances of FSA and proposed method combined with the FSA for the *Mother & Daughter* sequence.

Figure 3.23 Rate-distortion performances of 3SSA and proposed method combined with the 3SSA for the *Mother & Daughter* sequence.
Figure 3.24 Rate-distortion performances of 4SSA and proposed method combined with the 4SSA for the *Mother & Daughter* sequence

Figure 3.25 Rate-distortion performances of UDSA and proposed method combined with the UDSA for the *Mother & Daughter* sequence
3.5 Summary

Through a simulation study in this chapter, it has been established that the positions of a large number of macroblocks generally do not change from one frame to the next. Such macroblocks have been defined in this chapter as stationary macroblocks. Since the value of the motion vector for a stationary macroblock is already known to be \((0,0)\), the search process for such a stationary macroblock in a given block motion estimation algorithm is unnecessary. Based on this observation, a fast block motion estimation method has been proposed, in this chapter, by skipping the search process for the stationary macroblocks. In this method, a predetermined threshold is employed to detect the stationary macroblocks. An algorithm to adapt the threshold value based on the statistical characteristics of a given video sequence has been proposed. Simulation studies have shown that the proposed method can provide a speedup for a given block motion estimation algorithm, with about the same coding efficiency as that of the original algorithm. These studies have also shown that the amount of the speedup resulting from the application of the proposed scheme to a block motion estimation algorithm is approximately the same, irrespective of the algorithm chosen for the application. This result is due to the fact that the speedup is mainly governed by the characteristics of the video sequence rather than the chosen algorithm.
Chapter 4

A Vector-Based Fast Block Motion Estimation Algorithm

In modern CPUs, the single instruction multiple data (SIMD) technique is commonly used to provide execution speedup by employing data parallelism. In view of this, a vector-based fast block motion estimation algorithm, suitable for implementation on SIMD architectures, is proposed and described in this chapter. The proposed algorithm can accelerate the execution of the FSA for block motion estimation in two aspects. First, the computational complexity of the FSA can be reduced by employing the proposed algorithm. Second, the implementation on SIMD architectures can bring a further speedup by utilizing data parallelism.

In Section 4.1, a number of partial sums of the luminance values are defined and expression derived for the same. These partial sums are utilized to calculate some lower bounds for the MAD. A fast method to calculate these partial sums is developed. Then, an algorithm using these partial sums for reducing the computational complexity of the FSA is proposed. It is proved that this algorithm maintains the accuracy of the FSA. Section 4.2 gives the implementation of this algorithm on SIMD architecture. In Section 4.3, the computational complexity of this algorithm is discussed. Section 4.4 gives simulation results to demonstrate the effectiveness of the algorithm with respect to the computational complexity.
4.1 The Vector-Based Motion Estimation Algorithm

As in the case of the selective elimination algorithm (SEA) [52], the objective of our algorithm is to find some lower bounds for the MAD. In order to use the SIMD technique to accelerate the motion estimate process efficiently, these lower bounds must fulfill the following two requirements.

1. The computation of the lower bounds must be computationally much less intensive than the computation of the MAD itself. Otherwise, there are no savings in the computation.

2. The manipulations of these lower bounds can be easily and efficiently performed using the SIMD technique. In order to satisfy this requirement, elements involved in the computation of these lower bounds should be stored in a contiguous memory space so that the SIMD technique can be fully utilized to carry out the calculations corresponding to several data elements in parallel.

It is shown in this section that the vector-based fast block motion estimation algorithm not only satisfies the above two requirements, but also maintains the accuracy of the full-search algorithm.

4.1.1 Formation of Partial Sums

For a 16×16 block in a video coding standard, we first partition every column of this block into different data sets. Then, the addition of all the luminance values in a data set is defined as a partial sum.
Each column of a $16 \times 16$ block is partitioned into upper and lower half sections recursively until it cannot be further partitioned. Each partition can be considered as a representation of the block at level $l$, such that $1 \leq l \leq 5$. The sections in the final level, i.e., level 5, can be represented by the data sets given by

$$\Psi^5(p,q) = \{(m,n) | m = p \text{ and } n = q\} \quad (4.1)$$

where $(p,q)$ and $(m,n)$ are, respectively, the indices of the data set and the pixel in a block, $0 \leq m,n \leq 15$, and the superscript denotes the level number. The sections of the partition at level $l$, $(1 \leq l \leq 4)$, can be represented by the sets given by

$$\Psi^l(p,q) = \Psi^{l+1}(2p,q) \bigcup \Psi^{l+1}(2p+1,q) \quad (4.2)$$

where $0 \leq p < 2^{l-1}$, and $0 \leq q \leq 15$. Thus,

$$\Psi^l(p,q) = \{(m,n) | 2^{l-1} \leq p \leq 2^l \text{ and } n = q\} \quad (4.3)$$

We extend the definition of level $l$ to include the 0th level as

$$\Psi^0 = \bigcup_{q=0}^{15} \Psi^1(0,q) \quad (4.4)$$

Thus,

$$\Psi^0 = \{(m,n) | 0 \leq m,n \leq 15\} \quad (4.5)$$

From (4.5), we see that $\Psi^0$ is the set of all the pixels in a $16 \times 16$ block.

The partial sums, as defined above, are the sums of all the luminance values in a data set. Thus, the partial sums at the level $l$ $(1 \leq l \leq 5)$ of the current and reference block can be, respectively, expressed as

$$S^l_{\epsilon}(p,q) = \sum_{(m,n) \in \Psi^l(p,q)} B_{\epsilon}(m,n) \quad (4.6)$$

and
\[ S_{c}^{l}(p,q,p) = \sum_{(m,n) \in \Psi^{l}} B_{c}(m,n) \]  

(4.7)

where \((p,q)\) is the index of a partial sum in a 16 \times 16 block, \(\bar{V} = (V_x, V_y)\) is a candidate motion vector, and the subscript \(r\) and \(c\) represent the reference and current blocks, respectively. When \(l = 0\), the partial sums at the 0-th level are defined as

\[ S_{c}^{0} = \sum_{(m,n) \in \Psi^{0}} B_{c}(m,n) \]  

(4.8)

and

\[ S_{c}^{0} = \sum_{(m,n) \in \Psi^{0}} B_{c}(m,n, \bar{V}) \]  

(4.9)

where \(\Psi^{0}\) is given by (4.4).

Using (4.2) in (4.6), it can be seen that, when \(1 \leq l \leq 4\), the following holds.

\[ S_{c}^{l}(p,q) = \sum_{(m,n) \in \Psi^{l+1}(2,p,q)} B_{c}(m,n) + \sum_{(m,n) \in \Psi^{l+1}(2,p+1,q)} B_{c}(m,n) \]  

(4.10)

Using (4.6), (4.10) can be expressed as

\[ S_{c}^{l}(p,q) = S_{c}^{l+1}(2,p,q) + S_{c}^{l+1}(2,p+1,q) \]  

(4.11)

Similarly, using (4.2) in (4.7), when \(1 \leq l \leq 4\), the following equation can be derived.

\[ S_{c}^{l}(p,q,\bar{V}) = S_{c}^{l+1}(2,p,q,\bar{V}) + S_{c}^{l+1}(2,p+1,q,\bar{V}) \]  

(4.12)

Combining (4.11) and (4.12), when \(1 \leq l \leq 4\), we have

\[ \begin{cases} S_{c}^{l}(p,q) = S_{c}^{l+1}(2,p,q) + S_{c}^{l+1}(2,p+1,q) \\ S_{c}^{l}(p,q,\bar{V}) = S_{c}^{l+1}(2,p,q,\bar{V}) + S_{c}^{l+1}(2,p+1,q,\bar{V}) \end{cases} \]  

(4.13)

From (4.1), (4.6) and (4.7), when \(l = 5\), we have

\[ \begin{cases} S_{c}^{5}(p,q) = B_{c}(p,q) \\ S_{c}^{5}(p,q,\bar{V}) = B_{c}(p,q,\bar{V}) \end{cases} \]  

(4.14)

Using (4.4) and (4.5) in (4.8) and (4.9), when \(l = 0\), we have
\[
S^0_c = \sum_{m=0}^{15} \sum_{n=0}^{15} B_c(m, n) = \sum_{q=0}^{15} S^{1}_{l}(0, q)
\]
\[
S^0_r(\tilde{V}) = \sum_{m=0}^{15} \sum_{n=0}^{15} B_r(m, n, \tilde{V}) = \sum_{q=0}^{15} S^{1}_{l}(0, q, \tilde{V})
\] (4.15)

4.1.2 Lower Bounds for the MAD

The mean of the absolute differences of the partial sums at level \(l\) (\(1 \leq l \leq 5\)) is defined as

\[
MAD^l(\tilde{V}) = \sum_{q=0}^{15} \sum_{p=0}^{2^{l-1}-1} |S^l_c(p, q) - S^l_r(p, q, \tilde{V})|
\] (4.16)

where, without loss of generality, we have not included the division by the factor of \(2^{l+1}\).

The absolute difference of the partial sums at level 0 is given by

\[
MAD^0(\tilde{V}) = |S^0_c - S^0_r(\tilde{V})|
\] (4.17)

Using (4.13) in (4.16), for \(1 \leq l \leq 4\), we have

\[
MAD^l(\tilde{V}) = \sum_{q=0}^{15} \sum_{p=0}^{2^{l-1}-1} |S^{l+1}_c(2p, q) + S^{l+1}_c(2p + 1, q) - S^{l+1}_r(2p, q, \tilde{V}) - S^{l+1}_r(2p + 1, q, \tilde{V})|
\] (4.18)

The above equation can be expressed as

\[
MAD^l(\tilde{V}) = \sum_{q=0}^{15} \sum_{p=0}^{2^{l-1}-1} (S^{l+1}_c(2p, q) - S^{l+1}_r(2p, q, \tilde{V})) + (S^{l+1}_c(2p + 1, q) - S^{l+1}_r(2p + 1, q, \tilde{V}))
\] (4.19)

Using the inequality

\[
|a + b| \leq |a| + |b|
\] (4.20)

\(MAD^l(\tilde{V})\) can be expressed as
\[ MAD'(\bar{V}) \leq \sum_{q=0}^{15} \sum_{p=0}^{2^{l+1}-1} (| S_e^{l+1}(2p, q) - S_e^{l+1}(2p+1, q, \bar{V}) | + | S_e^{l+1}(2p+1, q, \bar{V}) - S_e^{l+1}(2p, q, \bar{V}) |) \]

(4.21)

The above inequality can be rearranged as

\[ MAD'(\bar{V}) \leq \sum_{q=0}^{15} \sum_{p=0}^{2^{l+1}-1} | S_e^{l+1}(p, q) - S_e^{l+1}(p, q, \bar{V}) | \]

(4.22)

From (4.16), the right side of (4.22) is just $MAD^{l+1}(\bar{V})$. Thus, for $1 \leq l \leq 4$, the following inequality holds.

\[ MAD'(\bar{V}) \leq MAD^{l+1}(\bar{V}) \]

(4.23)

When $l = 5$, $MAD^5(\bar{V})$ can be expressed using (4.14) in (4.16) as

\[ MAD^5(\bar{V}) = \sum_{q=0}^{15} \sum_{p=0}^{15} | B_e(p, q) - B_e(p, q, \bar{V}) | \]

(4.24)

The right side of (4.24) is just $MAD(\bar{V})$. Thus, for $l = 5$, we have

\[ MAD^5(\bar{V}) = MAD(\bar{V}) \]

(4.25)

From (4.15), when $l = 0$, (4.17) can be expressed as

\[ MAD^0(\bar{V}) = | \sum_{m=0}^{15} \sum_{n=0}^{15} B_e(m, n) - \sum_{m=0}^{15} \sum_{n=0}^{15} B_e(m, n, \bar{V}) | \]

(4.26)

The right side of (4.26) is the lower bound for the $MAD(\bar{V})$ in the selective elimination algorithm, i.e.,

\[ LB_{SEA}(\bar{V}) = MAD^0(\bar{V}) \]

(4.27)

where $LB_{SEA}(\bar{V})$ is as defined in (A.8). Using (4.15), (4.17) can be rewritten as

\[ MAD^0(\bar{V}) = | \sum_{q=0}^{15} (S_e^0(0, q) - S_e^0(0, q, \bar{V}) | \]

(4.28)
Using the inequality

$$\left| \sum_{q=0}^{15} c(q) \right| \leq \sum_{q=0}^{15} |c(q)|$$

(4.29)

$MAD^0(\vec{V})$ can be expressed as

$$MAD^0(\vec{V}) \leq \sum_{q=0}^{15} |S_q^1(0, q) - S_q^1(0, q, \vec{V})|$$

(4.30)

The right side of (4.30) is $MAD^1(\vec{V})$ from (4.16). Thus, we have

$$MAD^0(\vec{V}) \leq MAD^1(\vec{V})$$

(4.31)

Combining (4.23), (4.25), (4.27), and (4.31), we have

$$LB_{sel}(\vec{V}) \leq MAD^1(\vec{V}) \leq MAD^2(\vec{V}) \leq MAD^3(\vec{V}) \leq MAD^4(\vec{V}) \leq MAD(\vec{V})$$

(4.32)

From the inequalities given by (4.32), we see that there are four lower bounds for the $MAD(\vec{V})$ and they are $MAD^l(\vec{V})$, $1 \leq l \leq 4$. These lower bounds are tighter than the lower bound in the selective elimination algorithm. Due to this fact, the number of times the calculation of $MAD(\vec{V})$ that can be circumvented in the vector-based fast block motion estimation algorithm is much more than that in the selective elimination algorithm.

In passing, it is noted that the term “multi-level partial sums” was introduced in [21, 22]. However, the partial sums used therein do not satisfy the Requirement 2 given on page 49.

4.1.3 Fast Method to Compute the Partial Sums

From the above discussion, it is obvious that in order to calculate $MAD^l(\vec{V})$, one needs to compute $S^l_i(p, q)$ and $S^l_i(p, q, \vec{V})$, which are the partial sums of the luminance values. A fast method to calculate these partial sums is now given.
The frame partial sums at level \( l \) \((1 \leq l \leq 5)\) at the location \((m, n)\) in the current and the reference frames, respectively, are defined as

\[
\begin{align*}
F_c^l(m, n) &= \sum_{i=0}^{2^{3l-1}} I_c(m + i, n) \\
F_r^l(m, n) &= \sum_{i=0}^{2^{3l-1}} I_r(m + i, n)
\end{align*}
\]  \hspace{1cm} (4.33)

where \( I_c(x, y) \) and \( I_r(x, y) \) are the luminance values at the location \((x, y)\) in the current and reference frames, respectively. The frame partial sums at 0th level at the location \((m, n)\) in the current and reference frames, respectively, are defined as

\[
\begin{align*}
F_c^0(m, n) &= \sum_{i=0}^{15} \sum_{j=0}^{15} I_c(m + i, n + j) \\
F_r^0(m, n) &= \sum_{i=0}^{15} \sum_{j=0}^{15} I_r(m + i, n + j)
\end{align*}
\]  \hspace{1cm} (4.34)

The frame partial sums are calculated only once and saved in the memory for future use. The corresponding block partial sums at the \( l \)th \((1 \leq l \leq 5)\) level can be expressed as

\[
\begin{align*}
S_c^l(p, q) &= F_c^l(x_0 + p \cdot 2^{3l}, y_0 + q) \\
S_r^l(p, q, \vec{V}) &= F_r^l(x_0 + V_x + p \cdot 2^{3l}, y_0 + V_y + q)
\end{align*}
\]  \hspace{1cm} (4.35)

where \((x_0, y_0)\) is the upper-left corner of the block, \( \vec{V} = (V_x, V_y) \) is the candidate motion vector, and \((p, q)\) is the index of the partial sum in a block. The corresponding block partial sums at the 0th level can be expressed as

\[
\begin{align*}
S_c^0 &= F_c^0(x_0, y_0) \\
S_r^0(\vec{V}) &= F_r^0(x_0 + V_x, y_0 + V_y)
\end{align*}
\]  \hspace{1cm} (4.36)

From (4.33), we see that, when \( l = 5 \), we have

\[
\begin{align*}
F_c^5(m, n) &= I_c(m, n) \\
F_r^5(m, n) &= I_r(m, n)
\end{align*}
\]  \hspace{1cm} (4.37)
and when $1 \leq l \leq 4$, we have

$$F_c^l(m, n) = \sum_{i=0}^{2^l-1} I_c(m + i, n) = \sum_{i=0}^{2^l-1} I_c(m + i, n) + \sum_{i=0}^{2^l-1} I_c(m + 2^{l-i} + i, n) \quad (4.38)$$

The right side of (4.38) is $F_c^{l+1}(m, n) + F_c^{l+1}(m + 2^{l-i}, n)$, using (4.33). Thus, for $1 \leq l \leq 4$, we have

$$F_c^l(m, n) = F_c^{l+1}(m, n) + F_c^{l+1}(m + 2^{l-i}, n) \quad (4.39)$$

For a faster computation of $F_c^l(m, n)$, we could use (4.39) instead of (4.33). We initially obtain $F_c^5(m, n)$ using (4.37). Then, we employ (4.39) to compute $F_c^1(m, n)$ from $F_c^{l+1}(m, n)$ recursively, for $1 \leq l \leq 4$.

From (4.33) and (4.34), we have

$$F_c^0(m, n) = \sum_{j=0}^{15} \sum_{i=0}^{15} I_c(m + i, n + j) = \sum_{j=0}^{15} F_c^1(m, n + j) \quad (4.40)$$

The use of (4.40) is not a good method to compute $F_c^0(m, n)$, since it needs 15 additions to compute $F_c^0(m, n)$ per pixel. Now, we give a fast method to compute $F_c^0(m, n)$ that needs only two additions per pixel. Equation (4.40) may be rewritten as

$$F_c^0(m, n) = \sum_{j=0}^{15} F_c^1(m, n - 1 + j) + F_c^1(m, n + 15) - F_c^1(m, n - 1) \quad (4.41)$$

The first term on the right side of (4.41) is $F_c^0(m, n-1)$ from (4.40). Hence,

$$F_c^0(m, n) = F_c^0(m, n - 1) + F_c^1(m, n + 15) - F_c^1(m, n - 1) \quad (4.42)$$

From (4.42), we see that only one addition and one subtraction are needed to compute $F_c^0(m, n)$ for $n \geq 1$. Thus, we can use (4.42) to compute $F_c^0(m, n)$ (for $n \geq 1$) efficiently.

In order to use (4.42) to calculate $F_c^0(m, n)$, we have to initially calculate $F_c^0(m, 0$) using
Once \( F_c^0(m,0) \) is found, we can use (4.42) to calculate \( F_c^0(m,n) \) from \( F_c^0(m,n-1) \) recursively. Table 4.1 summarizes the method outlined above for a fast calculation of the frame partial sum.

**Table 4.1** Fast method to calculate the frame partial sums

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>If (not the first encoding frame) ( F_c^i(m,n) = F_c^i(m,n) )</td>
</tr>
</tbody>
</table>
| 2)   | For ( \( m = 0 \); \( m < H \); \( m = m + 1 \) ) \{ 
  | For ( \( n = 0 \); \( n < W \); \( n = n + 1 \) ) 
  | \( F_c^2(m,n) = I_c(m,n) \) 
  | \} 
  | For ( \( l = 4 \); \( l \geq 1 \); \( l = l - 1 \) ) \{ 
  | For ( \( m = 0 \); \( m < H - 2^{5-l} + 1 \); \( m = m + 1 \) ) \{ 
  | For ( \( n = 0 \); \( n < W \); \( n = n + 1 \) ) 
  | \} 
  | \} 
  | \} 
| 3)   | For ( \( m = 0 \); \( m < H - 15 \); \( m = m + 1 \) ) \{ 
  | \( F_c^0(m,0) = \sum_{j=0}^{15} F_c^i(m,j) \) 
  | \} 
  | For ( \( n = 0 \); \( n < W - 15 \); \( n = n + 1 \) ) \{ 
  | For ( \( m = 1 \); \( m < H - 15 \); \( m = m + 1 \) ) 
  | \} 
  | \} 

Note: \( W \) and \( H \) represent the width and height of a video frame.
4.1.4 Algorithm

The inequalities given by (4.32) form the basis of the vector-based motion estimation algorithm. In this section, we discuss the use of the inequalities given by (4.32) for the reduction of the computational complexity of the FSA.

Let $CS(n)$ be the set of all the candidate motion vectors checked so far in a motion estimation process and $\tilde{V}_{op}(n)$ the optimum motion vector in the set $CS(n)$, i.e.,

$$\tilde{V}_{op}(n) = \arg \{ \min_{\tilde{V} \in CS(n)} \{ MAD(\tilde{V}) \} \}$$  \hspace{1cm} (4.44)

where $n$ is the number of candidate motion vectors checked. Denoting the current candidate motion vector to be checked in a motion estimation process by $\tilde{V}_{curr}$, we have

$$CS(n+1) = CS(n) \cup \{ \tilde{V}_{curr} \}$$  \hspace{1cm} (4.45)

and

$$\tilde{V}_{op}(n+1) = \arg \{ \min_{\tilde{V} \in CS(n+1)} \{ MAD(\tilde{V}) \} \}$$  \hspace{1cm} (4.46)

Since we have $CS(n) \subset CS(n+1)$, the following inequality can be derived

$$MAD(\tilde{V}_{op}(n+1)) \leq MAD(\tilde{V}_{op}(n))$$  \hspace{1cm} (4.47)

If at any level of $l$, $0 \leq l \leq 4$,

$$MAD^l(\tilde{V}_{curr}) > MAD(\tilde{V}_{op}(n))$$  \hspace{1cm} (4.48)

then, we have from (4.32)

$$MAD(\tilde{V}_{curr}) \geq MAD^l(\tilde{V}_{curr}) > MAD(\tilde{V}_{op}(n))$$  \hspace{1cm} (4.49)

Comparing (4.47) and (4.49), the current candidate motion vector $\tilde{V}_{curr}$ is not a better motion vector than $\tilde{V}_{op}(n)$ whenever (4.48) holds, that is,

$$\tilde{V}_{curr} \neq \tilde{V}_{op}(n+1) \text{ whenever } MAD^l(\tilde{V}_{curr}) > MAD(\tilde{V}_{op}(n))$$  \hspace{1cm} (4.50)
Thus, if (4.48) is satisfied for any level \( l \), \( 0 \leq l \leq 4 \), the computation of \( \text{MAD}(\vec{V}_{\text{curr}}) \) can be avoided without the exclusion of the optimum motion vector. In this way, a large number of computations of \( \text{MAD}(\vec{V}) \), which are very computationally intensive, can be circumvented while keeping the accuracy of the full-search algorithm. In order to utilize (4.32) more efficiently, the computations of \( \text{MAD}^l(\vec{V}) \) are carried out successively from level 0 to level 5, and stopped whenever (4.48) is satisfied. The vector-based fast block motion estimation algorithm is summarized in Table 4.2. In this table, \( \vec{V}_{\text{op}} \) and \( \text{MAD}_{\text{min}} \) are, respectively, the optimum motion vector checked so far and its corresponding value of MAD.

4.2 SIMD Implementation of the Proposed Algorithm

In this section, we give an implementation of the algorithm using an SIMD technique to further accelerate the process of motion estimation.

Usually, the luminance values of a video frame are saved in the memory in a row-by-row raster scan manner. According to (4.39), the frame partial sums at level \( l \) can be obtained by the summation of the two frame partial sums at level \( l+1 \) in the same column. In order to use the data parallelism offered by the SIMD technique, the frame partial sums at every level are also saved in a row-by-row raster scan manner. The process of using the SIMD technique in these calculations is given in Table 4.3.
Table 4.2 A vector-based fast block motion estimation algorithm

<table>
<thead>
<tr>
<th>Step 1) Initialization</th>
</tr>
</thead>
</table>
a) Compute all the partial sums for the current frame and save them in a continuous memory space.  
b) Retrieve all the partial sums for the reference frame in a saved continuous memory space.  

<table>
<thead>
<tr>
<th>Step 2. For every current block, execute the block motion estimation process.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 2.1 Initialization</td>
</tr>
<tr>
<td>$\bar{V}_{op} = (0,0)$</td>
</tr>
<tr>
<td>$MAD_{min} = MAD(\bar{V}_{op})$</td>
</tr>
<tr>
<td>Step 2.2 Search</td>
</tr>
<tr>
<td>(*) For (each search location of $V_{curr}$ in the full-search algorithm)</td>
</tr>
<tr>
<td>{</td>
</tr>
</tbody>
</table>
|    If ( $MAD^0(\bar{V}_{curr}) > MAD_{min}$ )  
|       Go to (*) and select next search location;  
|    If ( $MAD^1(\bar{V}_{curr}) > MAD_{min}$ )  
|       Go to (*) and select next search location;  
|    If ( $MAD^2(\bar{V}_{curr}) > MAD_{min}$ )  
|       Go to (*) and select next search location;  
|    If ( $MAD^3(\bar{V}_{curr}) > MAD_{min}$ )  
|       Go to (*) and select next search location;  
|    If ( $MAD^4(\bar{V}_{curr}) > MAD_{min}$ )  
|       Go to (*) and select next search location;  
|    Calculate the $MAD(\bar{V}_{curr})$;  
|    If ( $MAD(\bar{V}_{curr}) < MAD_{min}$ )  
|       {  
|          $MAD_{min} = MAD(\bar{V}_{curr})$  
|          $\bar{V}_{op} = \bar{V}_{curr}$  
|       }  
| }  
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Table 4.3 Employment of SIMD technique for the calculations of frame partial sums

1) Load four \((l+1)\)-th level frame partial sums into the first SIMD register.

2) Load the four \((l+1)\)-th level frame partial sums at the next \(2^{l+1}\)-th row and the same column as in (1) into the second SIMD register.

3) If \(l = 4\), unpack the loaded data from the byte type to the word type.

4) Do the four-word summations of the data of the first two SIMD registers in only one SIMD instruction.

5) Store the data and go to (1) for the next four partial sums.

Since the partial sums of a macroblock are also saved in a row-by-row raster scan manner, the proposed algorithm is very suitable for an SIMD implementation. Equation (4.16) can be rewritten as

\[
MAD^i(\vec{V}) = \sum_{p=0}^{2^{i-1}-1} r(p)
\]  
(4.51)

where

\[
r(p) = \sum_{q=0}^{15} |S^i_{x}(p,q) - S^i_{y}(p,q,\vec{V})|
\]  
(4.52)

As seen from (4.51), the elements involved in the computation of \(MAD^i(V_x,V_y)\) consist of only \(r(p)\)’s, which form a vector. This is the reason why the proposed algorithm is called the vector-based fast block motion estimation algorithm. The significant feature of the proposed algorithm is that \(S^i_{x}(p,q)\) and \(S^i_{y}(p,q,\vec{V})\) in (4.52) are, respectively, saved
in a contiguous memory space. In this way, four subtractions in (4.52) can be carried out simultaneously in an SIMD instruction utilizing two 64-bit SIMD registers, as shown in Figure 4.1.

\[
\begin{array}{cccccc}
\text{Destination} & \text{bit} & 64 & 48 & 32 & 16 & 0 \\
\text{register} & \text{} & a(1) & a(2) & a(3) & a(4) \\
\hline
\text{Source} & \text{bit} & 64 & 48 & 32 & 16 & 0 \\
\text{register} & \text{} & b(1) & b(2) & b(3) & b(4) \\
\hline
\text{Destination} & \text{bit} & 64 & 48 & 32 & 16 & 0 \\
\text{register} & \text{} & c(1) & c(2) & c(3) & c(4) \\
\end{array}
\]

Note: In the above figure, \(c(i) = a(i) - b(i)\)

**Figure 4.1** Packed word-type subtraction on SIMD registers

### 4.3 Computational Complexity of the Proposed Algorithm

In Section 4.1, a vector-based fast block motion estimation algorithm has been proposed. This algorithm maintains the accuracy of the full-search algorithm as mentioned in Section 4.1.4. In this section, we first analyze the computational complexity to compute the \(l\) th level lower bounds of \(MAD'(\tilde{V})\) for \(0 \leq l \leq 5\), and then discuss the computational complexity to compute the frame partial sums. Based on these, theoretical
and practical speedups of the proposed vector-based fast block motion estimation algorithm over the full-search and selective elimination algorithms are determined.

4.3.1 Computational Complexity of $MAD^f(\tilde{V})$ for a Given $l$, $0 \leq l \leq 5$

Equations (4.16) and (4.17) are used to calculate the value of $MAD^f(\tilde{V})$. When $l = 0$,

$$MAD^0(\tilde{V}) = |S^0_e - S^0_r(\tilde{V})| \quad (4.53)$$

and when $1 \leq l \leq 5$,

$$MAD^f(\tilde{V}) = \sum_{p=0}^{16} \sum_{q=0}^{2^{l-1}-1} |S^l_e(p, q) - S^l_r(p, q, \tilde{V})| \quad (4.54)$$

From (4.53), we see that the computation of $MAD^0(\tilde{V})$ needs only one subtraction and one absolute value calculation (the operation to calculate the absolute value of $x$).

From (4.54), we see that the computation of $MAD^f(\tilde{V})$ (for $1 \leq l \leq 5$) needs $16 \times 2^{l-1}$ subtractions, $16 \times 2^{l-1}$ absolute value calculations, and $16 \times 2^{l-1} - 1$ additions. Let $n_a(l)$, $n_s(l)$, and $n_{as}(l)$ denote, respectively, the number of additions, subtractions, and absolute value calculations in the computation of $MAD^f(\tilde{V})$. Then, from the above discussion, we have

$$\begin{align*}
  n_a(0) &= 0 \\
  n_s(0) &= 1 \\
  n_{as}(0) &= 1
\end{align*} \quad (4.55)$$

and

$$\begin{align*}
  n_a(l) &= 16 \times 2^{l-1} - 1 \\
  n_s(l) &= 16 \times 2^{l-1} \quad 0 \leq l \leq 5 \\
  n_{as}(l) &= 16 \times 2^{l-1}
\end{align*} \quad (4.56)$$
As discussed in Chapter 2, in order to find the computational complexity per pixel, we assign one unit for each of the operations of addition and subtraction, and two units for each of the operations of comparison and taking the absolute value, a reasonable assumption on commonly used CPUs. Let \( n_i(l) \) denote the computational complexity of \( MAD^i(\bar{V}) \) per pixel. Then, we have

\[
n_i(l) = (n_a(l) + n_s(l) + 2n_{ab}(l)) / 256
\]

(4.57)

since one block consists of 256 pixels. The computational complexity of \( MAD^i(\bar{V}) \) for a given \( l, 0 \leq l \leq 5 \), is provided in Table 4.4.

Table 4.4 Computational complexity of \( MAD^i(\bar{V}) \), \( 0 \leq l \leq 5 \)

<table>
<thead>
<tr>
<th>( l )</th>
<th>Additions ( (n_a(l)) )</th>
<th>Subtractions ( (n_s(l)) )</th>
<th>Absolute value calculations ( (n_{ab}(l)) )</th>
<th>Computational complexity ( (n_i(l)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3/256</td>
</tr>
<tr>
<td>1</td>
<td>15</td>
<td>16</td>
<td>16</td>
<td>63/256</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>32</td>
<td>32</td>
<td>127/256</td>
</tr>
<tr>
<td>3</td>
<td>63</td>
<td>64</td>
<td>64</td>
<td>255/256</td>
</tr>
<tr>
<td>4</td>
<td>127</td>
<td>128</td>
<td>128</td>
<td>511/256</td>
</tr>
<tr>
<td>5</td>
<td>255</td>
<td>256</td>
<td>256</td>
<td>1023/256</td>
</tr>
</tbody>
</table>
4.3.2 Computational Complexity to Calculate the Frame Partial Sums

In Section 4.1.3, we discussed a fast method to calculate the frame partial sums. When \(1 \leq l \leq 4\), we see from (4.39) that for the calculation of \(F^l(m, n)\) from \(F^{l+1}(m, n)\), only one addition is needed. For a video frame of size \(W \times H\), we need to use (4.39) at most

\[
n_f(l) = 4 \times W \times H
\]
times to calculate all the frame partial sums of \(F^l(m, n)\), for \(1 \leq l \leq 4\), \(1 \leq m \leq H\), and \(1 \leq n \leq W\).

When \(l = 0\), we use (4.42) and (4.43) to calculate \(F_0(m, n)\). The number of additions \(n_f(2)\) and the number of subtractions \(n_f(3)\) needed in calculating all the \(F_0(m, n)\) values are given by

\[
n_f(2) = 15(H - 15) + (W - 15)(H - 16)
\]

and

\[
n_f(3) = (W - 15)(H - 16).
\]

Let \(n_f\) denote the total computational complexity per pixel required to calculate all the frame partial sums. Then

\[
n_f < (n_f(1) + n_f(2) + n_f(3)) / (WH) < 6 \quad (4.58)
\]

4.3.3 Computational Complexity of the Algorithm

Denoting by \(m_i(l)\) \((0 \leq l \leq 5)\) the average number of times per block that \(MAD^l(V)\) needs to be computed, the computational complexity of the proposed algorithm (VFA) is given by
\[ C(VFA) = \sum_{l=0}^{i} m_i(l) \{ n_r(l) + \frac{1}{256} \} + n_f \]  \hspace{2cm} (4.59)

where the factor $\frac{1}{256}$ arises as a consequence of the operation of comparison between $MAD^i(\bar{V}_{carr})$ and $MAD_{min}$ per block (see Table 4.2).

4.3.4 Theoretical Speedup

The computational complexity of the proposed algorithm as a percentage of the computational complexity of the FSA is

\[ \eta\textsuperscript{VFA}_{FSA} = \frac{C(VFA)}{C(FSA)} \times 100\% \]  \hspace{2cm} (4.60)

As discussed previously, the proposed algorithm can be implemented using an SIMD architecture, where a four-fold data parallelism can be employed. As a result of this, the execution time of the proposed algorithm using an SIMD architecture as a percentage of the execution time of the algorithm without SIMD implementation is theoretically

\[ TS(SIMD) = \frac{1/4}{1} \times 100\% = 25\% \]  \hspace{2cm} (4.61)

The computational complexity of the proposed algorithm as a percentage of the computational complexity of the SEA is

\[ \eta\textsuperscript{VFA}_{SEA} = \frac{C(VFA)}{C(SEA)} \times 100\% \]  \hspace{2cm} (4.62)

4.3.5 Practical Speedup

Let $P_{FSA}$, $P_{SEA}$, and $P_{VFA}$ denote the average number of CPU cycles needed per block to carry out the FSA, SEA, and VFA, respectively, without any SIMD implementation. Let
Let \( P_{vfa}(SIMD) \) be the average number of CPU cycles needed per block to implement the proposed VFA using an SIMD architecture. Thus, without any SIMD implementation, the execution time of the VFA as a percentage of that of the FSA and SEA, respectively, are given by

\[
PS_{FSA}^{VFA} = \frac{P_{vfa}}{P_{FSA}} \times 100\% \tag{4.63}
\]

and

\[
PS_{SEA}^{VFA} = \frac{P_{vfa}}{P_{SEA}} \times 100\% \tag{4.64}
\]

The execution time of the proposed VFA using an SIMD architecture as a percentage of the execution time of the VFA without an SIMD implementation is

\[
PS(SIMD) = \frac{P_{vfa}(SIMD)}{P_{vfa}} \times 100\% \tag{4.65}
\]

### 4.4 Simulation Results

Simulation studies on the proposed algorithm are carried out for the CCITT test video sequences in the QCIF format using the TMN20 framework of the H.263 video codec. The encoding process for a frame is carried out after skipping two frames in between, i.e., the encoding is done for frames 1, 4, 7, ..., 97, 100, ...and so on. The search window is of size 31×31. The SIMD technique employed is the Intel’s MMX instruction set.

In our research work, ten video sequences, including the Salesman, Car Phone, Silent, Akiyo, News, Foreman, Trevor, Mother & Daughter, Miss America, and Claire are selected for the performance evaluation of the proposed algorithm.
Table 4.5 lists the values of $m_i(l)$ ($0 \leq l \leq 5$) for various test sequences in the proposed VFA. The values given in Table 4.5 are used in obtaining the values of $C(FSA)$, $C(SEA)$, and $C(VFA)$ as well as those of $\eta_{FSA}^{VFA}$ and $\eta_{SEA}^{VFA}$ for the various test sequences and these are given in Table 4.6. From Table 4.6, it can be seen that the computational complexity of the VFA is about 2 to 8 percent of that of the FSA and 11 to 27 of that of the SEA. It should be noted, as mentioned earlier, that a further reduction of 75% can be achieved for the complexity of the proposed VFA by implementing it using an SIMD architecture.

Table 4.7 gives the values of $P_{FSA}$, $P_{SEA}$, and $P_{VFA}$, the total CPU cycles per block of the FSA, SEA, and the proposed VFA without an SIMD implementation for the various test sequences. It also gives the values of $PS_{FSA}^{VFA}$ and $PS_{SEA}^{VFA}$, the execution time of the VFA as a percentage of the execution time of the FSA and that of the SEA, respectively. It can be seen from this table that the execution time of the proposed VFA is about 2 to 11 percent of that of the FSA and 16 to 40 percent of that of the SEA. Table 4.8 gives the values of $P_{VFA}$ and $P_{VFA}(SIMD)$, the CPU cycles per block for the proposed VFA with and without an SIMD implementation. It is seen from this table that the execution time of the proposed VFA using an SIMD architecture is about 26 percent of that of the VFA with no SIMD implementations. It is noted that this practical speedup of 74% is close to the theoretical speedup of 75%.
Table 4.5 The average number of times per block that $MAD^j(\bar{V})$ needs to be calculated in the proposed VFA

<table>
<thead>
<tr>
<th>Test sequence</th>
<th>$m^i(0)$</th>
<th>$m^i(1)$</th>
<th>$m^i(2)$</th>
<th>$m^i(3)$</th>
<th>$m^i(4)$</th>
<th>$m^i(5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salesman</td>
<td>960</td>
<td>238.86</td>
<td>29.03</td>
<td>6.46</td>
<td>1.85</td>
<td>1.48</td>
</tr>
<tr>
<td>Car Phone</td>
<td>960</td>
<td>200.03</td>
<td>66.51</td>
<td>29.78</td>
<td>15.21</td>
<td>8.02</td>
</tr>
<tr>
<td>Silent</td>
<td>960</td>
<td>179.85</td>
<td>46.62</td>
<td>17.29</td>
<td>7.11</td>
<td>3.96</td>
</tr>
<tr>
<td>Akiyo</td>
<td>960</td>
<td>130.22</td>
<td>17.73</td>
<td>3.59</td>
<td>1.79</td>
<td>1.18</td>
</tr>
<tr>
<td>News</td>
<td>960</td>
<td>152.97</td>
<td>36.23</td>
<td>19.08</td>
<td>8.03</td>
<td>2.7</td>
</tr>
<tr>
<td>Foreman</td>
<td>960</td>
<td>252.78</td>
<td>107.18</td>
<td>43.58</td>
<td>21.16</td>
<td>11.32</td>
</tr>
<tr>
<td>Trevor</td>
<td>960</td>
<td>227.38</td>
<td>32.21</td>
<td>13.7</td>
<td>6.17</td>
<td>4.14</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>960</td>
<td>182.53</td>
<td>39.01</td>
<td>11</td>
<td>3.59</td>
<td>2.31</td>
</tr>
<tr>
<td>Miss America</td>
<td>960</td>
<td>228.83</td>
<td>84.4</td>
<td>34.86</td>
<td>9.69</td>
<td>3.11</td>
</tr>
<tr>
<td>Claire</td>
<td>960</td>
<td>102.39</td>
<td>35.51</td>
<td>12.08</td>
<td>2.57</td>
<td>1.59</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Test sequence</th>
<th>$C(\text{FSA})$ from (B.5)</th>
<th>$C(\text{SEA})$ from (B.24)</th>
<th>$C(\text{VFA})$ from (4.59)</th>
<th>$\eta_{\text{FSA}}^{\text{VFA}}$</th>
<th>$\eta_{\text{SEA}}^{\text{VFA}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salesman</td>
<td>3847.75</td>
<td>978.89</td>
<td>116.14</td>
<td>3.02%</td>
<td>11.86%</td>
</tr>
<tr>
<td>Car Phone</td>
<td>3847.75</td>
<td>823.14</td>
<td>201.54</td>
<td>5.24%</td>
<td>24.48%</td>
</tr>
<tr>
<td>Silent</td>
<td>3847.75</td>
<td>742.66</td>
<td>141.37</td>
<td>3.67%</td>
<td>19.04%</td>
</tr>
<tr>
<td>Akiyo</td>
<td>3847.75</td>
<td>543.67</td>
<td>78.66</td>
<td>2.04%</td>
<td>14.47%</td>
</tr>
<tr>
<td>News</td>
<td>3847.75</td>
<td>634.95</td>
<td>127.90</td>
<td>3.32%</td>
<td>20.14%</td>
</tr>
<tr>
<td>Foreman</td>
<td>3847.75</td>
<td>1034.54</td>
<td>274.42</td>
<td>7.13%</td>
<td>26.53%</td>
</tr>
<tr>
<td>Trevor</td>
<td>3847.75</td>
<td>932.84</td>
<td>141.41</td>
<td>3.68%</td>
<td>15.16%</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>3847.75</td>
<td>753.07</td>
<td>118.24</td>
<td>3.07%</td>
<td>15.70%</td>
</tr>
<tr>
<td>Miss America</td>
<td>3847.75</td>
<td>938.55</td>
<td>192.25</td>
<td>5.00%</td>
<td>20.48%</td>
</tr>
<tr>
<td>Claire</td>
<td>3847.75</td>
<td>432.30</td>
<td>92.28</td>
<td>2.40%</td>
<td>21.35%</td>
</tr>
</tbody>
</table>
Table 4.7 Practical speedup of the proposed VFA over the FSA and SEA without SIMD implementation

<table>
<thead>
<tr>
<th>Test sequence</th>
<th>$P_{FSA}$</th>
<th>$P_{SEA}$</th>
<th>$P_{VFA}$</th>
<th>$PS_{FSA}^{VFA}$</th>
<th>$PS_{SEA}^{VFA}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salesman</td>
<td>2717760</td>
<td>701748.66</td>
<td>118862.02</td>
<td>4.37%</td>
<td>16.94%</td>
</tr>
<tr>
<td>Car Phone</td>
<td>2717760</td>
<td>591821.12</td>
<td>211339.7</td>
<td>7.78%</td>
<td>35.71%</td>
</tr>
<tr>
<td>Silent</td>
<td>2717760</td>
<td>534691.54</td>
<td>147934.00</td>
<td>5.44%</td>
<td>27.67%</td>
</tr>
<tr>
<td>Akiyo</td>
<td>2717760</td>
<td>394188.82</td>
<td>80619.70</td>
<td>2.97%</td>
<td>20.45%</td>
</tr>
<tr>
<td>News</td>
<td>2717760</td>
<td>458594.26</td>
<td>135718.18</td>
<td>4.99%</td>
<td>29.59%</td>
</tr>
<tr>
<td>Foreman</td>
<td>2717760</td>
<td>741156.18</td>
<td>289796.36</td>
<td>10.66%</td>
<td>39.10%</td>
</tr>
<tr>
<td>Trevor</td>
<td>2717760</td>
<td>669248.78</td>
<td>144709.24</td>
<td>5.32%</td>
<td>21.62%</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>2717760</td>
<td>542278.62</td>
<td>123129.27</td>
<td>4.53%</td>
<td>22.71%</td>
</tr>
<tr>
<td>Miss America</td>
<td>2717760</td>
<td>673353.92</td>
<td>208302.85</td>
<td>7.66%</td>
<td>30.94%</td>
</tr>
<tr>
<td>Claire</td>
<td>2717760</td>
<td>315402.09</td>
<td>97969.85</td>
<td>3.60%</td>
<td>31.06%</td>
</tr>
</tbody>
</table>
Table 4.8 Practical speedup of the proposed VFA using SIMD architecture

<table>
<thead>
<tr>
<th>Test sequence</th>
<th>$P_{VFA}$</th>
<th>$P_{VFA}(SIMD)$</th>
<th>$PS(SIMD)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salesman</td>
<td>118862.02</td>
<td>31279.48</td>
<td>26.32%</td>
</tr>
<tr>
<td>Car Phone</td>
<td>211339.70</td>
<td>55615.71</td>
<td>26.32%</td>
</tr>
<tr>
<td>Silent</td>
<td>147934.00</td>
<td>38930</td>
<td>26.32%</td>
</tr>
<tr>
<td>Akiyo</td>
<td>80619.70</td>
<td>21215.71</td>
<td>26.32%</td>
</tr>
<tr>
<td>News</td>
<td>135718.18</td>
<td>35715.31</td>
<td>26.32%</td>
</tr>
<tr>
<td>Foreman</td>
<td>289796.36</td>
<td>76262.2</td>
<td>26.32%</td>
</tr>
<tr>
<td>Trevor</td>
<td>144709.24</td>
<td>38081.38</td>
<td>26.32%</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>123129.27</td>
<td>32402.44</td>
<td>26.32%</td>
</tr>
<tr>
<td>Miss America</td>
<td>208302.85</td>
<td>54816.54</td>
<td>26.32%</td>
</tr>
<tr>
<td>Claire</td>
<td>97969.85</td>
<td>25781.54</td>
<td>26.32%</td>
</tr>
</tbody>
</table>
4.5 Summary

In this chapter, a vector-based fast block motion estimation algorithm, suitable for implementation using SIMD architecture, has been proposed. In this algorithm, certain partial sums of the luminance values have been defined and a fast method to calculate these partial sums developed. These partial sums have been used to calculate some lower bounds for the MAD. These bounds have then been utilized in the algorithm to reduce significantly the number of times \( MAD(\bar{V}) \) needs to be computed. It has been shown that this algorithm maintains the accuracy and coding efficiency of the full-search algorithm. Simulations have been carried out on a number of test sequences, and the simulation results show that the computational complexity of the algorithm is about 2 to 11 percent of that of the full-search algorithm and 11 to 27 percent of that of the selective elimination algorithm. These results also show that the execution time of the algorithm can be reduced by about 74% by implementing it using an SIMD architecture.
Chapter 5

Fast Block Motion Estimation with Eight Bit Partial Sums Using SIMD Architectures

As discussed in Chapter 2, since the values of the MAD inside a search window have several local minima instead of only one, multi-step search algorithms are often trapped in a local minimum, and hence, these multi-step search algorithms lose the accuracy of the full-search algorithm. The selective elimination algorithm (SEA) described in Chapter 2, and the vector-based algorithm (VFA) proposed in Chapter 4 are fast block motion estimation algorithms belonging to the category of exhaustive search algorithms. This category of fast block motion estimation algorithms exhaustively searches every search location inside the search window as the full-search algorithm does. However, they avoid the computation of the MAD whenever possible by calculating some of the lower bounds of the MAD. Since every search location is searched and the corresponding optimum motion vector is not excluded during the search process, these algorithms can reduce the computational complexity and maintain the accuracy of the full-search algorithm.

As discussed in Chapter 4, the SIMD technique offers a good mechanism to accelerate the implementation of block motion estimation through data parallelism. However, exhaustive search block motion estimation algorithms, such as the SEA, and VFA, cannot take advantage of the byte-type data-parallelism in this technique, since the partial sums of these algorithms are of more than nine bits.
In this chapter, new partial sums of only eight bits, instead of more than nine bits in the literature, are derived to discard as many of the MAD computations as possible, without excluding the optimal motion vector. The presented partial sums can not only be utilized in the full-search as well as in some of the fast block motion estimation algorithms with no loss of accuracy, but also be implemented on SIMD architectures to take advantage of byte-type data-parallelism.

In Section 5.1, we define the eight-bit partial sums of sixteen luminance values. In Section 5.2, the notion of the eight-bit partial sums is extended to the four-level case. It is shown that there are fifteen possible methods of utilizing these multi-level eight-bit partial sums to accelerate a block motion estimation algorithm without any loss of accuracy of the algorithm. Each of these fifteen methods is used in the full-search algorithm to determine the one that provides the lowest computational complexity. This method is adopted as the chosen scheme to accelerate various block motion estimation algorithms. In Section 5.3, computational complexity of the scheme incorporated with various block motion estimation algorithms is discussed. Simulations are carried out in Section 5.4 to demonstrate the effectiveness of proposed scheme to accelerate block motion estimation algorithms.

5.1 Eight Bit Partial Sums of Sixteen Luminance Values

Our objective here is to use eight-bit partial sums to accelerate the block motion estimation process. To achieve this objective, there are two problems that must be solved: the first is a method to obtain eight-bit partial sums, and the second a method to utilize these partial sums in a block motion estimation process.
The partial sums of sixteen luminance values corresponding to the current and reference blocks are defined, respectively, as

\[
\begin{align*}
BS_{16}^c (n) &= \sum_{m=0}^{15} B_c (m, n) \\
BS_{16}^r (n, \bar{V}) &= \sum_{m=0}^{15} B_r (m, n, \bar{V})
\end{align*}
\]

where \( m \) and \( n \) are, respectively, the row and column indices in a block. It is seen that the above are of twelve bits. We now define the eight-bit partial sums of sixteen luminance values for the current and reference blocks, respectively, to be the quantity obtained by a four-bit right-shift operation of the 12-bit partial sums \( BS_{16}^c (n) \) and \( BS_{16}^r (n, \bar{V}) \), i.e.,

\[
\begin{align*}
[PS_c (n) &= [BS_{16}^c (n)] >> 4] \\
[PS_r (n, \bar{V}) &= [BS_{16}^r (n, \bar{V})] >> 4]
\end{align*}
\]

where the notation of "[A] >> [B]" stands for shifting A to the right by B bits [15].

The MAD criterion should be slightly modified in order to use these eight-bit partial sums to reduce the computational complexity of a block motion estimation process. The modified mean absolute difference (MMAD) corresponding to the eight-bit partial sums of sixteen luminance values is defined as

\[
MMAD(\bar{V}) = [MAD(\bar{V})] >> 4 + 16
\]

It can be seen that the computation of the MMAD requires only two operations, one right shift operation and one addition, after the computation of the MAD. The following theorem gives a lower bound for the MMAD.

**Theorem 5.1:** A lower bound for \( MMAD(\bar{V}) \) is \( \sum_{n=0}^{15} |PS_c (n) - PS_r (n, \bar{V})| \).
Proof: The eight-bit partial sums defined in (5.2) can be expressed as

\[
\begin{align*}
PS_c(n) &= BS_{16}^c(n) / 16 - \delta_1(n) \\
PS_r(n, \tilde{V}) &= BS_{16}^r(n, \tilde{V}) / 16 - \delta_2(n)
\end{align*}
\]

(5.4)

where

\[
\delta_1(n), \delta_2(n) \in \{i / 16 \mid 0 \leq i \leq 15\}
\]

(5.5)

Then,

\[
S = \sum_{n=0}^{15} |PS_c(n) - PS_r(n, \tilde{V})|
\]

(5.6)

can be written as

\[
S = \sum_{n=0}^{15} \frac{BS_{16}^c(n)}{16} - \delta_1(n) - \frac{BS_{16}^r(n, \tilde{V})}{16} + \delta_2(n)
\]

or

\[
S \leq \sum_{n=0}^{15} \frac{BS_{16}^c(n) - BS_{16}^r(n, \tilde{V})}{16} + \sum_{n=0}^{15} |\delta_1(n) - \delta_2(n)|
\]

(5.7)

In view of (5.5), we have

\[
\sum_{n=0}^{15} |\delta_1(n) - \delta_2(n)| \leq 15
\]

(5.8)

We now consider the first summation

\[
\sum_{n=0}^{15} |BS_{16}^c(n) - BS_{16}^r(n, \tilde{V})| = \sum_{n=0}^{15} \sum_{m=0}^{15} |B_c(m, n) - B_r(m, n, \tilde{V})|
\]

\[
= \sum_{n=0}^{15} \sum_{m=0}^{15} |B_c(m, n) - B_r(m, n, \tilde{V})|
\]

\[
\leq \sum_{n=0}^{15} \sum_{m=0}^{15} |B_c(m, n) - B_r(m, n, \tilde{V})|
\]

\[
= MAD(\tilde{V}), \text{ using (2.1)}.
\]

(5.9)

Hence, from (5.7), (5.8) and (5.9) we get

\[
S \leq \frac{MAD(\tilde{V})}{16} + 15
\]

(5.10)
Since
\[
\frac{MAD(\vec{V})}{16} \leq \lfloor (MAD(\vec{V})) \gg [4] \rfloor + 1
\]
we get
\[
S \leq \lfloor (MAD(\vec{V})) \gg [4] \rfloor + 16 = MMAD(\vec{V}), \text{ using (5.3).} \tag{5.11}
\]
Hence, the theorem.

We shall denote this lower bound given by Theorem 5.1 as \(LB(\vec{V})\).

In an exhaustive or multi-step search algorithm, the computation of \(MAD(\vec{V})\) is carried out at every chosen search location of \(\vec{V}\). In the following theorem, we show that some of the computations of \(MAD(\vec{V})\) can be skipped without loss of accuracy.

**Theorem 5.2:** If \(LB(\vec{V})\) is larger than the minimum value of \(MMAD\) computed so far, the computation of \(MAD(\vec{V})\) can be skipped without any loss of accuracy in the exhaustive as well as multi-step search algorithms.

**Proof:** Define \(CS(j)\) as the set of all the candidate motion vectors checked so far in a motion estimation process and \(\vec{V}_{op}(j)\) as the optimum motion vector in the set \(CS(j)\), i.e.,
\[
\vec{V}_{op}(j) = \arg\{\min_{mv \in CS(j)} [MAD(mv)]\} \tag{5.12}
\]
where \(j\) is the number of the checked candidate motion vectors. Define \(\vec{V}\) as the current candidate motion vector to be checked in a motion estimation process and \(CS(j+1)\) as the set containing the current candidate motion vector as well as all the candidate motion vectors checked so far in a motion estimation process, i.e.,
\[ CS(j + 1) = CS(j) \cup \{ \vec{V} \} \]  \hspace{1cm} (5.13)

Since \( CS(j) \subset CS(j + 1) \), we can show that

\[ \text{MAD}(\vec{V}_{op}(j + 1)) \leq \text{MAD}(\vec{V}_{op}(j)) \]  \hspace{1cm} (5.14)

From (5.14) and (5.3), we have

\[ \text{MMAD}(\vec{V}_{op}(j + 1)) \leq \text{MMAD}(\vec{V}_{op}(j)) \]  \hspace{1cm} (5.15)

From Theorem 5.1

\[ \text{LB}(\vec{V}_{op}(j + 1)) \leq \text{MMAD}(\vec{V}_{op}(j + 1)) \]  \hspace{1cm} (5.16)

From (5.15) and (5.16), we have

\[ \text{LB}(\vec{V}_{op}(j + 1)) \leq \text{MMAD}(\vec{V}_{op}(j)) \]  \hspace{1cm} (5.17)

Thus, if

\[ \text{LB}(\vec{V}) > \text{MMAD}(\vec{V}_{op}(j)) \]  \hspace{1cm} (5.18)

where \( \text{MMAD}(\vec{V}_{op}(j)) \) is the minimum value of \( \text{MMAD} \) computed so far, then we have

\[ \vec{V} \neq \vec{V}_{op}(j + 1) \]  \hspace{1cm} (5.19)

and the current candidate motion vector of \( \vec{V} \) is not a better estimate than \( \vec{V}_{op}(j) \). Thus, the computation of \( \text{MAD}(\vec{V}) \) can be skipped if (5.18) holds. Hence, the theorem.

Based on Theorem 5.2, an algorithm can be formulated using the eight-bit partial sums to accelerate a block motion estimation process and is given in Scheme 5.1. In this Scheme, \( \text{MMAD}_{\text{min}}, \text{MAD}_{\text{min}}, \) and \( \vec{V}_{o} \), respectively, stand for the minimum value of MMAD, the minimum value of MAD, and the optimum motion vector, computed so far.
Scheme 5.1

Step 1) Initialization

a) Compute all the eight bit partial sums of sixteen luminance values for the current frame and save them in a continuous memory space.

b) Retrieve all the eight bit partial sums of sixteen luminance values for the reference frame in a saved continuous memory space.

Step 2. For every current block, execute the block motion estimation process.

Step 2.1 Initialization

\[ \vec{v}_0 = (0,0) \]

\[ MAD_{\min} = MAD(\vec{v}_0) \]

\[ MMAD_{\min} = [MAD_{\min}] >> [4] + 16 \]

Step 2.2 Search

(*) For (each search location of \( \vec{v} \) in a motion estimation algorithm)

\{
    
    If (LB(\vec{v}) > MMAD_{\min})
    
    Go to (*) and select next search location

    Calculate the \( MAD(\vec{v}) \)

    If (\( MAD(\vec{v}) < MAD_{\min} \))
    
    \{
        
        MAD_{\min} = MAD(\vec{v})
        
        MMAD_{\min} = [MAD_{\min}] >> [4] + 16
        
        \vec{v}_0 = \vec{v}
    
    \}

\}
5.2 Multi-Level Eight-Bit Partial Sums

In this section, we extend the notion of the eight-bit partial sums discussed in Section 5.1 to the multi-level case. It is shown that the eight-bit partial sums of sixteen luminance values are just the fourth-level eight-bit partial sums. From these multi-level eight-bit partial sums, the multi-level sum of the absolute differences (SAD) of all the eight-bit partial sums between the current and reference blocks is described. An upper bound (UB) for the SAD of a particular level is then established. It is shown that the MMAD described in the previous section is just the UB of the fourth level. Finally, an SIMD implementation for computing the SADs is described.

5.2.1 Formation of Multi-Level Eight-Bit Partial Sums

Consider a column $C(n)$, $0 \leq n \leq 15$, in a $(16 \times 16)$ block. It has sixteen elements, $C(n) = \{(m, n) | 0 \leq m \leq 15\}$. We first partition this set of $C(n)$ into eight subsets of $C^l(m, n)$, where each subset $C^l(m, n)$ is defined as,

$$C^l(m, n) = \{(k, n) | 2m \leq k \leq 2m + 1\}$$  \hspace{1cm} (5.20)

where $0 \leq m \leq 7$ and $0 \leq n \leq 15$. Thus, each of the subsets consists of two neighboring elements. We say that these eight subsets of $C^l(m, n)$ constitute the first level. We now define every subset in the $(l+1)$-th level partition to be the union of two neighboring subsets in the $l$-th level, i.e.,

$$C^{l+1}(m, n) = C^l(2m, n) \cup C^l(2m + 1, n)$$  \hspace{1cm} (5.21)

where $0 \leq m \leq 2^{l-1} - 1$ and $0 \leq n \leq 15$. Thus, we have partitioned the set $C(n)$ into eight subsets of $C^l(m, n)$ corresponding to level 1, four subsets of $C^2(m, n)$ corresponding to
level 2, two subsets of $C^i(m, n)$ corresponding to level 3, and finally the set $C^i(0, n)$
equals to $C(n)$ itself.

The $l$-th level partial sums corresponding to the current and reference blocks are
defined, respectively, as the summation of all the luminance values in the set $C^i(m, n)$

$$
\begin{align*}
MBS^i_c(m, n) &= \sum_{(k, n) \in C^i(m, n)} B_c(k, n) = \sum_{k = m2^l}^{m2^l + 2^{l-1} - 1} B_c(k, n) \\
MBS^i_r(m, n, \bar{V}) &= \sum_{(k, n) \in C^i(m, n)} B_r(k, n, \bar{V}) = \sum_{k = m2^l}^{m2^l + 2^{l-1} - 1} B_r(k, n, \bar{V})
\end{align*}
$$

(5.22)

where $(m, n)$ is the index of a partial sum and

$(m, n) \in \Omega^l = \{(m, n) \mid 0 \leq m \leq 2^{i-l} - 1, 0 \leq n \leq 15\}$. For a $16 \times 16$ block, all the elements
in the block consist of a set of $S_b = \{(k, n) \mid 0 \leq k \leq 15, 0 \leq n \leq 15\}$. Thus, we have

$$
\bigcup_{(m, n) \in \Omega^l} C^i(m, n) = S_b
$$

(5.23)

From (5.20) and (5.22), a first-level partial sum can be expressed as

$$
\begin{align*}
MBS^1_c(m, n) &= B_c(2m, n) + B_c(2m + 1, n) \\
MBS^1_r(m, n, \bar{V}) &= B_r(2m, n, \bar{V}) + B_r(2m + 1, n, \bar{V})
\end{align*}
$$

(5.24)

From (5.21) and (5.24), the $(l + 1)$-th level partial sum for $l = 1, 2, 3$ can be expressed in
terms of the two $l$-th level partial sums as

$$
\begin{align*}
MBS^{l+1}_c(m, n) &= MBS^l_c(2m, n) + MBS^l_c(2m + 1, n) \\
MBS^{l+1}_r(m, n, \bar{V}) &= MBS^l_r(2m, n, \bar{V}) + MBS^l_r(2m + 1, n, \bar{V})
\end{align*}
$$

(5.25)

From (5.24) and (5.25), we obtain a fast method to compute the partial sums. In this
method, we first use (5.24) to get the partial sums of the first level. Then, we use (5.25)
recursively to compute the $(l + 1)$-th level partial sums from the $l$-th level partial sums.

From (5.24) and (5.25), we can also see that the $l$-th level partial sums $MBS^l_c(m, n)$ and
\( MBS^I_{\zeta}(m,n,\bar{V}) \) consist of \( 8 + l \) bits, since \( B_{\zeta}(m,n) \) and \( B_r(m,n,\bar{V}) \) are 8-bit quantities. Then, the proposed multi-level eight-bit partial sums for the current and reference blocks can be, respectively, obtained by an \( l \)-bit right-shift operation of \( MBS^I_{\zeta}(m,n) \) and \( MBS^I_{\zeta}(m,n,\bar{V}) \), i.e.,

\[
\begin{align*}
\left\{ \begin{array}{l}
MPS^I_{\zeta}(m,n) = [MBS^I_{\zeta}(m,n)] \gg [l] \\
MPS^I_{\zeta}(m,n,\bar{V}) = [MBS^I_{\zeta}(m,n,\bar{V})] \gg [l]
\end{array} \right.
\quad (5.26)
\end{align*}
\]

From (5.26), we see that

\[
\begin{align*}
\left\{ \begin{array}{l}
MPS^4_{\zeta}(0,n) = PS_{\zeta}(n) \\
MPS^4_{\zeta}(0,n,\bar{V}) = PS_r(n,\bar{V})
\end{array} \right.
\quad (5.27)
\]

Thus, the eight-bit partial sums of sixteen luminance values are just the fourth-level eight-bit partial sums. From (5.26), we can also see that

\[
\begin{align*}
\left\{ \begin{array}{l}
MPS^I_{\zeta}(m,n) = \left[ \frac{MBS^I_{\zeta}(m,n)}{2^l} \right] \\
MPS^I_{\zeta}(m,n,\bar{V}) = \left[ \frac{MBS^I_{\zeta}(m,n,\bar{V})}{2^l} \right]
\end{array} \right.
\quad (5.28)
\]

where \( \left\lfloor x \right\rfloor \) is the largest integer less than or equal to \( x \).

We now define the \( l \)-th level sum of the absolute differences of all the eight-bit partial sums between the current and reference blocks as

\[
SAD^I(\bar{V}) = \sum_{(m,n) \in \mathcal{Y}} |MPS^I_{\zeta}(m,n) - MPS^I_r(m,n,\bar{V})|
\quad (5.29)
\]

From (5.29), it can be seen that \( LB(\bar{V}) = SAD^4(\bar{V}) \).
5.2.2 Upper Bounds for the SADs

In order to use the multi-level eight-bit partial sums to accelerate a block motion estimation process, we must find an upper bound (UB) for $SAD^i(\vec{V})$. The process to find this UB is described below.

Using (5.28) in (5.29), we have

$$SAD^i(\vec{V}) = \sum_{(m,n) \in \Omega^i} |D(m,n,\vec{V})|$$  \hspace{1cm} (5.30)

where

$$D(m,n,\vec{V}) = \left[ MBS^i_e(m,n)/2^i \right] - \left[ MBS^i_r(m,n,\vec{V})/2^i \right]$$  \hspace{1cm} (5.31)

At the same time, we have

$$\left[ A / 2^i \right] = A / 2^i - \delta$$  \hspace{1cm} (5.32)

where $\delta \in \Gamma^i = \{ i / 2^i | 0 \leq i \leq 2^i - 1 \}$, and $A$ and $i$ are integers.

Using (5.22) and (5.32) in (5.30), we have

$$SAD^i(\vec{V}) = \sum_{(m,n) \in \Omega^i} |G(m,n,\vec{V})/2^i - \delta(m,n,\vec{V})|$$  \hspace{1cm} (5.33)

where

$$G(m,n,\vec{V}) = \sum_{(k,n) \in C^i, (m,n)} (B_e(k,n) - B_r(k,n,\vec{V}))$$  \hspace{1cm} (5.34)

$$\delta(m,n,\vec{V}) = \delta_1(m,n) - \delta_2(m,n,\vec{V}), \hspace{0.5cm} \delta_1, \delta_2 \in \Gamma^i$$  \hspace{1cm} (5.35)

From (5.33), we have the inequality

$$SAD^i(\vec{V}) \leq \sum_{(m,n) \in \Omega^i} (|G(m,n,\vec{V})| / 2^i + |\delta(m,n,\vec{V})|)$$  \hspace{1cm} (5.36)

From (2.1), (5.23) and (5.34), we have
\[ \sum_{(m,n) \in \Gamma'} |G(m,n,\tilde{V})| \leq \sum_{(m,n) \in \Gamma'} \left( \sum_{(k,n) \in C'(m,n)} |B_i(k,n) - B_i(k,n,\tilde{V})| \right) \]
\[ = \sum_{(k,n) \in S_k} |B_i(k,n) - B_i(k,n,\tilde{V})| \]
\[ = \text{MAD}(\tilde{V}) \] (5.37)

From (5.35), we have
\[ |\delta(m,n,\tilde{V})| = |\delta_1(m,n) - \delta_2(m,n,\tilde{V})| \] (5.38)

Since \( \delta_1(m,n) \) and \( \delta_2(m,n,\tilde{V}) \in \Gamma' \)
\[ |\delta(m,n,\tilde{V})| \leq |\delta_{\text{max}} - \delta_{\text{min}}| \] (5.39)

where \( \delta_{\text{max}} \) and \( \delta_{\text{min}} \) are the maximum and minimum values of \( \delta \in \Gamma'. \) Hence
\[ |\delta(m,n,\tilde{V})| \leq (2^l - 1)/2^l - 0 = (2^l - 1)/2^l \] (5.40)

From (5.36), (5.37), and (5.40) we have
\[ \text{SAD}^i(\tilde{V}) \leq \text{MAD}(\tilde{V})/2^i + 2^{8-i} - 2^{8-2i} \] (5.41)

From (5.41),
\[ \text{SAD}^i(\tilde{V}) \leq \{ E(i) + [\text{MAD}(\tilde{V})] >> [i] \} \] (5.42)

where \( E(i) = 2^{8-i} - 2^{8-2i} + 1. \)

Thus, an upper bound for \( \text{SAD}^i(\tilde{V}) \) is found, namely,
\[ \text{UB}^i(\tilde{V}) = E(i) + [\text{MAD}(\tilde{V})] >> [i] \] (5.43)

and we have
\[ \text{SAD}^i(\tilde{V}) \leq \text{UB}^i(\tilde{V}) \] (5.44)

It can be seen that the computation of \( \text{UB}^i(\tilde{V}) \) requires only two operations after the computation of \( \text{MAD}(\tilde{V}) \), namely, one right shift operation of \( \text{MAD}(\tilde{V}) \) by \( i \) bits and one addition. From (5.3) and (5.43), we also see that \( \text{MMAD}(\tilde{V}) = \text{UB}^4(\tilde{V}) \), i.e., \( \text{MMAD} \) is just the fourth-level UB.
5.2.3 The Methods of Using Multi-Level Eight-Bit Partial Sums

In this section, we first describe a method of using the eight-bit partial sums at a particular level to accelerate the block motion estimation process. Then, we give all the possible methods of using the eight-bit partial sums at the four levels to accelerate the block motion estimation process.

**Theorem 5.3:** If \( SAD^i(\tilde{V}) \) is larger than the minimum value of \( UB^i \) computed so far, the corresponding computation of \( MAD(\tilde{V}) \) can be skipped without any loss of accuracy of the exhaustive as well as multi-step search algorithms.

**Proof:** From (5.14), we have

\[
MAD(\tilde{V}_{op} (j + 1)) \leq MAD(\tilde{V}_{op} (j))
\]  

(5.45)

where \( \tilde{V}_{op} (j) \) and \( \tilde{V}_{op} (j + 1) \) are, respectively, the optimal motion vectors before and after checking the current motion vector.

From (5.43) and (5.45), we have

\[
UB^i (\tilde{V}_{op} (j + 1)) \leq UB^i (\tilde{V}_{op} (j))
\]

(5.46)

From (5.44), we have

\[
SAD^i (\tilde{V}_{op} (j + 1)) \leq UB^i (\tilde{V}_{op} (j + 1))
\]

(5.47)

From (5.46) and (5.47), we get the inequality

\[
SAD^i (\tilde{V}_{op} (j + 1)) \leq UB^i (\tilde{V}_{op} (j))
\]

(5.48)

Thus, if

\[
SAD^i (\tilde{V}) > UB^i (\tilde{V}_{op} (j))
\]

(5.49)

where \( UB^i (\tilde{V}_{op} (j)) \) is the minimum value of \( UB^i \) computed so far, then
\[ \tilde{V} \neq \tilde{V}_{op}(j+1) \]  \hspace{1cm} (5.50)

and the current candidate motion vector of \( \tilde{V} \) is not a better estimate than \( \tilde{V}_{op}(j) \). Thus, the computation of \( MAD(\tilde{V}) \) can be skipped if (5.49) holds, and hence the Theorem.

From Theorem 5.3, it is seen that there are four conditions that can be used to reduce the computational complexity of a block motion estimation process. These are

- **Condition 1:** \( SAD^1(\tilde{V}) > UB^1(\tilde{V}_{op}(j)) \)
- **Condition 2:** \( SAD^2(\tilde{V}) > UB^2(\tilde{V}_{op}(j)) \)
- **Condition 3:** \( SAD^3(\tilde{V}) > UB^3(\tilde{V}_{op}(j)) \)
- **Condition 4:** \( SAD^4(\tilde{V}) > UB^4(\tilde{V}_{op}(j)) \)

Each of the above conditions correspond to a particular level of \( l \) (1 \( \leq l \leq 4 \)). There are fifteen possible combinations in which these conditions can be used and each one gives rise to a method of using the conditions to accelerate the block motion estimation process. These methods are listed in Table 5.1. For a particular method in this table, the symbol ‘X’ denotes that this condition is employed and the symbol ‘O’ denotes that this condition is not employed. For example, for Method 8, only Conditions 2 and 3 are used.

For each of these fifteen methods, the accuracy of the block motion estimation process is maintained, since from Theorem 5.3, we know that if any of the conditions used in these methods is satisfied, the computation of \( MAD(\tilde{V}) \) can be skipped without loss of accuracy.
Table 5.1 Conditions used for the various methods

<table>
<thead>
<tr>
<th>Conditions</th>
<th>Methods</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition 1</td>
<td></td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Condition 2</td>
<td></td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Condition 3</td>
<td></td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>Condition 4</td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>O</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

5.2.4 Optimal Method of Using Multi-Level Eight-Bit Partial Sums

In Section 5.2.3, fifteen possible methods of using the multi-level eight-bit partial sums were given. In this section, each of these methods is simulated and evaluated in order to find the optimal one among them. This optimal method is finally illustrated as our scheme to accelerate the block motion estimation process.

Table 5.2 lists the computational complexity corresponding to each of the fifteen methods to accelerate the full-search algorithm for various video test sequences. From this table, we see that Method 7, which uses conditions 1 and 4, has the least average computational complexity. Thus, the method using the eight-bit partial sums of levels 1 and 4 has the least average computational complexity among all the possible methods. This method is formalized as Scheme 5.2 and is used to accelerate the block motion estimation process.
<table>
<thead>
<tr>
<th>Method Sequence</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Salesman</td>
<td>486</td>
<td>682</td>
<td>1120</td>
<td>1938</td>
<td>471</td>
<td>458</td>
<td>374</td>
<td>687</td>
<td>593</td>
<td>1051</td>
<td>476</td>
<td>382</td>
<td>390</td>
<td>619</td>
<td>408</td>
</tr>
<tr>
<td>Hall objects</td>
<td>562</td>
<td>759</td>
<td>1173</td>
<td>1996</td>
<td>558</td>
<td>530</td>
<td>470</td>
<td>760</td>
<td>689</td>
<td>1136</td>
<td>558</td>
<td>487</td>
<td>493</td>
<td>722</td>
<td>521</td>
</tr>
<tr>
<td>Silent</td>
<td>531</td>
<td>702</td>
<td>1151</td>
<td>1951</td>
<td>497</td>
<td>501</td>
<td>411</td>
<td>723</td>
<td>616</td>
<td>1080</td>
<td>518</td>
<td>411</td>
<td>430</td>
<td>653</td>
<td>447</td>
</tr>
<tr>
<td>Akiyo</td>
<td>481</td>
<td>671</td>
<td>1111</td>
<td>1962</td>
<td>460</td>
<td>448</td>
<td>396</td>
<td>676</td>
<td>611</td>
<td>1071</td>
<td>464</td>
<td>400</td>
<td>408</td>
<td>636</td>
<td>424</td>
</tr>
<tr>
<td>News</td>
<td>577</td>
<td>769</td>
<td>1172</td>
<td>1998</td>
<td>569</td>
<td>533</td>
<td>481</td>
<td>761</td>
<td>696</td>
<td>1138</td>
<td>562</td>
<td>497</td>
<td>499</td>
<td>727</td>
<td>527</td>
</tr>
<tr>
<td>Foreman</td>
<td>854</td>
<td>951</td>
<td>1313</td>
<td>2023</td>
<td>787</td>
<td>743</td>
<td>643</td>
<td>948</td>
<td>812</td>
<td>1233</td>
<td>783</td>
<td>647</td>
<td>663</td>
<td>867</td>
<td>702</td>
</tr>
<tr>
<td>Trevor</td>
<td>510</td>
<td>708</td>
<td>1129</td>
<td>1970</td>
<td>500</td>
<td>473</td>
<td>419</td>
<td>702</td>
<td>638</td>
<td>1088</td>
<td>494</td>
<td>430</td>
<td>432</td>
<td>662</td>
<td>451</td>
</tr>
<tr>
<td>Mother &amp; Daughter</td>
<td>800</td>
<td>953</td>
<td>1344</td>
<td>2084</td>
<td>781</td>
<td>760</td>
<td>679</td>
<td>979</td>
<td>874</td>
<td>1310</td>
<td>807</td>
<td>703</td>
<td>727</td>
<td>945</td>
<td>773</td>
</tr>
<tr>
<td>Average</td>
<td>600</td>
<td>774</td>
<td>1189</td>
<td>1990</td>
<td>578</td>
<td>556</td>
<td>484</td>
<td>779</td>
<td>691</td>
<td>1138</td>
<td>583</td>
<td>494</td>
<td>505</td>
<td>729</td>
<td>532</td>
</tr>
</tbody>
</table>
Scheme 5.2

Step 1) Initialization

   a) Compute all the eight bit partial sums of levels one and four for the current frame and save them in a continuous memory space.

   b) Retrieve all the eight bit partial sums of levels one and four for the reference frame in a saved continuous memory space.

Step 2. For every current block, execute the block motion estimation process.

Step 2.1 Initialization

\[ \bar{V}_0 = (0,0) \]
\[ \text{TAD}_{mn} = \text{TAD}_{mn, so...} = \text{TAD}({\bar{V}}) \]
\[ \text{UB}^4_{mn} = [\text{TAD}_{mn}] >> [4] + 16 \]
\[ \text{UB}^1_{mn} = [\text{TAD}_{mn}] >> [1] + 65 \]

Step 2.2 Search

(*) For (each search location of \( \bar{V} \) in a motion estimation algorithm)

\{
   \text{If} \ (SAD}^1(\bar{V}) > \text{UB}^1_{mn})
      \text{Go to (*) and select next search location}
\}
\text{If} \ (SAD}^1(\bar{V}) > \text{UB}^4_{mn})
   \text{Go to (*) and select next search location}

Calculate the \( \text{TAD}({\bar{V}}) \)

\text{If} \ (\text{TAD}({\bar{V}}) < \text{TAD}_{mn, so...})
\{
   \text{TAD}_{mn} = \text{TAD}_{mn, so...} = \text{TAD}({\bar{V}})
   \text{UB}^4_{mn} = [\text{TAD}_{mn}] >> [4] + 16
   \text{UB}^1_{mn} = [\text{TAD}_{mn}] >> [1] + 65
   \bar{V}_0 = \bar{V}
\}
\}
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5.2.5 SIMD Implementation for the Computation of SAD

Since the partial sums in the SEA, and VFA are of more than eight-bits, they cannot be in the packed byte format on SIMD architectures. Now, let us look carefully at the computation of the SADs. Since the partial sums in (5.26) are of only eight bits, they can be in packed byte format on SIMD architectures. In the SIMD architecture of Intel MMX, eight of these partial sums can be put into a 64-bit SIMD register, so that eight of them can be manipulated in one SIMD instruction as shown in Figure 5.1. Thus, an eight-fold data parallelism can be realized on such an architecture.

\[
\begin{array}{cccccccccc}
\text{bit} & 64 & 56 & 48 & 40 & 32 & 24 & 16 & 8 & 0 \\
\hline
a(1) & a(2) & a(3) & a(4) & a(5) & a(6) & a(7) & a(8) \\
\hline
b(1) & b(2) & b(3) & b(4) & b(5) & b(6) & b(7) & b(8) \\
\hline
\end{array}
\]

\[
\begin{array}{cccccccccc}
\text{bit} & 64 & 56 & 48 & 40 & 32 & 24 & 16 & 8 & 0 \\
\hline
c(1) & c(2) & c(3) & c(4) & c(5) & c(6) & c(7) & c(8) \\
\hline
\end{array}
\]

Note: In the above figure, \(c(i) = a(i) + b(i)\)

**Figure 5.1** Packed byte-type addition on SIMD registers
5.3 Computational Complexity

In this section, we first evaluate the computational complexity of a block motion estimation algorithm incorporating the proposed Scheme 5.2. Then, we discuss the theoretical and practical speedups that can be achieved by incorporating Scheme 5.2 in a given block motion estimation algorithm.

5.3.1 Computational Complexity of a Block Motion Estimation Algorithm Incorporating the Proposed Scheme

Let \( \eta'_{\text{LB}}(x) \) and \( \eta'_{\text{MAD}}(x) \) respectively denote the number of times \( SAD'(\hat{V}) \) and \( \text{MAD}(\hat{V}) \) need to be calculated in the block motion estimation algorithm \( x \) incorporating Scheme 5.2. Let \( C'(x) \) denote the corresponding computational complexity per pixel. Then, the computational complexity of the FSA, with Scheme 5.2 incorporated, can be expressed as

\[
C'(\text{FSA}) = (16 + 15 + 16 \times 2 + 2) \times \frac{S}{256} + \eta'_{\text{LB}}(\text{FSA}) \times \frac{128 + 2 \times 2 \times 1 \times 2 + 2}{256} \\
+ \eta'_{\text{MAD}}(\text{FSA}) \times \frac{256 \times 2 \times 256 \times 256 \times 2 + 4}{256} + C'_{pr}(H) \\
= \frac{65}{256} S + \frac{511}{256} \eta'_{\text{LB}}(\text{FSA}) + \frac{1079}{256} \eta'_{\text{MAD}}(\text{FSA}) + C'_{pr}(H) 
\]

(5.51)

where \( C'_{pr}(H) \) is the computational complexity per pixel to calculate all the eight-bit partial sums in a frame. In Scheme 5.2, all the eight-bit partial sums in a frame are calculated using a fast computational mechanism similar to that in the SEA. These partial sums are saved in a contiguous memory space before the motion estimation process begins. Thus, \( C'_{pr}(H) \) can be expressed as

\[
C'_{pr}(H) = \frac{2W \times (H-1) + 16W + 3(H-1)W}{WH} = 5 - \frac{34}{H} 
\]

(5.52)
The computational complexity per pixel of the 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, UDSA, PSAA, BGDSA, and SEA, incorporating Scheme 5.2, can be expressed as

\[
C'(2DLSA) = \frac{65}{256} \eta_{MAD}(2DLSA) + \frac{513}{256} \eta'_{LB}(2DLSA) + \frac{1029}{256} \eta'_{MAD}(2DLSA) + C_{ps}(H) \quad (5.53)
\]

\[
C'(OSA) = \frac{65}{256} \eta_{MAD}(OSA) + \frac{513}{256} \eta'_{LB}(OSA) + \frac{1029}{256} \eta'_{MAD}(OSA) + C_{ps}(H) \quad (5.54)
\]

\[
C'(OATSA) = \frac{65}{256} \eta_{MAD}(OATSA) + \frac{513}{256} \eta'_{LB}(OATSA) + \frac{1029}{256} \eta'_{MAD}(OATSA) + C_{ps}(H) \quad (5.55)
\]

\[
C'(CDSA) = \frac{65}{256} \eta_{MAD}(CDSA) + \frac{513}{256} \eta'_{LB}(CDSA) + \frac{1029}{256} \eta'_{MAD}(CDSA) + C_{ps}(H) \quad (5.56)
\]

\[
C'(3SSA) = \frac{65}{256} \eta_{MAD}(3SSA) + \frac{513}{256} \eta'_{LB}(3SSA) + \frac{1029}{256} \eta'_{MAD}(3SSA) + C_{ps}(H) \quad (5.57)
\]

\[
C'(4SSA) = \frac{65}{256} \eta_{MAD}(4SSA) + \frac{513}{256} \eta'_{LB}(4SSA) + \frac{1029}{256} \eta'_{MAD}(4SSA) + C_{ps}(H) \quad (5.58)
\]

\[
C'(UDSA) = \frac{65}{256} \eta_{MAD}(UDSA) + \frac{513}{256} \eta'_{LB}(UDSA) + \frac{1029}{256} \eta'_{MAD}(UDSA) + C_{ps}(H) \quad (5.59)
\]

\[
C'(PSAA) = \frac{65}{256} \eta_{MAD}(PSAA) + \frac{513}{256} \eta'_{LB}(PSAA) + \frac{1029}{256} \eta'_{MAD}(PSAA) + C_{ps}(H) \quad (5.60)
\]

\[
C'(BGDSA) = \frac{65}{256} \eta_{MAD}(BGDSA) + \frac{513}{256} \eta'_{LB}(BGDSA) + \frac{1029}{256} \eta'_{MAD}(BGDSA) + C_{ps}(H) \quad (5.61)
\]

\[
C'(SEA) = 4 - \frac{17}{H} - \frac{47}{W} + \frac{25}{WH} + \frac{5}{W^2} S^2 + \frac{65}{256} \eta_{MAD}(SEA) + \frac{513}{256} \eta'_{LB}(SEA)
+ \frac{1029}{256} \eta'_{MAD}(SEA) + C_{ps}(H) \quad (5.62)
\]

where \( \eta_{MAD}(x) \) is defined in Section 2.4 and \( C_{ps}(H) \) is given by (5.52).

5.3.2 Theoretical Speedup of a Block Motion Estimation Algorithm Incorporating Scheme 5.2

The proposed scheme of using eight-bit partial sums for a block motion estimation algorithm can greatly reduce the computational complexity of algorithm \( x \), since the
value of $\eta'_{MAD}(x)$ is much less than that of $\eta_{MAD}(x)$. The percentage of the reduction in the computational complexity is given by

$$RCC(x) = \frac{C(x) - C'(x)}{C(x)} \times 100$$  \hspace{1cm} (5.64)$$

This reduction $RCC(x)$ may be considered as a measure of the theoretical speedup that results as a consequence of incorporating Scheme 5.2.

### 5.3.3 Practical Speedup of a Block Motion Estimation Algorithm Incorporating Scheme 5.2

Let $P(x)$ be the average number of CPU cycles needed per block to carry out the block motion estimation using algorithm $x$. Let $P'(x)$ denote the average number of CPU cycles required per block to carry out the estimation using algorithm $x$ with Scheme 5.2 incorporated. Then, the percentage of practical speedup that results as a consequence of incorporating Scheme 5.2, is expressed as

$$PS(x) = \frac{P(x) - P'(x)}{P(x)} \times 100$$  \hspace{1cm} (5.65)$$

### 5.4 Simulation Results

A simulation study on the proposed method for fast block motion estimation is carried out for the CCITT test video sequences in the QCIF format using the TMN20 framework of the H.263 video codec. The encoding process for a frame is carried out after skipping two frames in between, i.e. the encoding is done for the frames 1, 4, 7,...and so on.
In our research work, seven video sequences, including the *Salesman*, *Car Phone*, *Akiyo*, *News*, *Foreman*, *Trevor*, and *Mother & Daughter*, are selected for the performance evaluation of the proposed method. For the seven video sequences considered, Table 5.3 gives the computational complexity per pixel as well as the average number of CPU cycles needed per block to carry out the block motion estimation on SIMD architecture of Intel’s MMX using FSA, with and without Scheme 5.2 being incorporated. It also includes the reduction in the computational complexity (RCC) and the practical speedup (PS) for these sequences. Similar results are given in Tables 5.4-5.13 for 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, UDSA, PSAA, BGDSA, and SEA respectively. From these tables, we see that Scheme 5.2 reduces the computational complexity of FSA, 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, UDSA, PSAA, BGDSA, and SEA by more than 80%, 30%, 30%, 20%, 18%, 35%, 30%, 28%, 45%, 27%, and 50%, respectively. It is also seen that the proposed scheme accelerates the execution of these algorithms on SIMD architectures by more than 70%, 25%, 20%, 14%, 12%, 30%, 20%, 20%, 38%, 27%, and 50%, respectively.

5.5 Summary

In this chapter, a new concept of an eight-bit partial sum, that is obtained by carrying out a four-bit right-shift operation on the sum of the 16 luminance values of a column of a 16×16 block of a video frame, has been introduced. These partial sums have been defined so as to take advantage of the byte-type data parallelism in the existing single-instruction multiple-data (SIMD) technique for an improved speed of a given motion estimation algorithm. Since these partial sums have the characteristic of having only eight
Table 5.3 Computational complexity and average number of CPU cycles per block using the FSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta^{i}_{LB}(FSA)$</td>
<td>60.78</td>
<td>130.70</td>
<td>62.51</td>
<td>83.3</td>
<td>152.77</td>
<td>67.08</td>
<td>141.57</td>
</tr>
<tr>
<td>$\eta^{i}_{MAD}(FSA)$</td>
<td>3.24</td>
<td>31.32</td>
<td>9.29</td>
<td>18.41</td>
<td>24.38</td>
<td>11.27</td>
<td>39.88</td>
</tr>
<tr>
<td>$C(FSA)$</td>
<td>3847.8</td>
<td>3847.8</td>
<td>3847.8</td>
<td>3847.8</td>
<td>3847.8</td>
<td>3847.8</td>
<td>3847.8</td>
</tr>
<tr>
<td>$C'(FSA)$</td>
<td>383.33</td>
<td>635.87</td>
<td>411.02</td>
<td>489.19</td>
<td>652.31</td>
<td>428.10</td>
<td>691.93</td>
</tr>
<tr>
<td>$P(FSA)$</td>
<td>715200</td>
<td>715200</td>
<td>715200</td>
<td>715200</td>
<td>715200</td>
<td>715200</td>
<td>715200</td>
</tr>
<tr>
<td>$P'(FSA)$</td>
<td>88259</td>
<td>140642</td>
<td>93545</td>
<td>109695</td>
<td>145404</td>
<td>97076</td>
<td>151911</td>
</tr>
<tr>
<td>$RCC(FSA)$</td>
<td>90.04%</td>
<td>83.47%</td>
<td>89.32%</td>
<td>87.29%</td>
<td>83.05%</td>
<td>88.87%</td>
<td>82.02%</td>
</tr>
<tr>
<td>$PS(FSA)$</td>
<td>87.66%</td>
<td>80.34%</td>
<td>86.92%</td>
<td>84.66%</td>
<td>79.67%</td>
<td>86.43%</td>
<td>78.76%</td>
</tr>
</tbody>
</table>
Table 5.4 Computational complexity and average number of CPU cycles per block using the 2DLSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta'_{LB}(2DLSA)$</td>
<td>7.24</td>
<td>9.68</td>
<td>6.44</td>
<td>6.69</td>
<td>10.09</td>
<td>8.43</td>
<td>9.12</td>
</tr>
<tr>
<td>$\eta'_{MAD}(2DLSA)$</td>
<td>1.72</td>
<td>4.04</td>
<td>2.53</td>
<td>3.55</td>
<td>4.8</td>
<td>4.12</td>
<td>4.39</td>
</tr>
<tr>
<td>$C(2DLSA)$</td>
<td>68.39</td>
<td>72.91</td>
<td>68.15</td>
<td>69.39</td>
<td>77.56</td>
<td>71.67</td>
<td>69.11</td>
</tr>
<tr>
<td>$C'(2DLSA)$</td>
<td>30.28</td>
<td>44.75</td>
<td>31.91</td>
<td>36.57</td>
<td>48.91</td>
<td>42.49</td>
<td>44.79</td>
</tr>
<tr>
<td>$P(2DLSA)$</td>
<td>12725</td>
<td>13567</td>
<td>12680</td>
<td>12911</td>
<td>14431</td>
<td>13336</td>
<td>12859</td>
</tr>
<tr>
<td>$P'(2DLSA)$</td>
<td>6398</td>
<td>9292</td>
<td>6638</td>
<td>7529</td>
<td>10113</td>
<td>8771</td>
<td>9244</td>
</tr>
<tr>
<td>$RCC(2DLSA)$</td>
<td>55.7%</td>
<td>38.6%</td>
<td>53.2%</td>
<td>47.3%</td>
<td>37.0%</td>
<td>40.7%</td>
<td>35.2%</td>
</tr>
<tr>
<td>$PS(2DLSA)$</td>
<td>49.7%</td>
<td>31.5%</td>
<td>47.6%</td>
<td>41.7%</td>
<td>29.9%</td>
<td>34.2%</td>
<td>28.1%</td>
</tr>
<tr>
<td></td>
<td>Salesman</td>
<td>Car phone</td>
<td>Akiyo</td>
<td>News</td>
<td>Foreman</td>
<td>Trevor</td>
<td>Mother &amp; Daughter</td>
</tr>
<tr>
<td>-------------------</td>
<td>----------</td>
<td>-----------</td>
<td>-------</td>
<td>------</td>
<td>---------</td>
<td>--------</td>
<td>------------------</td>
</tr>
<tr>
<td>$\eta'_{LB}(OSA)$</td>
<td>6.57</td>
<td>8.56</td>
<td>6.29</td>
<td>6.59</td>
<td>10.4</td>
<td>8.04</td>
<td>8.37</td>
</tr>
<tr>
<td>$\eta'_{MAD}(OSA)$</td>
<td>1.75</td>
<td>4.65</td>
<td>2.64</td>
<td>3.6</td>
<td>4.14</td>
<td>4.31</td>
<td>4.09</td>
</tr>
<tr>
<td>$C(OSA)$</td>
<td>68.07</td>
<td>68.07</td>
<td>68.07</td>
<td>68.07</td>
<td>68.03</td>
<td>68.07</td>
<td>68.07</td>
</tr>
<tr>
<td>$C'(OSA)$</td>
<td>29.04</td>
<td>44.64</td>
<td>32.04</td>
<td>36.49</td>
<td>46.28</td>
<td>42.24</td>
<td>42.02</td>
</tr>
<tr>
<td>$P(OSA)$</td>
<td>12665</td>
<td>12665</td>
<td>12665</td>
<td>12665</td>
<td>12658</td>
<td>12665</td>
<td>12665</td>
</tr>
<tr>
<td>$P'(OSA)$</td>
<td>6114</td>
<td>9170</td>
<td>6651</td>
<td>7502</td>
<td>9618</td>
<td>8683</td>
<td>8668</td>
</tr>
<tr>
<td>$RCC(OSA)$</td>
<td>57.3%</td>
<td>34.4%</td>
<td>52.9%</td>
<td>46.4%</td>
<td>32.0%</td>
<td>38.0%</td>
<td>38.3%</td>
</tr>
<tr>
<td>$PS(OSA)$</td>
<td>51.7%</td>
<td>27.6%</td>
<td>47.5%</td>
<td>40.8%</td>
<td>24.0%</td>
<td>31.4%</td>
<td>31.6%</td>
</tr>
</tbody>
</table>
Table 5.6 Computational complexity and average number of CPU cycles per block using the OATSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta'_{LB}(OATSA)$</td>
<td>2.17</td>
<td>3.34</td>
<td>2.18</td>
<td>2.21</td>
<td>3.15</td>
<td>2.1</td>
<td>2.61</td>
</tr>
<tr>
<td>$\eta'_{MAO}(OATSA)$</td>
<td>1.51</td>
<td>1.60</td>
<td>1.21</td>
<td>1.55</td>
<td>2.42</td>
<td>1.85</td>
<td>1.42</td>
</tr>
<tr>
<td>$C(OATSA)$</td>
<td>20.54</td>
<td>24.70</td>
<td>20.26</td>
<td>21.42</td>
<td>28.07</td>
<td>24.74</td>
<td>21.46</td>
</tr>
<tr>
<td>$C'(OATSA)$</td>
<td>16.25</td>
<td>19.22</td>
<td>15.05</td>
<td>16.55</td>
<td>22.33</td>
<td>17.74</td>
<td>16.83</td>
</tr>
<tr>
<td>$P(OATSA)$</td>
<td>3822</td>
<td>4597</td>
<td>3770</td>
<td>3986</td>
<td>5223</td>
<td>4604</td>
<td>3993</td>
</tr>
<tr>
<td>$P'(OATSA)$</td>
<td>3243</td>
<td>3899</td>
<td>3020</td>
<td>3304</td>
<td>4475</td>
<td>3528</td>
<td>3388</td>
</tr>
<tr>
<td>$RCC(OATSA)$</td>
<td>20.9%</td>
<td>22.2%</td>
<td>25.7%</td>
<td>22.8%</td>
<td>20.4%</td>
<td>28.3%</td>
<td>21.6%</td>
</tr>
<tr>
<td>$PS(OATSA)$</td>
<td>15.1%</td>
<td>15.2%</td>
<td>19.9%</td>
<td>17.1%</td>
<td>14.3%</td>
<td>23.4%</td>
<td>15.2%</td>
</tr>
</tbody>
</table>
**Table 5.7** Computational complexity and average number of CPU cycles per block using the CDSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta'_{Lb}(CDSA)$</td>
<td>3.13</td>
<td>4.12</td>
<td>3.13</td>
<td>3.23</td>
<td>5.23</td>
<td>3.06</td>
<td>3.52</td>
</tr>
<tr>
<td>$\eta'_{Mlo}(CDSA)$</td>
<td>1.64</td>
<td>2.87</td>
<td>2.19</td>
<td>2.12</td>
<td>3.51</td>
<td>2.45</td>
<td>2.41</td>
</tr>
<tr>
<td>$C(CDSA)$</td>
<td>28.55</td>
<td>32.87</td>
<td>28.27</td>
<td>29.43</td>
<td>39.36</td>
<td>32.95</td>
<td>29.51</td>
</tr>
<tr>
<td>$P(CDSA)$</td>
<td>5312</td>
<td>6117</td>
<td>5260</td>
<td>5476</td>
<td>7323</td>
<td>6131</td>
<td>5491</td>
</tr>
<tr>
<td>$P'(CDSA)$</td>
<td>3892</td>
<td>5319</td>
<td>4298</td>
<td>4308</td>
<td>6392</td>
<td>4530</td>
<td>4656</td>
</tr>
<tr>
<td>$RCC(CDSA)$</td>
<td>32.7%</td>
<td>19.7%</td>
<td>24.3%</td>
<td>27.4%</td>
<td>19.8%</td>
<td>31.5%</td>
<td>21.6%</td>
</tr>
<tr>
<td>$PS(CDSA)$</td>
<td>26.7%</td>
<td>13.0%</td>
<td>18.3%</td>
<td>21.3%</td>
<td>12.7%</td>
<td>26.1%</td>
<td>15.2%</td>
</tr>
</tbody>
</table>
Table 5.8 Computational complexity and average number of CPU cycles per block using the 3SSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{Li}^{'}(3SSA)$</td>
<td>10.00</td>
<td>14.63</td>
<td>8.94</td>
<td>9.88</td>
<td>18.59</td>
<td>11.7</td>
<td>14.38</td>
</tr>
<tr>
<td>$\eta_{MAD}^{'}(3SSA)$</td>
<td>1.92</td>
<td>6.60</td>
<td>3.01</td>
<td>4.52</td>
<td>7.65</td>
<td>4.91</td>
<td>6.14</td>
</tr>
<tr>
<td>$C(3SSA)$</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
<td>132.13</td>
</tr>
<tr>
<td>$C'(3SSA)$</td>
<td>40.66</td>
<td>68.67</td>
<td>42.90</td>
<td>50.83</td>
<td>80.81</td>
<td>56.04</td>
<td>66.33</td>
</tr>
<tr>
<td>$P(3SSA)$</td>
<td>24585</td>
<td>24585</td>
<td>24585</td>
<td>24585</td>
<td>24585</td>
<td>24585</td>
<td>24585</td>
</tr>
<tr>
<td>$P'(3SSA)$</td>
<td>8744</td>
<td>14315</td>
<td>9080</td>
<td>10627</td>
<td>16879</td>
<td>11737</td>
<td>13859</td>
</tr>
<tr>
<td>$RCC(3SSA)$</td>
<td>69.2%</td>
<td>48.0%</td>
<td>67.5%</td>
<td>61.5%</td>
<td>38.8%</td>
<td>57.6%</td>
<td>49.8%</td>
</tr>
<tr>
<td>$PS(3SSA)$</td>
<td>64.4%</td>
<td>41.8%</td>
<td>63.1%</td>
<td>56.8%</td>
<td>31.4%</td>
<td>52.3%</td>
<td>43.6%</td>
</tr>
</tbody>
</table>
Table 5.9: Computational complexity and average number of CPU cycles per block using the 4SSA.

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Carphone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \eta'_{LB}(4SSA) )</td>
<td>8.08</td>
<td>11.64</td>
<td>6.71</td>
<td>7.25</td>
<td>14.46</td>
<td>9.22</td>
<td>10.53</td>
</tr>
<tr>
<td>( \eta'_{MAO}(4SSA) )</td>
<td>1.83</td>
<td>4.98</td>
<td>2.68</td>
<td>3.7</td>
<td>5.61</td>
<td>4.61</td>
<td>4.02</td>
</tr>
<tr>
<td>( C(4SSA) )</td>
<td>68.71</td>
<td>77.08</td>
<td>68.31</td>
<td>70.31</td>
<td>89.09</td>
<td>75.35</td>
<td>70.07</td>
</tr>
<tr>
<td>( C'(4SSA) )</td>
<td>32.43</td>
<td>52.71</td>
<td>33.06</td>
<td>38.35</td>
<td>61.64</td>
<td>46.27</td>
<td>46.19</td>
</tr>
<tr>
<td>( P(4SSA) )</td>
<td>12784</td>
<td>14341</td>
<td>12710</td>
<td>13082</td>
<td>16576</td>
<td>14021</td>
<td>13038</td>
</tr>
<tr>
<td>( P'(4SSA) )</td>
<td>6863</td>
<td>10937</td>
<td>6874</td>
<td>7907</td>
<td>12856</td>
<td>9547</td>
<td>9617</td>
</tr>
<tr>
<td>( RCC(4SSA) )</td>
<td>52.8%</td>
<td>31.6%</td>
<td>51.6%</td>
<td>45.5%</td>
<td>30.8%</td>
<td>38.6%</td>
<td>34.1%</td>
</tr>
<tr>
<td>( PS(4SSA) )</td>
<td>46.3%</td>
<td>23.7%</td>
<td>45.9%</td>
<td>39.6%</td>
<td>22.5%</td>
<td>31.9%</td>
<td>26.2%</td>
</tr>
</tbody>
</table>
Table 5.10 Computational complexity and average number of CPU cycles per block using the UDSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta'_{LB}(UDSA)$</td>
<td>7.36</td>
<td>10.69</td>
<td>6.17</td>
<td>6.61</td>
<td>13.1</td>
<td>9.02</td>
<td>8.06</td>
</tr>
<tr>
<td>$\eta'_{MAD}(UDSA)$</td>
<td>1.83</td>
<td>3.90</td>
<td>2.6</td>
<td>3.56</td>
<td>5.04</td>
<td>3.84</td>
<td>3.49</td>
</tr>
<tr>
<td>$C(UDSA)$</td>
<td>53.09</td>
<td>65.10</td>
<td>52.49</td>
<td>55.53</td>
<td>81.36</td>
<td>63.30</td>
<td>55.25</td>
</tr>
<tr>
<td>$C'(UDSA)$</td>
<td>30.00</td>
<td>45.72</td>
<td>30.66</td>
<td>35.57</td>
<td>56.14</td>
<td>42.02</td>
<td>38.18</td>
</tr>
<tr>
<td>$P(UDSA)$</td>
<td>9879</td>
<td>12114</td>
<td>9767</td>
<td>10333</td>
<td>15138</td>
<td>11779</td>
<td>10281</td>
</tr>
<tr>
<td>$P'(UDSA)$</td>
<td>6305</td>
<td>9526</td>
<td>6334</td>
<td>7293</td>
<td>11703</td>
<td>8702</td>
<td>7889</td>
</tr>
<tr>
<td>$RCC(UDSA)$</td>
<td>43.5%</td>
<td>29.8%</td>
<td>41.6%</td>
<td>35.9%</td>
<td>31.0%</td>
<td>33.6%</td>
<td>30.9%</td>
</tr>
<tr>
<td>$PS(UDSA)$</td>
<td>36.2%</td>
<td>21.4%</td>
<td>35.2%</td>
<td>29.4%</td>
<td>22.7%</td>
<td>26.1%</td>
<td>23.3%</td>
</tr>
</tbody>
</table>
Table 5.11 Computational complexity and average number of CPU cycles per block using the PSAA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{LB}'$ (PSAA)</td>
<td>13.82</td>
<td>19.66</td>
<td>9.91</td>
<td>12.05</td>
<td>25.19</td>
<td>14.54</td>
<td>20.03</td>
</tr>
<tr>
<td>$\eta_{MAD}'$ (PSAA)</td>
<td>2.88</td>
<td>8.35</td>
<td>3.91</td>
<td>5.4</td>
<td>9.57</td>
<td>5.78</td>
<td>8.00</td>
</tr>
<tr>
<td>$C(PSAA)$</td>
<td>148.95</td>
<td>183.30</td>
<td>145.38</td>
<td>158.96</td>
<td>206.00</td>
<td>175.37</td>
<td>157.71</td>
</tr>
<tr>
<td>$C'(PSAA)$</td>
<td>53.22</td>
<td>89.01</td>
<td>49.29</td>
<td>60.40</td>
<td>106.41</td>
<td>67.95</td>
<td>86.72</td>
</tr>
<tr>
<td>$P(PSAA)$</td>
<td>27714</td>
<td>34106</td>
<td>27051</td>
<td>29577</td>
<td>38330</td>
<td>32631</td>
<td>29346</td>
</tr>
<tr>
<td>$P'(PSAA)$</td>
<td>11431</td>
<td>18649</td>
<td>10385</td>
<td>12662</td>
<td>22386</td>
<td>14311</td>
<td>18171</td>
</tr>
<tr>
<td>$RCC(PSAA)$</td>
<td>64.3%</td>
<td>51.4%</td>
<td>66.1%</td>
<td>62.0%</td>
<td>48.3%</td>
<td>61.3%</td>
<td>45.0%</td>
</tr>
<tr>
<td>$PS(PSAA)$</td>
<td>58.8%</td>
<td>45.3%</td>
<td>61.6%</td>
<td>57.2%</td>
<td>41.6%</td>
<td>56.1%</td>
<td>38.1%</td>
</tr>
</tbody>
</table>
Table 5.12 Computational complexity and average number of CPU cycles per block using the BGDSA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{LB}(BGDSA)$</td>
<td>5.64</td>
<td>7.03</td>
<td>4.39</td>
<td>5.05</td>
<td>10.66</td>
<td>5.92</td>
<td>4.96</td>
</tr>
<tr>
<td>$\eta_{MAD}'(BGDSA)$</td>
<td>1.69</td>
<td>3.66</td>
<td>2.21</td>
<td>3.08</td>
<td>5.81</td>
<td>3.69</td>
<td>2.79</td>
</tr>
<tr>
<td>$C(BGDSA)$</td>
<td>37.96</td>
<td>53.45</td>
<td>36.88</td>
<td>40.56</td>
<td>74.91</td>
<td>52.05</td>
<td>40.92</td>
</tr>
<tr>
<td>$C'(BGDSA)$</td>
<td>25.03</td>
<td>36.68</td>
<td>24.54</td>
<td>29.58</td>
<td>53.93</td>
<td>34.49</td>
<td>28.26</td>
</tr>
<tr>
<td>$P(BGDSA)$</td>
<td>7063</td>
<td>9946</td>
<td>6862</td>
<td>7547</td>
<td>13939</td>
<td>9685</td>
<td>7614</td>
</tr>
<tr>
<td>$P'(BGDSA)$</td>
<td>5200</td>
<td>7525</td>
<td>5009</td>
<td>6009</td>
<td>11082</td>
<td>7027</td>
<td>5758</td>
</tr>
<tr>
<td>$RCC(BGDSA)$</td>
<td>34.1%</td>
<td>31.4%</td>
<td>33.5%</td>
<td>27.1%</td>
<td>28.0%</td>
<td>33.7%</td>
<td>30.9%</td>
</tr>
<tr>
<td>$PS(BGDSA)$</td>
<td>26.4%</td>
<td>24.3%</td>
<td>27.0%</td>
<td>20.4%</td>
<td>20.5%</td>
<td>27.4%</td>
<td>24.4%</td>
</tr>
</tbody>
</table>
Table 5.13 Computational complexity and average number of CPU cycles per block using the SEA

<table>
<thead>
<tr>
<th></th>
<th>Salesman</th>
<th>Car phone</th>
<th>Akiyo</th>
<th>News</th>
<th>Foreman</th>
<th>Trevor</th>
<th>Mother &amp; Daughter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta'_{LB}(SEA)$</td>
<td>51.46</td>
<td>101.51</td>
<td>38.79</td>
<td>56.37</td>
<td>132.10</td>
<td>59.28</td>
<td>72.00</td>
</tr>
<tr>
<td>$\eta'_{MAD}(SEA)$</td>
<td>3.08</td>
<td>27.48</td>
<td>4.80</td>
<td>13.03</td>
<td>21.86</td>
<td>9.66</td>
<td>20.08</td>
</tr>
<tr>
<td>$C(SEA)$</td>
<td>978.89</td>
<td>823.14</td>
<td>543.67</td>
<td>634.95</td>
<td>1034.54</td>
<td>932.84</td>
<td>753.07</td>
</tr>
<tr>
<td>$C'(SEA)$</td>
<td>203.24</td>
<td>391.38</td>
<td>157.16</td>
<td>231.12</td>
<td>443.57</td>
<td>242.35</td>
<td>298.17</td>
</tr>
<tr>
<td>$P(SEA)$</td>
<td>184671</td>
<td>155742</td>
<td>103734</td>
<td>120683</td>
<td>195041</td>
<td>176118</td>
<td>142705</td>
</tr>
<tr>
<td>$P'(SEA)$</td>
<td>48142</td>
<td>86513</td>
<td>37204</td>
<td>52611</td>
<td>99257</td>
<td>55875</td>
<td>66670</td>
</tr>
<tr>
<td>$RCC(SEA)$</td>
<td>79.2%</td>
<td>52.5%</td>
<td>71.1%</td>
<td>63.6%</td>
<td>57.1%</td>
<td>74.0%</td>
<td>60.4%</td>
</tr>
<tr>
<td>$PS(SEA)$</td>
<td>73.9%</td>
<td>44.5%</td>
<td>64.1%</td>
<td>56.4%</td>
<td>49.1%</td>
<td>68.3%</td>
<td>53.3%</td>
</tr>
</tbody>
</table>
bits, eight of them can be processed concurrently in a single 64-bit SIMD register. A method of employing these partial sums to speedup a block motion estimation process has been proposed. The notion of the eight-bit partial sums has then been extended to the four-level case and shown that there are fifteen possible methods of utilizing these multi-level partial sums to accelerate the block motion estimation algorithms without any loss of accuracy. The full-search algorithm has then been used to determine as to which one of these fifteen methods would provide the lowest computational complexity in order for it to be chosen to accelerate various motion estimation algorithms. Simulations have been carried out to find the average number of CPU cycles needed per block for various algorithms incorporating the chosen method. These simulations have shown that the proposed scheme is capable of providing a substantial speedup for the various existing motion estimation algorithms.
Chapter 6

Conclusion

6.1 Concluding Remarks

Recent advances in communications, digital signal processing, and computer vision have led to a surge of multimedia applications where video signals play an important role. In order to overcome the problems arising from large volume of data of the video signals, video compression becomes a necessity of multimedia systems. As a result of this, several international standards in video coding have been proposed to pave the way for ubiquitous applications of multimedia products. In these standards, block motion estimation is an essential part to remove the temporal redundancies in video signals. However, these standards do not specify the exact motion estimation algorithm to be employed and this task is left to the developers implementing the standards. For this reason, the development of fast block motion estimation algorithms with good compression efficiency has been a focus of recent research activities and is expected to continue to attract a great deal of research effort in the near future. In view of this, this thesis has been concerned with developing techniques to reduce the computational complexity of a given block motion estimation algorithm without sacrificing its accuracy, to utilize the single instruction multiple data (SIMD) technique to accelerate a block motion estimation process, and to develop a new fast block motion estimation algorithm suitable for implementation on SIMD architectures.
The full-search algorithm as well as the existing fast motion estimation algorithms have been reviewed. These fast algorithms have been categorized into multi-step and exhaustive search algorithms. Simulation results have shown that the computational complexity of any of the multi-step search algorithms is substantially smaller than that of the full-search algorithm, but with a reduced coding efficiency. Simulation results have also shown that the selective elimination algorithm has as a high computational complexity as the full-search algorithm, and hence is not suitable for real-time applications.

Through a simulation study, it has been established that a large number of macroblocks generally do not move from one frame to the next. Such macroblocks have been referred to as stationary macroblocks. Since the value of the motion vector for a stationary macroblock is already known to be \((0,0)\), the search process for such a macroblock in a given block motion estimation algorithm is unnecessary. Based on this observation, a fast block motion estimation method has been proposed by skipping the search process for the stationary macroblocks. Simulation studies have shown that the proposed method can speedup a given block motion estimation algorithm, with about the same coding efficiency as that of the original algorithm. These studies have also shown that the amount of speedup resulting from the application of the proposed scheme to a given block motion estimation algorithm is approximately the same, irrespective of the algorithm chosen for the application. This result is due to the fact that the speedup is mainly governed by the characteristics of the video sequence rather than the chosen algorithm.
A vector-based fast block motion estimation algorithm, suitable for implementation on an SIMD architecture, has been proposed. In this algorithm, certain partial sums of the luminance values have been defined and a fast method to calculate these partial sums developed. These partial sums have been used to calculate some lower bounds for the MAD. These bounds have then been utilized in the algorithm to reduce significantly the number of times $MAD(\vec{V})$ needs to be computed. It has been shown that this algorithm maintains the accuracy and coding efficiency of the full-search algorithm. Simulation results have shown that the computational complexity of this algorithm is about 2 to 11 percent of that of the full-search algorithm and 11 to 27 percent of that of the selective elimination algorithm. These results have also shown that the execution time of the algorithm can be reduced by about 74% by implementing it on an SIMD architecture.

The concept of an eight-bit partial sum has been introduced in this thesis. These partial sums have been formed so as to take advantage of the byte-type data parallelism in the existing SIMD technique for an improved speed of a given motion estimation algorithm. Since these partial sums have the characteristic of having only eight bits, eight of them can be processed concurrently in a single 64-bit SIMD register. A method of employing these partial sums to speedup a block motion estimation process has been proposed. The notion of the eight-bit partial sums has then been extended to the four-level case and shown that there are fifteen possible methods of utilizing these multi-level partial sums to accelerate a given block motion estimation algorithms without any loss of accuracy. The full-search algorithm has then been used to determine as to which one of these fifteen methods would provide the lowest computational complexity in order for it to be chosen to accelerate the various motion estimation algorithms. Simulations have
been conducted to determine the average number of CPU cycles needed per block for the various algorithms incorporating the chosen method. These simulations have shown that the proposed scheme is capable of providing a substantial speedup for the various existing motion estimation algorithms.

6.2 Scope for Further Research

In the proposed vector-based fast block motion estimation algorithm, a method to utilize the correlation of neighbouring motion vectors to predict the current motion vector, such as the median prediction, can be developed. Such a study might provide a more accurate initial value for the motion vector in the vector-based fast block motion estimation algorithm, thus leading to a lower computational complexity.

The scheme of using long-term memory has been adopted in the video coding standard H.26L for the purpose of motion estimation, providing a coding gain of about 0.5-1 dB. It is worth conducting further research in the utilization of the proposed eight-bit partial sums in conjunction with long-term memory for motion estimation.
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Appendix A

Block Motion Estimation Algorithms

A.1 Full-Search Algorithm (FSA) [20]

The FSA is summarized in Table A.1. In this table, \( CS(l) \), \( \tilde{V}_{op}(l) \), and \( \text{Min}(l) \) are, respectively, the set of candidate motion vectors, the optimum motion vector and its corresponding MAD value, computed so far in the FSA. The current motion vector is denoted by \( \tilde{V}_{curr} \) and \( P \) is as defined in (2.3).

**Table A.1 Full-search algorithm**

1) **Initialization**
   \[ l = 1 \]
   \[ CS(l) = \{(0,0)\} \]
   \[ \tilde{V}_{op}(l) = (0,0) \]
   \[ \text{Min}(l) = \text{MAD}(\tilde{V}_{op}(l)) \]

2) **Search process**
   for ( every \( \tilde{V}_{curr} \in P \) )
   \{ 
   \[ CS(l + 1) = CS(l) \cup \{\tilde{V}_{curr}\} \]
   \[ \text{Min}(l + 1) = \text{Min}(l) \]
   \[ \tilde{V}_{op}(l + 1) = \tilde{V}_{op}(l) \]
   \[ \text{if } (\text{MAD}(\tilde{V}_{curr}) < \text{Min}(l + 1) ) \]
   \[ 
   \{ 
   \[ \text{Min}(l + 1) = \text{MAD}(\tilde{V}_{curr}) \]
   \[ \tilde{V}_{op}(l + 1) = \tilde{V}_{curr} \]
   \[ \} \]
   \[ l = l + 1 \]
   \}

3) **Output**
   \( \tilde{V}_{op}(S \times S) \) is the selected motion vector in the full-search algorithm
A.2 Two-Dimensional Logarithmic Search Algorithm (2DLSA) [45]

For the search length $m > 0$, we define

$$N(m) = \{(i, j) \mid -m \leq i \leq m, \quad -m \leq j \leq m\}$$  \hspace{1cm} (A.1)

and

$$M(m) = \{(0, 0), \quad (m, 0), \quad (0, m), \quad (-m, 0), \quad (0, -m)\}$$  \hspace{1cm} (A.2)

The search pattern given by (A.2) is employed until the search length is unity, after which
the search pattern given by (A.1) is employed. The algorithm is summarized in Table A.2.

<table>
<thead>
<tr>
<th>Table A.2 2-D logarithmic search algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) <strong>Initialization</strong></td>
</tr>
<tr>
<td>$MAD(i, j) = \infty$ for $(i, j) \notin N(w)$, where $w$ is defined in Section 2.1.</td>
</tr>
<tr>
<td>$n' = \lceil \log_2 w \rceil$, where $\lceil x \rceil$ stands for the largest integer less than $x$</td>
</tr>
<tr>
<td>$n = \max(2, 2^{n'} - 1)$</td>
</tr>
<tr>
<td>$q = l = 0$</td>
</tr>
<tr>
<td>2) $M'(n) \leftarrow M(n)$</td>
</tr>
<tr>
<td>3) Find $(i, j) \in M'(n)$ such that $MAD(i + q, j + l)$ is minimum.</td>
</tr>
<tr>
<td>If $i = 0$ and $j = 0$, go to 5); otherwise go to 4)</td>
</tr>
<tr>
<td>4) $q \leftarrow q + i, \quad l \leftarrow l + j$; go to 3)</td>
</tr>
<tr>
<td>5) $n \leftarrow \lfloor n/2 \rfloor$; if $n = 1$, go to 6); otherwise, go to 2)</td>
</tr>
<tr>
<td>6) find $(i, j) \in N(1)$ such that $MAD(i + q, j + l)$ is minimum.</td>
</tr>
<tr>
<td>$q \leftarrow q + i, \quad l \leftarrow l + j$.</td>
</tr>
<tr>
<td>$(q, l)$ is the optimum motion vector in the algorithm.</td>
</tr>
</tbody>
</table>
A.3 Orthogonal Search Algorithm (OSA) [75]

This algorithm recursively reduces the region of uncertainty (RUC), where it assumes the optimum motion vector lies. The search patterns shown in Figure 2.3 are employed in this algorithm. The algorithm is summarized in Table A.3.

Table A.3 Orthogonal search algorithm

<table>
<thead>
<tr>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Initialization</td>
</tr>
<tr>
<td>Search region, $SR = (2w+1) \times (2w+1)$. Step number, $i = 1$</td>
</tr>
<tr>
<td>Initial step size $l = \lceil w/2 \rceil$, where $\lceil x \rceil$ is the least integer larger than or equal to $x$</td>
</tr>
</tbody>
</table>

2) Step 1

Three search locations are placed horizontally in the center of $SR$. The distance between every two neighboring search locations equals to the step size as shown in Figure 2.3(b). The location with the minimum value of MAD is selected as the center for the next step. Step number $i \leftarrow (i + 1)$

3) Vertical step

Two more search locations are placed vertically around the location with the minimum value of MAD from the previous step. The distance between every two neighboring search locations equals to the step size as shown in Figure 2.3(a). The location with the minimum value of MAD is taken as the center for the next step.

4) Stopping rule

The remaining region of uncertainty (RUC) now has an area of $4(l-1) \times (l-1)$. If $l = 1$, stop; Otherwise, $l \leftarrow \lceil l/2 \rceil$, $i \leftarrow (i + 1)$, and continue.

5) Horizontal step

Two more search locations are placed horizontally around the location with the minimum value of MAD from the vertical step. The location with the minimum value of MAD is taken as the center for the next step. $i \leftarrow (i + 1)$ and go back to 3. 
A.4 One at a Time Search Algorithm (OATSA) [82]

The search process of this algorithm is first carried out in the horizontal (j-th) direction to find a local minimum of MAD in this direction. Then the search process is carried out in the vertical (i-th) direction, starting from the location of local minimum value of MAD in the j-th direction. This algorithm is summarized in Table A.4.

Table A.4 One at a time search algorithm

1) Initialization

\[ \text{MAD}(i, j) = \infty \quad \text{for} \quad (i, j) \notin N(w), \text{where} \quad N(w) \text{ is defined in (A.1)}. \]

2) Step 1

Compute \( \text{MAD}(i, j) \), \( \text{MAD}(i, j + 1) \), and \( \text{MAD}(i, j - 1) \), a local minimum value of MAD is found. If \( \text{MAD}(i, j + 1) \) turns out to be the minimum, \( \text{MAD}(i, j + 2) \) is also computed and the minimum of \( \text{MAD}(i, j) \), \( \text{MAD}(i, j + 1) \), and \( \text{MAD}(i, j + 2) \) is found. Proceed in this manner until the minimum is closeted between two higher values, i.e. \( \text{MAD}(i, j + l) \) ( \( -w \leq l \leq w \) ) is the minimum among \( \text{MAD}(i, j + l) \), \( \text{MAD}(i, j + l - 1) \), and \( \text{MAD}(i, j + l + 1) \). The j-direction search stops and a minimum in this direction is obtained.

3) Step 2

The search continues now in the i-direction, similar to step 1. Computing \( \text{MAD}(i, j + l) \), \( \text{MAD}(i - 1, j + l) \), and \( \text{MAD}(i + 1, j + l) \), a minimum is found. If \( \text{MAD}(i + 1, j + l) \) turns out to be the minimum, \( \text{MAD}(i + 2, j + l) \) is also computed and the minimum of \( \text{MAD}(i, j + l) \), \( \text{MAD}(i + 1, j + l) \), and \( \text{MAD}(i + 2, j + l) \) is found. Proceed in this manner until the minimum is closeted between two higher values. i.e. \( \text{MAD}(i + q, j + l) \) ( \( -w \leq q \leq w \) ) is the minimum among \( \text{MAD}(i + q, j + l) \), \( \text{MAD}(i + q - 1, j + l) \), and \( \text{MAD}(i + q + 1, j + l) \). The i-direction search stops and we obtain a minimum in this direction.
A.5 Conjugate Direction Search Algorithm (CDSA) [82]

In CDSA, OATSA is first carried out to find the location of the local minimum of MAD. Then, the search process is continued in the conjugate direction, which connects the location (0,0) and the position of the local minimum of OATSA. The position of the local minimum along this conjugate direction is selected as the location of the optimum motion vector in CDSA. This algorithm is summarized in Table A.5.

Table A.5 Conjugate direction search algorithm

1) Step 1

One at a time search algorithm is first carried out and \((q,l)\), the location of the minimum value of the MAD in the one at a time search algorithm, is found.

2) Step 2

The direction of search now is the vector connecting the location (0,0) and \((q,l)\).

Case 1: If MAD(3,3) is the minimum from 1), compute MAD(2,2) and MAD(4,4). Proceed in the direction connecting (0,0) and (3,3) until the minimum is closeted between two higher values.

Case 2: A problem occurs if the \(i\)-direction component \(q\) is not equal to the \(j\)-direction component \(l\). This could be like MAD(3,2) obtained as a minimum from 1). In such a case, the nearest grid locations on the direction joining (0,0) and (3,2) are chosen. These are (2,1) and (4,3). Proceed in this direction until a local minimum is closeted between two higher values.
A.6 Three-Step Search Algorithm (3SSA) [49]

For the search length \( m > 0 \), we define

\[
T(m) = M(m) \cup \{(m, m), (m, m), (m, m), (m, m)\}
\]  
(A.3)

where \( M(m) \) is given by (A.2). The search pattern of \( T(m) \) is employed in the 3SSA.

The initial search length in the 3SSA is approximately one-fourth of the length of the search window. Then, the search length in each step of 3SSA is one-half of the search length in the previous step until the search length is unity. The initial search center is at the center of the search window. The center of the selected search locations in every other step is the location corresponding to the minimum value of the MAD in the previous step.

This algorithm is summarized in Table A.6.

<table>
<thead>
<tr>
<th>Table A.6 Three-step search algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Initialization</td>
</tr>
<tr>
<td>( \text{MAD}(i, j) = \infty ), for ( (i, j) \notin N(w) ), where ( N(w) ) is defined in (A.1).</td>
</tr>
<tr>
<td>( q = l = 0 )</td>
</tr>
<tr>
<td>( n = \left\lceil \frac{w}{2} \right\rceil )</td>
</tr>
<tr>
<td>2) ( T'(n) \leftarrow T(n) )</td>
</tr>
<tr>
<td>3) Find ( (i, j) \in T'(n) ) such that ( \text{MAD}(i + q, j + l) ) is minimum</td>
</tr>
<tr>
<td>4) ( q \leftarrow q + i ), ( l \leftarrow l + j ), ( n \leftarrow \left\lceil \frac{n}{2} \right\rceil )</td>
</tr>
<tr>
<td>if ( n = 1 ) go to 5); otherwise go to 2)</td>
</tr>
<tr>
<td>5) Find ( (i, j) \in T(l) ) such that ( \text{MAD}(i + q, j + l) ) is minimum</td>
</tr>
<tr>
<td>6) ( q \leftarrow q + i ), ( l \leftarrow l + j ). ( (q, l) ) is the optimum motion vector of the three-step search algorithm.</td>
</tr>
</tbody>
</table>
A.7 Four-Step Search Algorithm (4SSA) [73]

The search pattern of $T(2)$ given by (A.3) is recursively utilized until the location of the minimum value of MAD lies at the center of the search pattern or the search process reaches the boundary of the search window. The initial search center is at the center of the search window. The center of the selected search locations in every other step is the location with the minimum value of MAD in the previous step. In the final search step, the search pattern of $T(1)$ given by (A.3) is employed. This algorithm is summarized in Table A.7.

**Table A.7** Four-step search algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
</table>
| 1)   | *Initialization*  
\[ \text{MAD}(i, j) = \infty, \text{ for } (i, j) \notin N(w), \text{ where } N(m) \text{ is defined in (A.1).} \]  
\[ q = l = 0 \] |
| 2)   | Find \((i, j) \in T(2)\) such that \(\text{MAD}(i + q, j + l)\) is minimum, where \(T(m)\) is defined in (A.3). |
| 3)   | \(q \leftarrow q + i, \ l \leftarrow l + j\)  
\[ \text{if } i = 0 \text{ and } j = 0 \text{ go to 4); otherwise go to 2)} \] |
| 4)   | Find \((i, j) \in T(1)\) such that \(\text{MAD}(i + q, j + l)\) is minimum |
| 5)   | \(q \leftarrow q + i, \ l \leftarrow l + j\). \((q, l)\) is the optimum motion vector of the four-step search algorithm. |
A.8 Unrestrictive Center-Biased Diamond Search Algorithm (UDSA)

[89, 100]

A large diamond search pattern (LDSP) as shown in Figure 2.6 is recursively utilized in the UDSA until the location of the minimum value of the MAD lies at the center of the LDSP, or the search process reaches the boundary of the search window. In the final search step, a small diamond search pattern (SDSP) as shown in Figure 2.7 is employed. This algorithm is summarized in Table A.8.

Table A.8 Unrestricted center-biased diamond search algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>The initial LDSP is located at the center of the search window. At each of the nine search locations of the LDSP, block matching computation of the MAD is carried out to find the location with the minimum block matching distortion among these locations. If the location with the minimum block matching distortion occurs at the center of the LDSP, go to 3); otherwise, go to 2).</td>
</tr>
<tr>
<td>2)</td>
<td>The search location with the minimum block matching distortion is repositioned as the center search location to form a new LDSP. If the minimum block matching distortion is at the center position, go to 3); otherwise, recursively repeat this step.</td>
</tr>
<tr>
<td>3)</td>
<td>Switch the search pattern from LDSP to SDSP. The search location with the minimum block matching distortion corresponds to the final solution of the motion vector of the diamond search algorithm.</td>
</tr>
</tbody>
</table>
A.9 Predicative Search Area Algorithm (PSAA) [10]

<table>
<thead>
<tr>
<th>B₁</th>
<th>B₂</th>
<th>B₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>B₄</td>
<td>B₅</td>
<td></td>
</tr>
</tbody>
</table>

**Figure A.1** Current block $B_c$ and its four neighboring blocks $B_1$, $B_2$, $B_3$, and $B_4$

There are four neighboring blocks, $B_1$, $B_2$, $B_3$, and $B_4$, of the current block $B_c$, as shown in Figure A.1. We define the motion vector corresponding to the block $B_i$ as $MV_i = (MVX_i, MVY_i)$, where $1 \leq i \leq 4$, as shown in Figure 2.8. Each sub-area $S_i$ can be expressed as

$$S_i = \{(x, y) | MVX_i - L \leq x \leq MVX_i + L, \ MVY_i - L \leq y \leq MVY_i + L\} \quad (A.4)$$

where $L$ is selected as 2 in the PSAA. The search area $SA$ in the predicative search area algorithm is the union of the four sub-areas, i.e.,

$$SA = S_1 \cup S_2 \cup S_3 \cup S_4 \quad (A.5)$$

as shown in Figure 2.8. All the candidate motion vectors in the $SA$ are exhaustively searched in the PSAA.

From (A.4) and (A.5), it can be seen that in the worst case, MAD needs to be computed 100 times in order to find the optimum motion vector in the PSAA. In the best case, however, only 25 such computations need to be carried out.
### A.10 Block-Based Gradient Descent Search Algorithm (BGDSA) [54]

The search pattern of $T(1)$ given by (A.3) is recursively utilized in the BGDSA. When the location of the minimum value of the MAD lies at the center of the search pattern or the search process reaches the boundary of the search window, the search process in the BGDSA is stopped. The initial search center is at the center of the search window. The center of the selected search locations in every other step is the location with the minimum value of the MAD in the previous step. This algorithm is summarized in Table A.9.

#### Table A.9 Block-based gradient descent search algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1)</td>
<td>Initialization</td>
</tr>
<tr>
<td></td>
<td>$MAD(i, j) = \infty$, for $(i, j) \notin N(w)$</td>
</tr>
<tr>
<td></td>
<td>$q = l = 0$</td>
</tr>
<tr>
<td>2)</td>
<td>Find $(i, j) \in T(1)$ such that $MAD(i + q, j + l)$ is minimum, where $T(m)$ is defined in (A.3).</td>
</tr>
<tr>
<td>3)</td>
<td>$q \leftarrow q + i, l \leftarrow l + j$</td>
</tr>
<tr>
<td></td>
<td>if $i = 0$ and $j = 0$ go to 4; otherwise go to 2)</td>
</tr>
<tr>
<td>4)</td>
<td>$q \leftarrow q + i, l \leftarrow l + j$. ($q, l$) is the optimum motion vector of the BGDSA.</td>
</tr>
</tbody>
</table>
A.11 Selective Elimination Algorithm (SEA) [52]

The partial sums in the SEA are defined as the summation of the luminance values in a 16×16 block and can be expressed as

\[
\begin{align*}
PS_c(x, y) &= \sum_{n=0}^{15} \sum_{m=0}^{15} I_c(x + m, y + n) \\
PS_r(x, y) &= \sum_{n=0}^{15} \sum_{m=0}^{15} I_r(x + m, y + n)
\end{align*}
\] (A.6)

where \( I_c(x, y) \) and \( I_r(x, y) \) are as defined in Section 2.1. It has been shown that for the SEA [52],

\[
MAD(\bar{V}) \geq LB_{SEA}(\bar{V})
\] (A.7)

where

\[
LB_{SEA}(\bar{V}) = |PS_c(x_0, y_0) - PS_r(x_0 + V_x, y_0 + V_y)|
\] (A.8)

This algorithm is summarized in Table A.10.

<table>
<thead>
<tr>
<th>Table A.10 Selective elimination algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Initialization</td>
</tr>
<tr>
<td>( l = 1 )</td>
</tr>
<tr>
<td>( CS(l) = {(0,0)} ); ( \bar{V}<em>{op}(l) = (0,0) ); ( Min(l) = MAD(\bar{V}</em>{op}(l)) )</td>
</tr>
<tr>
<td>2) Search process</td>
</tr>
<tr>
<td>for ( every ( \bar{V}_{curr} \in P ) )</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>( CS(l + 1) = CS(l) \cup {\bar{V}<em>{curr}} ); ( Min(l + 1) = Min(l) ); ( \bar{V}</em>{op}(l + 1) = \bar{V}_{op}(l) )</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>if ( ( LB_{SEA}(\bar{V}_{curr}) &lt; Min(l + 1) ) )</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>if ( ( MAD(\bar{V}_{curr}) &lt; Min(l + 1) ) )</td>
</tr>
<tr>
<td>{</td>
</tr>
<tr>
<td>( Min(l + 1) = MAD(\bar{V}<em>{curr}) ); ( \bar{V}</em>{op}(l + 1) = \bar{V}_{curr} )</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>( l = l + 1 )</td>
</tr>
<tr>
<td>}</td>
</tr>
<tr>
<td>3) Output</td>
</tr>
<tr>
<td>( \bar{V}_{op}(S \times S) ) is the optimum motion vector of the SEA</td>
</tr>
</tbody>
</table>
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Appendix B

Computational Complexity of Block Motion Estimation Algorithms

B.1 Computational Complexity of the FSA and the Multi-Step Search Algorithms
In the case of the FSA or a multi-step search algorithm, $\vec{V}_{\text{curr}}$ and $\text{Min}(I)$ represent the current candidate motion vector and the minimum value of the MAD computed so far, respectively. At every search location in the algorithm, a calculation of $MAD(\vec{V}_{\text{curr}})$ and a comparison between $MAD(\vec{V}_{\text{curr}})$ and $\text{Min}(I)$ are carried out, where $MAD(\vec{V}_{\text{curr}})$ is given by (2.1). From (2.1), it can be seen that the computation of the $MAD(\vec{V}_{\text{curr}})$ for a macroblock involves 256 subtractions, 256 operations to calculate the absolute values and 255 additions. Thus, the computational complexity per pixel for the calculation of the $MAD(\vec{V}_{\text{curr}})$ is

$$C_{\text{MAD}} = (256 + 256 \times 2 + 255) / 256$$  \hspace{1cm} (B.1)

where the division by 256 is due to the fact that one macroblock contains 256 pixels. The computational complexity per pixel for the comparison between $MAD(\vec{V}_{\text{curr}})$ and $\text{Min}(I)$ is

$$C_{C_1} = 2 / 256$$  \hspace{1cm} (B.2)

Hence, the computational complexity of the FSA is

$$C(\text{FSA}) = (C_{\text{MAD}} + C_{C_1}) \eta_{\text{MAD}}(\text{FSA})$$  \hspace{1cm} (B.3)

where $\eta_{\text{MAD}}(x)$ and $C(x)$ are, respectively, the number of times $MAD(\vec{V})$ needs to be calculated per macroblock and the computational complexity per pixel of the block
motion estimation algorithm $x$ in order to complete the estimation process. Now, for the FSA

$$\eta_{MAD}(FSA) = S^2 \quad \text{(B.4)}$$

where $(S \times S)$ is the size of the search window. From (B.1), (B.2), (B.3), and (B.4), $C(FSA)$ can be expressed as

$$C(FSA) = \frac{1025}{256} S^2 \quad \text{(B.5)}$$

The computational complexity of a multi-step search algorithm $x$ is given by

$$C(x) = (C_{MAD} + C_{ci})\eta_{MAD}(x) \quad \text{(B.6)}$$

Specifically, we have

$$C(2DLSA) = (C_{MAD} + C_{ci})\eta_{MAD}(2DLSA) = \frac{1025}{256} \eta_{MAD}(2DLSA) \quad \text{(B.7)}$$

$$C(OSA) = (C_{MAD} + C_{ci})\eta_{MAD}(OSA) = \frac{1025}{256} \eta_{MAD}(OSA) \quad \text{(B.8)}$$

$$C(OATSA) = (C_{MAD} + C_{ci})\eta_{MAD}(OATSA) = \frac{1025}{256} \eta_{MAD}(OATSA) \quad \text{(B.9)}$$

$$C(CDSA) = (C_{MAD} + C_{ci})\eta_{MAD}(CDSA) = \frac{1025}{256} \eta_{MAD}(CDSA) \quad \text{(B.10)}$$

$$C(3SSA) = (C_{MAD} + C_{ci})\eta_{MAD}(3SSA) = \frac{1025}{256} \eta_{MAD}(3SSA) \quad \text{(B.11)}$$

$$C(4SSA) = (C_{MAD} + C_{ci})\eta_{MAD}(4SSA) = \frac{1025}{256} \eta_{MAD}(4SSA) \quad \text{(B.12)}$$

$$C(UDSA) = (C_{MAD} + C_{ci})\eta_{MAD}(UDSA) = \frac{1025}{256} \eta_{MAD}(UDSA) \quad \text{(B.13)}$$

$$C(PSAA) = (C_{MAD} + C_{ci})\eta_{MAD}(PSAA) = \frac{1025}{256} \eta_{MAD}(PSAA) \quad \text{(B.14)}$$

$$C(BGDSA) = (C_{MAD} + C_{ci})\eta_{MAD}(BGDSA) = \frac{1025}{256} \eta_{MAD}(BGDSA) \quad \text{(B.15)}$$

where, as mentioned earlier, 2DLSA, OSA, OATSA, CDSA, 3SSA, 4SSA, UDSA, PSAA, and BGDSA respectively denote the 2-D logarithmic search, one-at-a-time search, conjugate direction search, three-step search, four-step search, unrestricted center-biased
diamond search, predictive area search, and block-based gradient descent search algorithms.

### B.2 Computational Complexity of the SEA

For the SEA (Section A.11), at every search location inside the search window, a calculation of $LB_{SEA}(\vec{V}_{curr})$ and a comparison between $LB_{SEA}(\vec{V}_{curr})$ and $Min(l+1)$ are carried out, where $LB_{SEA}(\vec{V}_{curr})$ is given by (A.8). From (A.8), it can be seen that the computation of $LB_{SEA}(\vec{V}_{curr})$ for a macroblock involves one subtraction and one operation to calculate the absolute value. Thus, the computational complexity per pixel of $LB_{SEA}(\vec{V}_{curr})$ is

$$C_{LB} = (1 + 2 \times 1) / 256 \quad \text{(B.16)}$$

The computational complexity per pixel for the comparison between $LB_{SEA}(\vec{V}_{curr})$ and $Min(l+1)$ is

$$C_{C_3} = \frac{24}{256} \quad \text{(B.17)}$$

Since there are $S \times S$ locations inside the search window, the total computational complexity per pixel required to calculate $LB_{SEA}(\vec{V}_{curr})$ and to compare it with $Min(l+1)$ in the SEA is

$$C_{SEA1} = (C_{LB} + C_{C_3})S^2 = \frac{26}{256} \times 961 \quad \text{(B.18)}$$

Define

$$SC_\epsilon(x, y) = \sum_{m=0}^{15} I_\epsilon(x + m, y) \quad \text{(B.19)}$$
For the current frame of size $W \times H$, the partial sums $PS_c(x,y)$ ($0 \leq x \leq H - 16$, $0 \leq y \leq W - 16$) given by (A.6) are computed as follows.

**Step 1)** For the 0-th row, calculate all the $SC_c(0,j) = \sum_{m=0}^{15} I_c(m,j)$, $0 \leq j \leq W - 1$. These computations require $15W$ operations, since each computation of $SC_c(0,j)$ ($0 \leq j \leq W - 1$) needs 15 operations.

**Step 2)** For every i-th row ($1 \leq i \leq H - 16$), calculate all the $SC_c(i,j) = SC_c(i-1,j) - I_c(i-1,j) + I_c(i+15,j)$, $0 \leq j \leq W - 1$. For each i-th row ($1 \leq i \leq H - 16$), these computations require $2W$ operations, since each computation of $SC_c(i,j)$ ($0 \leq j \leq W - 1$) needs 2 operations. Since there are $H - 16$ such rows, the total number of operations required for this step is $2W(H - 16)$.

**Step 3)** For the 0-th column, calculate all the $PS_c(i,0) = \sum_{j=0}^{15} SC_c(i,j)$, $0 \leq i \leq H - 16$. These computations require $15(H - 15)$ operations, since each computation of $PS_c(i,0)$ ($0 \leq i \leq H - 16$) requires 15 operations.

**Step 4)** For every j-th column ($1 \leq j \leq W - 16$), calculate all the $PS_c(i,j) = PS_c(i,j-1) - SC_c(i,j-1) + SC_c(i,j+15)$, $0 \leq i \leq H - 16$. For each j-th column ($1 \leq j \leq W - 16$), these computations require $2(H - 15)$ operations, since each computation of $PS_c(i,j)$ ($0 \leq i \leq H - 16$) needs 2 operations. Since there are $W - 16$ such columns, the total number of operations required for this step is $2(H - 15)(W - 16)$.

From these four steps, we see that the total number of operations required to calculate the partial sums $PS_c(x,y)$ is
\[ T_e = 15W + 2W(H - 16) + 15(H - 15) + 2(H - 15)(W - 16) \]  \hspace{1cm} (B.20)

Thus, the total computational complexity per pixel required to compute all the partial sums \( PS_e(x, y) \) in the SEA is

\[ C_{\text{SEA}2} = \frac{T_e}{WH} = 4 - \frac{17}{W} - \frac{47}{H} + \frac{255}{WH} \]  \hspace{1cm} (B.21)

since a video frame consists of \( W \times H \) pixels. Once \( PS_e(x, y) \) is computed for all \( (x, y) \), they are saved in the memory. Hence, \( PS_e(x, y) \) for any value of \( (x, y) \) can be retrieved from the memory with no computation required.

When \( LB_{\text{SEA}}(\tilde{V}_{\text{curr}}) < \text{Min}(l + 1) \), \( \text{MAD}(\tilde{V}_{\text{curr}}) \) is computed and a comparison between \( \text{MAD}(\tilde{V}_{\text{curr}}) \) and \( \text{Min}(l + 1) \) is carried out (see Table A. 10). The computational complexity per pixel for the calculation of \( \text{MAD}(\tilde{V}_{\text{curr}}) \) and its comparison with \( \text{Min}(l + 1) \) is

\[ C_{\text{MADC}} = C_{\text{MAD}} + C_{\text{CI}} \]  \hspace{1cm} (B.22)

Since the average number of times required to calculate \( \text{MAD}(\tilde{V}_{\text{curr}}) \) and compare it with \( \text{Min}(l + 1) \) is \( \eta_{\text{MAD}}(\text{SEA}) \), the total computational complexity per pixel for the computation and comparison is given by

\[ C_{\text{SEA3}} = (C_{\text{MAD}} + C_{\text{CI}})\eta_{\text{MAD}}(\text{SEA}) \]  \hspace{1cm} (B.23)

From the above discussion, we see that the computational complexity of the SEA consists of \( C_{\text{SEA1}}, C_{\text{SEA2}}, \) and \( C_{\text{SEA3}} \). Hence, using (B.18), (B.21), and (B.23), the total computational complexity per pixel of the SEA is obtained as

\[ C(\text{SEA}) = \frac{5}{256} \times 961 + \frac{1025}{256}\eta_{\text{MAD}}(\text{SEA}) + (4 - \frac{17}{W} - \frac{47}{H} + \frac{255}{WH}) \]  \hspace{1cm} (B.24)