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Absiract

Theoretical Studies of Seeded Warter Clusters: Structure,
Thermodynamics and Photochemistry

This .thesis provides a detailed and thorough theoretical investigation of the
solvation structure of ions in water clusters aﬁd of solvation effects on photochemically-
induced electron transfer processes occurring in seeded aqueous clusters. Nal(H,O)n
clusters were chosen as a model system for the latter because the electronic structure of
Nal is characterized by a curve crossing of ionic and covalent states, and the presence of
solvent molecules can significantly affect the Nal electronic structure and
photodissociation dynamics due to the differential solvation of these two states.
Furthermore, the surface solvation state adopted by large halide ions determines to a great
extent the solvation structure of alkali-metal halides in water clusters, and therefore
significantly affect their photochemistry. The first-ever rigorous investigation of the
solvati(;n thermodynamics of halide-water clusters, presented here, reveals that entropy
and polan'zation drive the ion from a surface to interior solvation structure by cluster size
20 for fluoride, and cluster size 60 for the heavier halides. The outcome of the
simulations seems to depend strongly on the choice of model used to describe the system
intermolecular interactions, and an array of first-principles simulation methodologies has

been designed accordingly. Designing models that allow for solvent polarization and
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computationally efficient semiempirical methods that can properly describe weak
interactions is shown to be essential throughout the thesis. Nonadiabatic simulation
techniques were developed, in combination with an hybrid quantum-
mechanics/molecular mechanics (QM/MM) model fo describe intermolecular
interactions, in order to investigate the photodissociation dynamics of Nal(H,O), clusters.
Simulation results suggest that the addition of only a few water molecules is sufficient to
completely quench the oscillatory Nal dynamics observed in the gas phase, but that the
| process is dominated by ‘rapid watef evaporation. Asa result, electron transfer in Nal(H-
0), is largely governed by the Nal large-amplitude motion, like in the gas phase, and the
solvent only influences the nonadiabatic dynamics by mediating the Nal internuclear
separation at which curve crossing occurs. When embedded in an argon matrix, however,
the Nal(H,O), nonadiabatic dynamics appears to involve an activationless or activated
inverted electron transfer process along the solvent coordinate analogous to what may

occur in solution.
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Introduction : 2

1.1 Preamble

The solvation of ions and ion pairs in aqueous environments is of fundamental
importance in biology, chemistry and environmental science. In biological systems, ions
affect the conformations and activities of proteins and nucleic acids,'™ and the specificity
of ion binding. For instance, ions regulate the electrostatic potentials, conductances, and
permeability of cell membranes,* the structure of micelles, and the hydrophobic
(Hofmeister) effect, which drives partitioning, permeation, folding and binding

pIOCGSSGS.6’7 In chemistry, ions affect the rates of chemical reactions,” and ion-exchange

10 On the environmental side,

mechanisms, widely used for chemical separatiéns.
heterogeneous chemistry involving sea salt aerosols is known to influence the chemical
composition of the atmosphere.11 Reactions involving halides, for example, at the
interface between air and aerosol particles have been proposed to be responsible for the
release of reactive halogen radicals into the atmosphere.12 Since most of these biological
and chemical processes occur in the presence of watér moleculeé, water is a solvent of
choice for fundamental and prototypical studies of ions and ién pairs.

It has been well establishéd that the understanding of many biological and
chemic‘al processes involving ions and ion pairs in aqueous solution requires a deep
knowledge of the molecular-level details of solute-solvent interactions. However, many
properties of chemical species in the bulk phase are often different from the properties of

the gas-phase spccies.w’14 As such, the bulk properties of a given solute result from

collective interactions with the solvent and cannot be inferred from the properties of the
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gas-phase species alone. Since the development of supersonic jets, clusters — an
intermediate form of matter between the gas and bulk phases — have been used to probe
the evolution of various properties from the gas to bulk phases. In particular, studies of
clusters seeded with charged or neutral solutes provide means for detailed investigations
of the role of individual solvent molecules in the solvation and reaction dynamics of these
solutes.
As a matter of fact, the elucidation of the complex hydrogen bonding network
within water clusters was ranked the eighth most significant scientific breakthrough of
2004 by Science Magazine. Moreover, the study of fundamental issues concerning ions
and ion pairs in water clusters was underlined as being one of the significant aspects of
this field of research.'® To cite the editor-in-chief of Science Magazine,
“Another dispute centers on where ions in a large body of water hang out. Do they
reside at the surface or get sucked into the interior? Conventional wisdom says
electrostatic forces at the water's surface repel ions that are abundant in seawater,
forcing them to go deep. But researchers tracking sea salt particles in the air over
Los Angeles say the particles are so rich in halides (chemical relatives of fluorine)
that those ions must be present on the water's surface. This year, computer
simulations supported the idea. If true, atmospheric scientists may have to ponder
new types of chemical reactions occurring on the surface of aerosol particles.”ls

The central focus of this thesis is to deepen our knowledge of surface vs. interior

solvation of halides ions in water clusters, and to further our understanding of how

solvation and the solvation structure around ions affect photochemically-induced

reactions of alkali-metal halides, as could occur in sea-salt aerosols in our atmosphere. In

this work, we develop and employ a variety of model, semiempirical, first-principles and
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mixed model/first-principles techniques to address these fundamental aspects of ion and

ion pair solvation.

1.2 Solvation of ion and ion pairs in aqueous environments

Salt ion-pair charge separation inducéd by solvent is one of the simplest and most
fundamental processes in Nature. Nonetheless, the microscopic details of the charge
separation process are yet to be fully understood. It is believed that charge separation in
solution is related to different structural arrangements of solvent molecules around the
indiyidual jons forming the ion pair. In fact, ions are classified as kosmotropes (structure
makers) or chaotropes (structure breakers) according to their relative abilities to induce
the structuring or disordering of the water hydrogen-bonding network.'® As mentioned
above, it has been observed both experimentally and theoretically that large halide ions
(chaotropes) prefer to reside at the surface of small- to mediﬁm—sized water clusters,
whereas alkali metal cations (kosmotropes) prefer to reside in the interior of the cluster.
Detailed studies of this different solvatidn behavio‘f could explain the charge separation
reaction that occurs when alkali metal-haﬁdes are immersed in an aqueous solution, as
well as the predominance of halide ions at the surface of sea salt aerosols. As such, many
experimental and theoretical studies have been dedicated to elucidaﬁng the energetics and
structure of ion-water clusters.

The first experimental technique applied to the study of ion solvation in clusters
was high-pressure mass spectrometry. This technique provides thermodynamic data such

. . . . . . )
as stepwise enthalpies, entropies, and free energies of ion solvation.”? In cases where
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the ion-solvent interaction is much stronger than the solvent—solvent interaction,
structural information can be deduced from sharp changes in the evolution of the
thermodynamic properties. The stepwise binding enthalpies of sodium in water clusters,
for example, converges to the bulk limit with the addition of six water molecules,
indicating that the formation of the first spherical solvation shell around the cation is
sufficient to approach the bulk solvation.'” This experimental technique, however, is
limited to cluster sizes of 10 or less water molecules, due to solvent condensation within
the instrument.

Larger ion—solvenf clusters can be studied with photoelectrqn spectroscopy. This
technique measures the binding energy of fhe ion’s outermost valence electrons. The
solvated ion outer-shell electron binding energies are strongly dependent on the s&rength
of the ion-solvent interactions and thereby, on the ion-solvent intermolecular distance.
The cluster-size dependence of the electron vertical detachment energies (VDEs) and the
electrostatic stabilization energies of the solvated ion — defined as the difference between
the VDE and the electron affinity of the Bare ion — are, therefore, sensitive to changes in
the structural configuration of solvent molecules surrounding the jon.?**° Photoelectron
studies combined with simulations for iodide—wafer clusters containing up to 60 water
molecules, for example, suggested that iodide ions reside at the surface, rather than in the
interior, of clusters of even the largest sizes measured.”>*! The authors concluded that
complementary theoretical and experimental information on these clusters, such as
vibrational and charge transfer excitation spectra, would be required to reach final

. . . . e 1eq . 29.41
conclusions on the surface vs. interior solvation of iodide in water clusters. %
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Spectroscopic studies may provide much more detailed insight into the properties
and structure of ion-solvent clusters. Vibrational spectroscopy can provide detailed
information about aqueous solvation structures since the O-H stretching frequencies are
very sensitive to the local environment around water molecules. In bulk water, the O-H
stretching frequency is broad and featureless. However, in the presence of an ion, the
observed O-H stretch involves a combination of a number of interwater hydrogen-
bondéd, jon-bound and nonbounded O-H stretches. “**° The infrared spectra of cations in
small water clusters thus display distinct splittings of the O-H stretching frequencies.
However, the spectra of solvated halides normally show broadenir;g, such that the
splitting of the O-H stretching bands could only be observed for very small clusters.”!
The recent development of argon predissociation spectrbscopy, where mass-selected ion-

51-36

water clusters are embedded in a cluster of Ar'atoms, has allowed the spectral

resolution of the O-H stretching frequencies in anion-water clusters for a larger range of
- cluster sizes,” and the splitting of the O-H frequencies as a function of cluster size and
the solvation structures could be inferred from the spectra.57’5 8

Experimental studies of ion pairs in bulk solution have also provided insight into
the solvation structure of the ions. On the grounds of salt solubilities, one would assume
that at 300 K about nine water molecules per ion pair are necessary to dissolve NaCl in
water and only about five for Nal.>® Recent developments in surface-sensitive vibrational
spectroscopy experiments have shown that large halide ions tend to lie at higher

concentrations at the air/liquid interface of concentrated salt solutions, in contrast to their

counter-ions which tend to remain deep within the bulk liquid.éo’61 These results are
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consistent with the surface solvation observed in halide-water clusters. In féct, the
apparent hydrophobic character of the iodide jon has been shown to be responsible for the
surface solvation structure of Nal ion pairs in small- to medium-sized water clusters, as
iodide drags its sodium counterion to the surface of the water cluster. This has important
implications for the photodissociation dynamics of Nal(H,0), clusters.5?

In summary, understanding the microscopic details of ion solvation in water
clusters is essential to elucidate complex chemical problems, such as the. charge
separation of salt ion pairs, the predominance of large halide ions at the surface of sea salt
aerosols, and the effects of the solvation properties of sQIutes on chemical and
biochemical processes occurring within the human body and in our environment.
However, experimental techniques are limited in cluster size, and in the knowledge
obtéﬁned about the microscopic details of ioﬁ solvation. The first objective of this thesis is
to provide an in-depth theoretical analysis of the microsolvation of halides by rigorously
investigating their structural and thermodynamic properties, in order to bridge the gap in
available experimental data, and gain a mofe profound knowledge of the solute-solvent

and solvent-solvent interactions governing the solvation properties of the ions.

1.3 Reaction dynamics in aqueous ion pair clusters

Solvent can affect elementary bond-forming and bond-breaking processes by
either encaging reactive species and preventing them to escape from each other, or
removing the excess. excitation energy of the reactants through collisional cooling.

Electron-transfer reactions are among the most elementary of all chemical processes and
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they occur in many chemical and biological systems. Since electron-transfer reactions in
natural environments are quite complex due to numerous interactions with the
surrounding solvent matrix, studies of simplified model systems, such as photoinduced
electron transfer in salt ion pairs, are required to understand the molecular details of this
fundamental process. The advent of femtosecond spectroscopic techniques has provided
an avenue to probe the real-time dynamics of electron transfer reactions in clusters and in
the bulk.>**

Alkali-metal halides, and particularly Nal, have served as paradigm systems
studies of photoinduced electron transfer reactions, because an avoided crossing region
between the ground and excited electronic states, formed by the crossing of ionic and
covalent states, occurs at relatively short internuclear distances in these ion pairs.63’64
Since electron-transfer dynamics in gas-phase Nal are well charécterized, the system
provides a solid foundation for comparative solvation studies in clusters and in the bulk.
Of particular interest is the influence of individual solvent molecules on the branching
ratio of the population of ground-state atomic (Na + I) products versus that of dissociated
(Na" +I") ions and on long-lived excited-state (Na* + I) species. Polar solvents are known
to stabilize ionic species, and as such, polar solvents should have a more dramatic effect
on photodissociation reactions of ionic species than nonpolar solvents. The ground Nal
(ionic) state is highly stabilized by the presence of polar solvent molecules relative to the
excited state, which is mostly covalent in the Franck-Condon region, leading to a large

~ blue shift of the ground to excited state transition wavelength. Another consequence of

the differential stabilization of the ionic and covalent states is that the curve-crossing
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region will be shifted to larger internuclear distances than in the gas phase, where
coupling between the two states is much weaker, leading to an increased production of
atomic Na(solvent), + I(solvent), products relative to the gas phase.

A further issue concerning the effects of polar solvent molecules on the
photodissociation and electron transfer dynamics of ion pairs is the existence of a
possible equilibrium between stable contact ion pair (CIP) and solvent-separated ion pair
(SSIP) structures in the ground state, in contrast to the bulk behavior.%? The transition
from the ground state to the fi:st excited state mainly occurs from CIP conformations.®*
For SSIP structures, the possibility of electron transfer occurring between the ground
state Na™ and I” ions is expected to be smaller due to the presence of solvent molecules
between the two ions. This suggests that vanishing excitation efficiency might be a good
indicator of charge separation in clusters.®

The additive solvation effects on photodissociation dynamics cannot yet be
thoroughly characterized by experimental means, because neutral parent clusters cannot
be mass-selected by time-of-flight mass spectroscopy prior to photoexcitation.
Nonetheless,‘ recent experimental stud_ies have provided invaluable information
concerning the dependence of the reaction dynamics on the degree of solvation of the
solute species by polar solvent molecules.®®®” These studies have shown that the ground-
to excited-state absorption threshold — which is proportional to' the probability of
undergoing excitation — shows a strong blue shift upon addition of the first solvent

molecule, indicating an increase in the ground- to first excited-state Frank-Condon

energy gap. However, beyond this first solvating molecule, the frequency of the
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absorption threshold is barely affected. Furthermore, the Na + I atomic product
probability was shown to increase dramatically with the addition of the first water
molecule, and to decay monotonically with the addition of more water molecules
reflecting the fact that the avoided crossing region between the electronic states is indeed
moved towards largér Nal internuclear distances in the presence of polar molecules.
Finally, related multi-photon ionization studies of alkali-metal halides in polar
solvent clusters may also provide evidence for ion-pair charge separation in the pfesence

of polar molecules. In expérimental multi-photon ionization studies of Nal ion pairs in

68

polar solvent clusters of water, acetonitrile and ammonia,~ a very clear solvent-selective

behavior was observed in the distribution of the Na*(solvent), product ions, detected by
time-of-flight mass spectrometry. Product clusters of sizes up to 50 have been observed
for Nal-water cluster multi-photon ionjzation, but no clusters larger than size 10 and 7
have been observed in the case of ammonia and acetonitrile clusters, respectively. The
lack of large cluster products has been attributed to early ground-state charge separation
for the latter two solvents, since photoexcitation to the first NéI excited state does not
occur from SSIP configurations. However, other photochemical behavior, such as charge-
transfer-to-solvent (CTTS) excitation might be possible in SSIPs. The absorption
threshold wavelength for the CTTS transition, estimated from photoionization work on
iodide-water clusters,69 is quite similar to that for the ground to excited state transition of
free Nal, around 300 nm. Thus, in ciusters, CIPs and SSIPs may both absorb light with
equivalent efficiencies, the former to the Nal(solvent), excited state akin to gas-phase Nal

and the latter to a CTTS state.
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Solvent molecules not only affect reaction dynamics through differential solvation
of solute charge distributions and the electronic structure of reactive species, their
presence can also enhance bond formation by encaging reactive species or by removing
the excitation energy of reactants through collisional cooling. Solute-solvent vibrational
- energy transfer phenomena can thus strongly influence the overall dyﬁamics of product
formation in chemical reactions, and is a fundamental issue which needs to be addressed
when considering solvation effects on reaction dynamics. It was found in a previous
femtosecond pump-probe experiment of Nal in rare-gas clusters, for example, that the
excited-state [Na..«.I]* transient species was stabilized through collisional vibrational
energy relaxation with surrounding rare gas atoms, lcading to long-lived probe signals.
This is due mainly to the fact that the transient species relaxes to the electronically
excited-state ground vibrational level through solute vibrational-to-solvent translational
energy transfer. This [Na...I]" vibrational relaxation favors trappiﬂg of the e_Xcited state at
short internuclear separations. Since probability of nonadiabatic transition to form atomic
products is inversely proportional to the Nal internuclear separation in the curve-crossing
region, a decrease in the amount of dissociated atoms was observed.

Vibrational energy transfer in polar solvents has an even greater effect on
photodissociation reactions than non-polar solvents. In femtosecond pump-probe
experiments of I;” in liquid water, an ultrafast vibrational energy relaxation of the
excited-state transient species was observed on the picosecond timescale, leading to a
radiative transition and recombination of the transient spécies in the ground state.”"! In

subsequent studies of the same system, the population evolution of a given excited-
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vibrational state was followed by femtosecond spectroscopy, and ultrafast vibrational
energy relaxation processes were also observed.”? Tt is clear from these studies that
Coulombic interactions play a central role in the vibrational energy transfer between a
polar solute and a surrounding polar solvent.

Previous studies have shown that the product ratios of photoinduced electron
transfer reactions can be influenced by the vibrational state of the excited species. It
would therefore be interesting to be able to prepare and monitor species in a given
vibrational state in order to understand the effects on the electron transfer dynamics.
Micrescopic control of the outcomeof a chemical reaction is a long-seanding dream of
physical chemists.”® Recently, femtosecond lasers have emerged as a particularly suitable
tool for the so-called quantum control of reaction dynamics. Gerber and co-workers were
pioneers in demonstrating the use of tailored femtosecond laser pulses from a computer-
controlled pulse shaper to control the branching ratios of various photodissociation
channels.” Further, Rabitz and eo—workers recently suggested'that high-intensity laser
pulses allow control of dissociative rearrangement reactions in which chemical bonds are
not only selectively broken, but alsé newly formed.” In the case of salt ion pairs, it was
demonstrated that quantum control of the initial vibrational level in excited-state gas-
phase Nal can lead to a 60% increase in the INa*/Na* product ratios following excitation

to the probe state.”®

Given the difficulties of performing experimental studies on neutral solute-solvent
clusters, the second objective of this thesis is to perform theoretical simulations of the

photodissociation dynamics of alkali-metal halides in the presence of an increasing
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number of water molecules, in order fo assess the stepwise solvation effects on the
electron transfer dynamics, and to understand molecular-level solute-solvent interactions
which govern solute to solvent energy transfer of ground-state and excited-state salt ion
pairs in aqueous clusters. Of péuticular importance in solvated ion pairs is the possibility
of CIP to SSIP solvation state interconvg:rsion following. ground-state vibrational
excitation, and the possibility of opening an alternate photochemical route (CTTS states)

resulting from excitation of clusters in the SSIP solvation state. -

1.4 Objectives

The primary objective of this thesis is to understand how the solvation structure of
paradigm solutes in solvent clusters affects their reactivity. In this endeavor, the
elementary electron transfer reaction occurring upon photoexéitation of alkali-metal
halides is chosen as a model system to advance our knowledge of solvation effects on
reaction dynamics, mainly because photodissociation of the gas-phase ion pairs has been
well characterized.”” The surface solvation state adopted by large halide ions in water
clusters can have profound effects on the cluster photochemistry. A portion of this thesis
is therefore dedicated to providing a detailed investigation of the solvation states adopted
by halides in water clusters, before turning our attention to the effects of solvation on the
photochemical behavior of Nal seeded solvent clusters. Various theoretical techniques
are employed for these purposes, and are thoroughly detailed in each chapter.

In Chapters 2 and 3, a rigorous and quantitative investigation of the solvation

structure and thermodynamics of halide-water clusters is reported, presented in order to
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characterize the nature of the ion interior and surface solvation states, and to establish
which properties govern the solvation structure of the ions in water clusters. Todide is the
first ion for which the existence of the surface solvation state in water clusters was
hypothesized.29 Accordingly,. jodide has become a paradigm ion for investigations of
microsolvation in clusters, and Chapter 2 is devoted to jodide-water clusters. The main
objectives of this chapter are to determine in which range of cluster sizes the transition
from sﬁrfacs to interior solvation occurs, and what factors finally drive iodide to
preferentially adopt an interior solvation state like in the bulk. For these purposes, we
evaluate the potentials of mean force (PMF), or the free energy change along the ion-to-
water center-of-mass distance, which constitutes the most rigorous means to establish the
thermodynamically favored solvation state of solutes in solvent clusters. In Chapter 3, the
investigation is extended to the full halide series, providing for the first time a detailed
comparison of the solvation structure and thermodynamics of these ions in water clusters
across the halide series.

The main objective of Chapters 4 and 5 is to investigate the effects of solvation on’
photochemically-induced reactions of alkali-metal halides, Nal in particular. Chapter 4
centers on the investigation of photodissociation dynamics of Nal(HxO), clusters as a
function of increasing cluster size, in order to assess the gradual effects of solvation on
the Nal electron transfer reaction. Femtosecond probe signals and time-resolved
phbtoelectron spectra are simulated for connection with experiment, and to gain a better
understanding of  experimental observatioﬁs concerning Nal(H;O), cluster

photodissociation dynamics. In Chapter 5, an improved methodological approach 1is
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employed, which allows more quantitative simulations of the photodissociation dynamics
of even larger clusters. The present findings about the Nal electron transfer process in
clusters are then connected and contrasted with earlier theoretical predictions based on
the theory of electron transfer in solution.

In Chapter 6, a different aspect of Nal photodissociation is explored. The previous
two chapters concentrate on the details of the Nal excited-state dynamics following
photoexcitation, and on the resulting electron transfer reaction, in the presence of an
increasing number of solvent molecules. Chapter 6 focuses on the photoexcitation
process itself, and on the solvent-selective behavior of multi-photon excitation of Nal in
water, ammonia and acetonitrile clusters observed experimentally. As ineﬁtioned earlier,
the disappearance of the multi-photon ionization product signal could be attributed to
ground-state Nal charge éeparation within the clﬁster, to the predominance of
photoexcitation to a charge—transfér—to—solvent (CTTS) state, or to maséive solvent
evaporation as was observed for Nal(H,0), clusters in Chapters 4 and 5. Recent
simulations have rendered the argument of ground-state charge separation
questionable.62’78’79 Characterization of the CTTS states in large clusters is a colossal task
that may not even be possible with currently available state-of-the-art computational-
resources, and before we engage into intensive simulat\ions of the photodissociation
dynamics akin to those performed in Chapters 4 and 5 for all solvents, we wish to
confirm or rule out one last ﬁypothesis that could explain the solvent-selective behavior

of Nal multi-photon ionization in clusters, i.e. whether different extents of differential

solvation of the ground and excited states could result in inhibition of photoexcitation for
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some solvents at smaller cluster sizes than for others. Accordingly, the objective of
Chapter 6 is to investigate the photochemical properties of Nal in ammonia, acetonitrile
and water clusters.

The investigations performed in these chapters have lead to a number of new
research avenues. Chapter 7 explores a few of these avenues, and presents preliminary
results obtained from methodologies developed specifically for that purpose. The first
section of the chapter is devoted to the development of first principles methodoiogies
aimed at providing a highly accurate description of the solvation structure and
thermodynamics of seeded clusters, as PMFs obtained with model potentials do not seem
to yield definitive results. Since the generation of PMFs employing “on the fly” high-
level quantum chemistry caléulations would be compufationally prohibitive, two first-
bpn'nciples methodologies are explored, one based on semiempirical quantum chemistry
“on the ﬂy”,.and the other based on the refinement with a limited number of high-level
quantum chemistry calculations of PMFs generated with model potentials or with lower-
Jevel quantum chemistry methods. Since seeded water clusters are only stable at low
temperatures and are typically held together by Weak interactions that involve light
hydrogen atoms, they may be prone to quantum (nuclear) effects, and accordingly, the
second section addresses the inclusion of quantum effects by means of path integral
molecular dynamics. As mentioned earlier, ion pairs are known to exist as contact ion
pairs (CIP) or solvent-separated ion pairs (SSIP) in clusters, both species with different
photéchemical behavior. While CIPs have optically accessible excited states akin to those

of bare ion pairs, but modulated by the solvent field, SSIP photoexcitation presumably
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gives rise to charge-transfer-to-solvent (CTTS) states with very different fate and
dynamics. In the third section, we thus explore the CIP to SSIP interconversion following
Nal vibrational excitation and subsequent relaxation, as a possible avenue for solvation
control of Nal photochemistry in clusters. Controlling the outcome of chemical reactions
has been a long-standing goal of physical chemists. Finally, our investigations of the
NaI(H,0), photodissociation dynamics revealed that solvent molecules influence the
electron transfer process, but rapid solvent evéporation precludes the observation of an
activated inverted electron transfer process akin to what happens in solution. By
embedding these clusters in a rare gas matrix, solvent evaporation could be greatly
reduced, and therefore the gradual effects of solvation on Nal photodissociation
dynamics, as a function of increasing cluster size, could be observed more readily.
Accordingly, preliminary results of the photodissociation dynamics of Nal(H0),eArn
clusters are presented in the last section of Chapter 7.

To summarize, this thesis presents an an‘ay-of simulation methodologies that
were developed to provide valuable insight into the effects of solvation on the elementary
electron transfer reaction occurring upon photoexcitation of paradigm Nal ion pairs, and
advance our fundamental knowledge of the role of solvent in chemical reactions in
general, with the hope that the newly gained knowledge for simple, prototypical systems
can be applied to simulated and better understand electron transfer processes in more
complex molecular systems. The solvation structure of Nal in solvent clusters greatly
affects the cluster photochemistry. The surface solvation state adopted by large halide

ions in water clusters is of particular interest because it may be responsible for a different
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photochemical behavior, relative to other solvents, such as acetonitrile and ammonia,
where the ions dwell in the cluster interior.”®”> The determination of the cluster size
range at which the transition from surface to interior solvation occufs is also of
fundamental importance since this tfansition could explain the change in alkali metal-
halide cluster photochemistry as a function of cluster size. Moreover, the detailed
investigation of the “hydrophobic” nature of large halide ions can advance our
understanding of chemical reactions involving these ions in the atmosphere and in living

organisms.
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2.1 Introduction

Ionic hydration has been the focus of numerous studies over the years, due to its
fundamental importance in chemistry,8° biology81 and environmental science.®? Despite
this long-lasting interest, the molecular-level details of ionic hydration have yet to be
fully understood. Recent developf;lents in experimental and theoretical techniques
pertaining to cluster studies offer new possibilities for probing these processes.83 In
particular, cluster studies provide means for detailed investigations of the role of
individual solvent molecules in the solvation of ionic species. An important issue in ionic
cluster studies is the hydration structure of halide ions. Numerous expe1rimf:nta121’29’46’84’85
and theoretical’>***° studies suggest that large halide ions preferentially sit at the surface
of small-to-medium sized aqueous clusters, rather than being fully surrounded by water
molecules, as they would be in the liquid phase.

Previous theoretical studies have made a connection between the solvation
structure of ions and the competing ion-solvent and solvent-solvent interactions.”** For
large halides, since the ion-water binding energy is of a similar magnitude as the water-
water binding energy, the water molecules tend to bind to each other rather than to the
ion, and the ion-water interaction is not strong enough for the ion to disrupt the relatively
stable water network. A key question that arises from the existence of surface solvation
states for large halide ions in aqueous clusters concerns the cluster size at which the
solvation behavior of these ions converge to bulk, i.e. at what cluster size does thé ion

adopt an interior, bulk-like, solvation structure? Markovich et al. 2 analyzed the I" (H,O),
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cluster (n=1-60) vertical detachment energies and solvent electrostatic stabilization
energies resulting from photoelectron spectra, and could not conclude with certainty
whether the clusters were in an interior or a surface solvation state. More recently, Coe”

21,29,92

combined small cluster experimental solvation data, the results of simulations in

model polar solvent clusters of intermediate size,”® and limiting continuum dielectric
trends for large clusters to determine the evolution of the ion solvation free energy from
the smallest cluster size to bulk. This analysis predicts that a gradual transition from
surface to interior solvation occurs over the range n=1-60, and the transition to bulk
behavior occurs around n ~ 60.

In the present work, we perform a quantitative investigation of the
thermodynamics of surface vs. interior solvation in I" (H,0), cluéters in order to identify
the possible transition from surface to bulk behavior. A convenient coordinate for
discriminating between surface and interior solvation is the distance between the ion and
the solvent center of mass, which would be close to zero for‘an ideally spherically
solvated interior ion, and obviously deviates significantly from zero for a surface
solvation state.®* We calculate the free energy change alohg this coordinate, i.e. as the ion
is forced to move towafds or away from the solvent cluster center of mass, by means of
constrained -Monte Carlo simulations with model. potentials. These potentials of mean
force (PMF), as well as cluster structural properties, are investigated for I" (H20), clusters
(n=32, 64) with both non-polarizable and polarizable model potentials in order to assess
the importance of polarizability on the thermodynamics of the halide-water clusters.”” A

brief account of the model potentials and simulation procedure is given in the next
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section. This is followed by a discussion of our simulation results, and by concluding

remarks.

2.2 Simulation Procedure

62,97

The simulation procedure has been thoroughly described elsewhere, and only

a brief summary is provided here. Canonical ensembles of cluster configurations are
generated at a temperature of 200 K by the Metropolis Monte Carlo method.”® Ea;ch new
trial configuration is generated randomly by translating one water molecule in every
Cartesian direction, an(i rotating it around its Euler angles. The range of displacements
for each degree of fréedom was chosen to ensure an overall configuration acceptance
ratio of ca. 40%.5% The data is collected - after proper equilibration - in the form of
successive Markov chains. This procedure allows us to a) account for evaporation of
water molecules by discarding from data collection the chainé in which evaporation of
one or more water molecules has occurred, and b) to ensure that multiple local minima
are sampled by gradually heating the clusters to 500 K and cooling them down in
between each new chain. Overall, 2 to 4 million configurations are generated in a given
simulation.

Two classical intermolecular model potentials are employed in order to describe
the solvent-solvent and solute-solvent interactions. The first model, hereafter referred to
as OPLS, consists of the TIP4P water model” supplemented by optimized parameters for
liquid simulations (OPLS).97’100 The second model, hereafter referred to as OPCS,97

involves a polarizable five-site water model and optimized parameters for cluster
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simulations (OPCS). The latter model employs a water model with gas-phase
experimental geometry, a three-dimensional point charge distribution, a polarizable site
and distributed repulsion-dispersion sites, while the ion carries a point charge, a
polan'“zation site and a repulsion-dispersion site.*’ The water-water and ion-water
interactions are parameterized from experimental data supplemented by ab initio
calculations for small clusters.”’

The potential of mean force W(rcn), Where 7., denotes the distance between the A
ion and the solvent center of mass, is generated by means of statistical perturbation
theory evaluation of free energy differences.’® The distance between the ion .e.lnd the
solvent center of mass is constrained to a given value 7., in the course of Monte Carlo
simulations via a Lagrange multiplier approach.98 For each configuration in the ensemble,
the ion is dispiaced s0 as to increase and/or decrease the distance between the ion and the .
solvent center of mass by an increment dry, of 0.2 A, and the Helmbholtz free ehergy or

potential of mean force change is evaluated as

AW(,) = W, +dr,) - W(E,,) = -k, Tin(e e e el

Lm

where <> denotes the canonical ensemble average. In practice, we make use of the

results of forward perturbation for a simulation constrained at the value r.x, and those of
backward perturbation for a simulation constrained at the value r., + drem, and evaluate
the free energy change by the acceptance ratio method of Bennett.'® This procedure also
allows us to estimate error bars in the potential of mean force from the two distinct

ensemble averages obtained from the simulations.”” In the present simulations, the total
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error in the potentials of mean force is = 0.2 kcal/mol over the range of r., values 0 to 7

A

2.3 Results and Discussion

The potential of mean force (PMF) profiles are shown in Fig. 2.1 for I (H;0),
clusters (n=32,64) with both model potentials. The curves for I" (H,O)s; are quite broad
and shallow, as seen from Figs.‘ 2.1a and 2.1b, with a minimum at a distance between the
jon and the solvent center of mass e, of ~ 2 A, Two minima appear in the PMF profiles
of I (H,O)e4, shown in Figs. 2.1c and 2.1d, suggesting that two distinct solvation states
may exist for this cluster size. Accordingly, the r., probability distribution P(rcn ),

e-W( Yo VKT

calculated from the PMF data as P(r., )=4xn rczm and shown in Fig. 2.2,

suggest that only one solvation state is present for I" (H,O)s2, but two distinct states may
exist for I" (H,O0)¢4.

Let us first turn our attention to I" (H;O)s, for which only one solvation state-
seems to be inferred from the P(7.,) distributions. The PMF curves shown in Figs. 2.1a
and 2.1b exhibit a large range of r., values, between ca. 0.5 and 3.5 A, for which the
PMF profile appears flat, and representative structures corresponding to these rem values,
which are displayed in Figs. 2.3a and 2.3b, suggest that I (H;O)3; is in a surface
solvation state over this full range of r., values. Besides r.,, a rather conyenient
coordinate for rigorous investigations of the solvation structure around ions is the angle 8
between individual solvent molecules, the ion and the aquéous cluster center of mass, as

depicted in Fig. 245  Large deviations from the isotropic angular probability
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Figure 2.1 Potentials of mean force W(7cn) generated‘with the OPLS
(left panel) and OPCS (right panel) model potentials for (a) and (b)
I (H20)32, and (c) and (d) I (H20)e4-
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Figure 2.2 Probability distributions of the distance between the ion and

the solvent center of mass P(7.) for (a) and (b) I" (HO)s3,, and (b) and

(c) I" (H,0)s4 with both the OPLS (left panel) and OPCS (right panel)

model potentials.
distribution P(6)=sin® are an indication of surface solvation.®? The angular probability
distribution P(8), displayed in Fig. 2.4a, are very similar for both 7., = 0.8 and 3.6 A. In

both cases, a few water molecules are found on the side of the ion opposite to the solvent

center of mass, suggesting that the cluster is in a surface solvation state over this wide
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range of 7., values. It must be noted that these clusters are not always spherical, as shown
in Fig. 2.3a, such that the ion can still be on the surface of the cluster while having a
small r., value.

As mentioned earlier, two minima appear in the PMF curves for I" (H,O)e4, shown
in Figs. 2.1c and 2.1d. The resulting P(7») distribution for the OPLS model potential,
which is shown in Fig. 2.2c, peaks at distances between the ion and the solvent center of
mass of ca. 2.2 and 4.4 A, clearly indicating the existence of two distinct solvation states.
Representative structures shown in Figs. 2.3c and 2.3d for the clusters at these two ren
values obviously correspond to interior and surface solvation structures, respectively. The
angular probability distributions shown in Fig. 2.4b also demonstrate that the water
molecules are more or less isotropically distributed around the iodide at re, = 2.2 A,
whereas a few molecules are found on the side of the ion opposite to the solvent center of
.mass for ren=44 A. The latter distributions acfually resemble those for I (H,0)3, in Fig.
2.4a, which we have shown to possess a surface solvation structure. Therefore, for a
cluster size of 64, two distinct solvation states are present, and the angular probability
distributions confirm that these states correspond to interior and surface solvation of
iodide.

The equilibrium constant between the interior and surface states Kys.can be

evaluated as

.o KT 4 -
[ 2 e Wrom AT gy P d
[Interior] w7 oo I,{, (e )Tem
[Suiface] f ,ﬁn o Wirem VKT dr., [P(r,,)dr,,
Surf Surf
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Figure 2.3 Representative OPLS structures for (a) I" (H20)3; at
rem = 0.8 and 3.6 A, (b) the interior solvation state of I" (H2O)e4
at ron = 1.8 A, and (c) the surface solvation state of I (H;0)s4
at ron=4.6 A.

where the integrals run over the appropriate 7., values for the interior and surface
solvation states, and the boundary between the two states is chosen at the minimum
between the two peaks in the P(7.n) distribution.”” The resulting equilibrium constant is
1.6 + 0.4 for the OPLS distribution of Fig. 2.2¢, which indicates that the interior and
surface stafes are almost equally likely for r (H;O)64.

The effect of employing an explicitly polarizable model potential such as OPCS is

to increase the free energy difference between the interior and surface solvation states of
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Figure 2.4 Angular probability distributions P(6) for (a) I" (H,O)3,2
and (b) I (H,0)s4 predicted by the OPLS model. As shown in the
inset, O is defined as the angle between an individual solvent

molecule, the ion and the solvent center of mass.
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I (H;0)64 from 0.8 kcal/mol to 1.5 keal/mol (cf. Figs. 2.1c and 2.1d), which largely
increaseés the predominance of the interior state over the surface state, as seen from the
P(r.n) distributions shown in Figs. 2.2¢ and 2.2d. With the OPCS model, the interior to
surface equilibrium constant Kys is 14.6 = 0.8, which répresents a ten-fold increase in the
population of the interior state relative to that of the surface state when compared to the
OPLS predictions. We should point out that, in a theoretical investigation of the ion
coordination number for CI™ (H,O), clusters, Stuart and Berne!® found that polarizability
favors surface solvation (up to a cluster size of 500), in contrast to our results for
I" (H,0),. We note that our own simulation results for ClI” (H,0), yield results similar to
those of Stuart and Berne, even though different forms of polarizable models are
employed, and we are presently investigating the differences between chloride-water and
iodide-water clusters.'®*

To further our understanding of surface vs. interior solvation as a function of
cluster size, we consider the P(ryy) probability distributions for I° (H,0)3, and both
solvation states of I (H2O)s4 in Fig. 2.5.1% The most prominent feature of the P(rur)
probability distributions is the striking resemblance between all curves. The only -
difference between the I (H,O)¢4 interior and surfacc states is found in the P(rur-)
probability of finding a water molecule further away than 8 A from the ion, which is
close to the average globular radius of the interior state cluster of ca. 7 A. Obviously,
more waters are found further away from. the ion in the surface state. In turn, the
probability of finding water molecules, within 4 and 8 A is higher for the interior state

than for the surface state because the iodide is fully surrounded by water molecules, as
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Figure 2.5 H-I" probability distributions functions for (a)
I (H,O)s3;, (b) the interior state of I"(H20)es, and (c) the
surface state of I" (H2O)s4 predicted by the OPLS model

seen
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seen in Figs. 2.3b and 2.3c. The fact that the P(rg;.) distributions are very similar for short
distances is rather surprising however. In principle, one would expect the solvation shell
structure around iodide in the interior state to be better defined, and that the first solvation
shell would contain more water molecules than in the surface solvation state (by first
solvation shell, one actually refers to the first peak in the probability distribution
functions and means the first few water molecules directly coordinated to the ions).
However, the HI™ probability distributions displayed in Fig. 2.5 indicate that iodide is
directly coordinated with 4 water ‘molecules in the first solvation shell in all cases
considered, and do not show evidence of alsecondary shell structure for the cluster sizes
investigated. Previous studies have suggested that the first solvation shell around large
halide ions is often dynarm'c.106 In other words, the molecules in the first solvation shell
may dynamically exchange with molecules in outlying shells, resulting in a 4 + n type
first shell structure. The P(ry;-) distributions suggest that this type of dynamical exchange
is present for I" (H,0)32 and both solvation states of I" (HO)e4, since the first minima in
the P(ry-) distributions do not go to exactly zero.

Since the ry. probability distributions of I" (HO)e4 are almost identical for the
interior and surface states, let us now turn our attention to cluster enthalpies for both

solvation states of the ion. Enthalpies can be obtained from our simulations as
AH = <AV) +nRT , where (AV) is the ensemble average of the cluster pofential energy.
The enthalpies for the interior and surface solvation states are —647 and —646 kcal/mol for

the OPLS model, and —636 and —634 kcal/mol for the OPCS model, respectively. The -

enthalpy difference between the two solvation states for both model potentials is not
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significant within the error bar of 2 kcal/mol that we simply evaluated by varying the
number of configurations employed to evaluate the ensemble averages. We note however
that the surface state always seems to be energetically lower, even though we know from
the interior to surface equilibrium constants that it is not thermodynamically favored, a
~ finding that is even more pronounced for OPCS. Therefore, the free energy difference
between both states must be due the difference in entropy between the interior and
surface solvation structures. Furthermore, the larger free energy difference obtained with
the OPCS model must be caused by a larger increase in the systems entropy due to
polarization. As was suggested previously by Stuart and Berne,'® polarization allows for
fluctuating dipoles such that the water molecules may remain more mobile, and thereby

increase the entropy of the system.

2.4 Concluding Remarks

We performed a quantitative investigation of surface vs. interior solvation in
iodide-water clusters in order to better identify the possible transition from surface
solvation to bulk behavior. We evaluated the free energy change as a function of the
distance between the ion and the solvent center of mass 7., for I (H,O), clusters (n=32
and 64) by means of constrained Monte Carlo simulations, using both OPLS and OPCS
model potentials. The resulting potentials of mean force (PMF) and 7en probability
distributions P(r.,) indicate that one solvation state is present for I" (H,0)3, clusters, and
two solvation states are present for I"(H,O)ss clusters. For I (H,0)s3;, the angular

probability distributions P(6), where @is the angle between individual solvent molecules,
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the ion and the aqueous cluster center of mass, clearly demonstrate that the ion resides at
the surface of the rcluster over the full range of r., values considered. The P( 6)
distributions also indicate that the two solvation states observed for the I" (H2O)s4 cluster
correspond to distinct splvation states, an interior state and a surface state, with peaks in
the probability distributions at 7., ~ 2.2 and 4.4 A, respectively. This clearly indicates a
transition from surface to interior solvation around a cluster size of 64, which is
consistent with a detailed analysis of experimental and model data performed by Coe.”
The effect of explicit polarization can be simply inferred by a direct comparison
of the OPLS and OPCS simulation results. Including explicit polarization causes a
significant increase in -the free energy difference between the surface and interior
solvation states of I~ (H>O)es, which results in a large increase in the interior to surface
equilibrium constants, from 1.6 + 0.4 for the OPLS model to 14.6 = 0.8 for the OPCS
model. Although the enthalpy difference between the two solvation states for both model
potentials is not significant, the surface state tends to be slightly energetically favored,
even though .it is not thermodynamically favored, a finding that is even more pronounced
for OPCS. This suggests that entropy and polarization effects, not too surprisingly, drive
the ion towards the interior of the cluster around a cluster size of 64. A more
comprehensive investigation of the thermodynamic and structural properties of halide-

water clusters is underway.
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Theoretical Studies of Seeded Water Clusters: Structure,
Thermodynamics and Photochemistry
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3.1 Introduction

Investigation of the distribution of ions at air-liquid interfaces has drawn much
attention in many fields of research in recent years, and has prompted hundreds of
publications in the last five years alone, due to its relevance to in a multitude of
biochemical and chemical processes. In biochemistry for example, solvation of ions at the
interfaces between water and biomolecules affects the structure and stability of proteins,
nucleic acids, and cell membranes.'”’ In. atmospheric chemistry, it was recently
discovered that large halides are present at in higher concentration\s at the surface of sea
salt aerosols than other ions,'>6%11%110 5 feature that may play .an important role in the
depletion of the ozone lz1yer12’m’112 because of the resulting enhancement of reactions

between gases such as ozone and halides at the surface of aerosols in the atmosphere.113‘

119

In order to understand the increased concentration of halides at the air-water
interface, and its consequences on chemical and biochemical reactions, it is essential to
understand the microscopic details of the solvation of the ions. Since the advent of

% cluster studies have become an increasingly popular

molecular beam techniques,12
means to investigate solvation processes. In fact, one can observe the gradual build-up of
solvation layers as a function of increasing cluster size, providing fundamental
knowledge of the forces and interactions guiding the behavior of ions and solvent
molecules. Many experimental studies have been dedicated to the study of ionic

solvation.!”! The various techniques employed are limited, however, in the range of

cluster sizes that can be investigated, and detailed structural details of the clusters are
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often difficult to infer unambiguously from experimental observables. Theoretical studies
are therefore crucial to our understanding of ionic solvation, since they provide means to
investigate the structure and dynamics of ionic clusters, which are difficult to infer from
experimental data.

For this reason, a multitude of theoretical studies have been performed on ionic
clusters,’?! and much knowledge of the microscopic details of ionic solvation has already
been obtained. Theoretical studies have allowed to establish, in conjunction with
experimental data, that large halide ions prefer to sit at the surface of small-to-medium
sized water clusters.”>*° In fact, Coe” concluded, through the analysis of small cluster
experimental solvation data,*?**? the results of simulations in model polar solvent
clusters of intermediate size,96 and limiting continuum dielectric trends for large clusters,
that a gradual transition from surface to interior solvation occurs over the range n=1-60,
and the transition to bulk behavior occurs around cluster size 60.

Todide has served as a paradigm for the investigation of surface vs. interior solvatidn in
solvent clusters. For this reason, we recently performed a quantitative investigation of
surface vs. interior solvation in iodide-water clusters by evaluating the potentials of mean
force along the ion-to-water center-of-mass coordinate and the structural properties of
" (H,O), clusters [n = 32, 64] from Monte Carlo (MC) simulations with both non-
polarizable and polarizable model pote:n’_tial.s.122 Simulation results clearly indicated that
the iodide ion tends to reside at the surface of a water cluster of size 32, whereas entropy
and polarization effects make the interior solvation state more likely for a cluster size of

64.
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More recently, Herce et al. investigated via molecular dynamics (MD) simulations
the solvation thermodynamics of chloride in a cluster containing more than 200 water
molecules, by evaluating the potential of mean force as the ion is pushed from the interior
of the cluster towards the surface.’”® They determined that the free energy decreases as
the ion reaches the surface of the cluster, and that the entropic contribution to the free
energy was of the same order as the enthalpic contribution. Furthermore, they established
that Coulombic and repulsion-dispersion interactions alone were not sufficient to explain
the thermodynamically favored surface solvation state of chloride, and that subtle
" chloride-water and water-water many-body interactions play an important role in the
solvation behavior of the ion.

Since most previous theoretical studies concentrated mainly on one or two ions in
the halide series, we wish to perform a comprehensive investigation of the full halide
series, in order to obtain a more profound understanding of the solvation characteristics
of the ions, as they increase in size and polarizabilty. In the present work, we perform a
quantitative investigation of the thermodynamics of surface vs. interior solvation for
X~ (H;0), (X=F, Cl, Br, I) clusters in order to identify fhe possible transition from surface
to bulk behavior. As in our previous work,'?? a convenient coordinate for discriminating
between surface and interior solvation is the distance between the ion and the solvent
center of mass, which would be close to zerov.for an ideally spherically solvated interior
ion, and obviously deviates significantly from zero for a surface solvation state.” The
potentials of mean force (PMF), i.e. the free energy change along this coordinate, as the

ion is forced to move towards or away from the solvent cluster center of mass, as well as
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cluster structural properties, are investigated for X~ (H,O), clusters with both non-
polarizable and polarizable model potentials in order to assess the importance of
polarizability on the thermodynamics of the halide-water clusters.®>"?

The outline of the article is as follows. In Séction 3.2, we describe the
intermolecular model potentials employed, the details of the molecular dynamics
methodology and the theory for evaluating the potentials of mean force. We then report
simulations results in Section 5.3, followed by a discussion of the results, in connection

with previous studies performed on these ionic clusters in Section 3.4. We end with

concluding remarks in Section 3.5.

3.2 Simulation Methodology

3.2.1 Interaction potentials

As in our previous investigation of the structure and thermodynamics of iodide-
water clusters,'?? we compute potentials of mean force obtained from simulations with
two- different intermolecular model potentials. The first . model coﬁsists of the
noﬁpola_rizable TIP4P water model®® suppl;:mented by optimized parametérs fof liquid
simulations (OPLS), hereafter referred to as the OPLS model pote,ntial.w’loo’124 This
model potential employs a rigid water.molecule with experiméntal gas-phase geometry,
and Coulombic and repulsion-dispersion terms to describe the ion-solvent and solvent-

solvent interactions,

+V | 3.1)

rep—disp

V=V,

oul

where the Coulombic part of the model potential
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VCoul = Z Qk ql - Zz Qk ql (3.2)

k I<k [rk rzl & I<k

represents the interactions between the fractional charges g, on each atomic or ionic site
(at position r,) of the monomers, and repulsion-dispersion interactions are modeled by

Lennard-Jones potentials

12 6
o (o .
Vrep—disp = z 48kl I:(—kl) - (—kl"j :| (33)
&l Ta Ty

‘The TIP4P water model employs 3 charge sites, 2 on the hydrogen atoms, and one at 0.15
A from the oxygen atom on the bisector of the H-O-H angle. The parameters for the
Lennard-Jones repulsion-dispersion parameters were adjusted to reproduce liquid-phase
properties. All model potential parameters are listed in Téble 3.1.

The second model potential, referred to as OPCS for optimized potentials for
cluster simulatipns in our previous work and hereafter,”’ also employs a rigid water
molecule with experimental gas-phase geometry. Its functional form, which has been
described in detail elsewhere,?7 includes Coulombic, many-body polarization and
Lennard-Jones repulsion-dispersion terms,

34)

V=VeutVu tV

pol rep—disp
where the Coulombic and repulsion-dispersion terms are described by Egs. (3.2) and

(3.3) as for OPLS, and the polarization energy is given by
1 0 '
=-=> Ein, (3.5)
27

where the electric field EJ due to the permanent charges of other monomers is given by
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E} Z%' ~n) (3.6)

3
r, T |
and the induced dipole moments are evaluated from

p, =0 E, =0 [E} + > Ty ] (3.7)

1#k

where T is the dipole tensor. Because of mutual polarization, the set of induced dipoles

B, is obtained in a self-consistent fashion by solving the linear equations of Eq. (3.7) in

matrix form with LU decomposition and backsubstitution.'”

The OPCS water molecule bears 4 chargé sites, 2 of which ére the hydrogen
atoms (H) while the other 2 (oxygen) sites (M) are located on the bisector of the H-O-H
angle off the water plane, in order to reproduce the gas-phase water dipole and
quadrupole moments. The oXygen atom carries one polarizable site with a polarizability
taken from experimeﬂt,126 and one repulsion-dispersion Lennard-Jones site. The model
potential also includes H-H repulsion terms of the Born-Mayer form. The parameters for
the solvent-solvent interactions were fitted to reproduce the _experimentally-detemﬂned
water-water binding energy,'?’ and the gas-phase water-dimer geometry obtained from
electronic structure theory calculations.”” The ions all carry a polarizable site with
polarizability taken from experimcnt,126 and listed in Table 3.1. The ion-water Lennard-
Jones € and o parameters were fitted with a nonlinear least squares al‘gorithm125 to
reproduce the experimentally-determined ion-water O K binding enthalpies (Do), as listed
in Table 3.2, and X (H,O) geometries obtained from high-level electronic structufe
theory calculations.'"3? The resulting parameters are listed in Table 3.1. We note that

since OPLS was primarily developed for liquid-phase simulations and OPCS was
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developed for cluster simulations (and based on small cluster data), simulations of

intermediate-size clusters with both models yield limiting cases.

Table 3.1 Parameters of the OPLS and OPCS model potentials

Water
OPLS
ron=0.9572 A’ Ouon=104.52°"
rom=0.15A  gule=0.52
£0.0 = 0.16 kcal/mol  to.0=3.15 A

~OPCS
ron=0.9572 A Oron=104.52°"7
rom=0342A  gule=0.569 Opaom =+ 43.4°
o = 1.45 A3¢

€0.0° = 0.25 keal/mol  Go.0" =3.20 A
Apg=10° kcal/mol  Bpu=35.5A"

Halides
OPLS
F* €op. =0.33 kcal/mol Oop =294 A
cre €o.c.. = 0.14 keal/mol  Go.ci. =3.79 A
Brt €o.8r. = 0.12 kcal/mol  Go.p,. = 3.89 A
re gor =0.22kcal/mol ocor =3.98A
OPCS
F gor. =0.08 kcal/mol oor =3.39 A
» Clp. = 1.0 A3 ¢ ’
Cr €0-.Cl- = 0.16 kcal/mol ©o.cL. = 3.85 A
Oc. =34 A?’ ¢
Br- €o.pr- = 0.80 kcal/mol  Gop. =3.59 A
(xBr- = 4.7 A3 ¢
I €o.. = 0.85 kcal/mol  oor =3.81 A
=70A3°

? 1 is the interatomic distance, 8is the angle, q is the atomic charge (g = -1.0 e for all
the halides), o is the polarizability, € and ¢ are Lennard-Jones parameters and A and
B are Born-Mayer potentlal parameters. b From reference 133.° From reference 126.°
From reference 97.° From reference 100. " From reference 134.



Solvation Structure and Thermodynamics of Halides in Water Clusters 43

Table 3.2 Ionic radii r; and ion-water OK binding enthalpies for the halide series®

r; (;&) Dy (kcal/mol)

12 23.3
ca 17 13.1
Brm 18 12.6
I 21 10.4

2 Brom Reference 126

3.2.2 Evaluation of pdtenti‘al of mean force

In our previous investigation of iodide-water clusters,”” we computed the
potentials of mean force using Monte Carlo simulations with statistical pertqrbation
theory evaluation of free energy differences'®! along the distance betweén the ion and the
center of mass of the water cluster em- This appréach requires statistical averages over a
large number of configurations for each 7., value to which the system is constrained, in
order to obtain properly converged statistical averages, especially in regions of
configurational space that are highly unfavorable energetically. Furthermore, the system
must be cénstrained at short intervals along the coordinate of interest in order to involve
only small energy differences in applying statistical perturbation theory. For these
reasons, the generation of PMFs using this approach, while rigorous, can be
computationally very intensive for systems with a large numberA of degrees of freedom,
such aé the ion-water clusters investigated herein. The umbrella sampling technique

developed by Torrie and Valleau'® has recently been used to evaluate potentials of mean

force by Roux and co-workers, and has proven to be more computationally efficient for
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this purpose than statistical perturbation theory.'**"?” Briefly, umbrella sampling involves
a biasing window potential, called the umbrella potential, which is introduced in the
Hamiltonian in order to confine the system to a given region, or window, of

configurational space. A harmonic potential of the form,
umb 1 e \2
Vv =5k(rcm -r,), (3.8)

where k is a harmonic force constant, is employed to constrain the coordinate of interest

to an equilibrium value r¢, for each window. Histograms of 7., values, which are

centered around r¢ , are then obtained for each successive window along the coordinate

cm?

of interest. In order to obtain the potential of mean force from ensembles of
configurations generated along the coordinate r., with umbrella sampling and to remove
the artifacts introduced by the imposed constraints, we employ the weighted histogram
analysis method (WHAM) developed by Kumar et al.'®® This method is explained in
detail elsewhere,m’139 such that only the main features are outlined here. The WHAM
technique combines the results from the biased simulation windows by determining an
optimal estimate of the unbiased distn'butipn P(rem) as a weighted sum over the biased
distributions, and evaluating the weighting factors by minimization of the statistical error.

The final potential of mean force W(r,,) is obtained as

W(r,,, )= ks Tin[P(r,,,)] (3.9)
where kg is the Boltzmann constant and 7" the simulation temperature.

Umbrella sampling coupled with the weighted histogram analysis method can be

employed with both Monte Carlo (MC) and molecular dynamics (MD) simulation
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methodologies. We have chosen to employ MD simulations to evaluate the potential of
mean force along the r, coordinate for halide-water clusters for efficiency. Even though
MD simulations require evaluation of the force, the gradient of the energy with respect to
all atomic coordinates, they may be better suited to simulate large systems where the
collective motion of molecules is important, and usually yield converged results at a
computational cost equivalent to or lower than that of MC simulations.’*® Nosé-Hoover
MD simulations,*'*? thermostated at 200 K with a modified version of the velocity
Verlet algorithm,143 were used to generate configurational ensembles. A harmonic
umbirella potential, as described above, was used with a force constant of 15 kcal/mol/AZ.
The latter value was found to ensure proper overlap between the distributions of ion-
water center-of-mass distances P(r.n) of successive windows, which were generated at

intervals of 0.5 A, along the rem coordihate.

3.3 Results

The left panel of Fig. 3.1 displays the ion-to-water center-of-mass distance
distribution P(rgm) for F (H,0)y, [n = 12, 20]. In order to ascertain whether peaks in the
P(r.) distributions correspond to an interior or a surface solvation state, we also evaluate
the angular probability distributions P(6) for the angle 8 between each water molecule,
the ion and the water cluster center of mass. As was discussed in more detail
elsewhere,'?* the angular probability distribution is isotropic (P(6) = sin @) if the ion is
fully surrounded by solvent molecules, and characterized by a dépletion of population at
large angles (< 150°), i.e. opposite to the ion-water cluster center-of-mass vector, if the

jon resides at the surface of the cluster. For F(H,O)i2, as shown in Fig. 3.1a, the P(7¢x)
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Figure 3.1 F (H,0),, [n = 12, 20], ion-to-water center-of-mass
distance probability distributions P(rcm) (left panel) and angular
probability distributions P(6) (right panel), where & is defined as
the angle between each water molecule, the ion and the water
center of mass, generated with the OPLS (line) and OPCS
(dashed line) model potentials.

distribution exhibits one peak centered at 0.2 A for the distribution predicted by OPLS. In

Fig. 3.1b, the P(6) distribution, which was obtained from the ensemble of configurations
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centered at an re value of 0.5 A, where the population of configurations with 7, values

close to the peak in the P(r..) distribution is relatively high, is clearly isotropic.
Therefore, the OPLS model predicts that an interior solvation structure is
thermodynamically favored for F (Hz0)12. The P(r.m) generated with the OPCS model

potential has a broad feature centered at ~1.0 A, and a more prominent peak at ~2.4 A

The P(6) distribution generated from the ensemble of configurations at re =10 A is

isotropic, thus corresponding to an interior solvation structure, whereas that at 2.5 A is
anisotropic with a depletion of water population opposite to the ion-to-water center-of-
mass vector, thereby suggesting a surface solvation structure. Therefore, the OPCS model
potential, in contrast to the OPLS model, predicts the coexistence of both interior and
surface states, with the surface state being more thermodynamically favored for a cluster

size of 12.

62,122

As described in detail elsewhere, the equilibrium constant between the

interior and surface states K5 can be evaluated as

P d.
K. = [Interior] _ ,,{ Cen Jem (3.10)
= [Surface] I P(r,,)dr,, . .
Surf

where the integrals are evaluated over the proper ranges of 7em coordinates. For
F (H,0)12, the equilibrium constant evaluated from the P(7on ) distribution generated with
OPCS is 0.14, indicating a ten-fold predominance of the surface state relative to the

‘interior state in these clusters. In Table 3.3 are listed the cluster enthalpies at 200 K,

which are evaluated as AH = (AV) +nRT , where <AV> is the average cluster potential
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energy over the ensemble of configurations generated from the r;, window closest to the

peaks in the P(r.n) distributions. If a peak does not show in the P(r.,) distribution, for a
given solvation state, the cluster enthalpy was evaluated from a window which
corresponds to either a surface or an interior state, according to the angular probability
distributions. For F(H,0)1, the cluster enthalpy obtained from simulations with OPLS
for the interior state is 11 kcal/mol lower than that of the surface state, however, the
enthalpies of the interior and surface .solvation states are almost equal with OPCS. These
results indicate that enthalpy drives fluoride to the interior of the cluster for OPLS, but
that entropy favors surface solvation for OPCS.

In the case of F (H,0)0, the P(8) distributions for both OPLS and OPCS display
one major peak centered at ~0.5 A, as shown in Fig. 3.1c. The P(6) distributions, shown
in Fig. 3.1d, are clearly isotropic, indicating that an interior solvation state predominates
for both model potentials. For .OPLS, the cluster enthalpy of the interior state is 7
kcal/mol lower than that corrésponding to an hypothetical situation where the ion resides
at the surface of the cluster. For OPCS, on the other hand, there is no éignificant
difference between the cluster enthalpies obtaine(i from ensembles of configurations
where the ion dwells into the interior of the cluster and those where the ion resides at the
surface. Therefore, both model potentials agree in predicting that fluoride prefers to adopt
an interior solvation structure to a surface structure for cluster size 20. However, results
of simulations with both model potentials paint a different picture, as to whether enthalpy

~ or entropy drives the ion towards the interior of the cluster.
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Inspection of the ion properties of the halides in Tables 3.1 and 3.2, makes it
obvious that chloride and bromide have relatively similar properties, compared to
fluoride, which has a significantly smaller polarizability and much higher ion-water
binding energy. We can therefore expect that the cluster size dependence of the hydration
thermodynamics for chloride and bromide will show similar features. The P(rm)
distn'butions and P(6) distributions for chloride and bromide in aqueous clusters of size
20, 32 and 64 are displayed in Figs. 3.2 and 3.3. For cluster size 20, the P(rcm) .
distributions for both ions exhibit a single predominant peak, centered at ~ 1.8 A for
OPLS, and ~ 3.2 A for OPCS, as shown in Figs 3.2a and 3.3a. The angular probability
distn'bﬁtions, shown in Figs. 3.2b and 3.3b, indicate that OPLS predicts an interior
solvation structure, whereas surface solvation is favored for OPCS. In the case of
fluoride, there was a significant difference in the cluster enthalpy between interior and
surface states with OPLS, but not for OPCS. For chloride and bromide, neither model
potential predicts a significant difference in enthalpy between the two solvation states.
.Therefore, entropy must be the main factor that determines the preferred solvation state
for bromide and chloride at a cluster size of 20. The simulation results with both models,
however, disagree as to whether entropy favors an interior or surface solvation structure.

For cluster size 32, the P(r.,) and P(6) distributions evaluated with OPLS, shown
in Figs. 3.2¢, 3.2d, 3.3c and 3.3&, indicate that the interior state is thermodynamically
favored for chloride, whereas both interior and surface solvation states coexist for
bromide, with the peak in the P(r.n) distribution corresponding to the interior state

largely predominant over that corresponding to the surface solvation state. The
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equilibrium constant Kys for the interior to surface solvation states of Br (H,0)s, for
OPLS is 16.7, indicating a pfcdominance of the interior vs. surface state populations by
one order of magnitude. As for OPCS, the P(r.,) distributions, shown in Figs. 3.2¢c, and
3.3c, show the coexistence of both solvation states for chloride and bromide in a cluster
of 32 water molecules. The P(6) distributions evaluated ovér the window of
configurations closest to the peaks in the P(r.,) distributions confirm the coexistence of
both interior and surface states, as shown in Figs. 3.2d and 3.2c. The equilibrium constant
between the interior and surface states for bromide, K[)s = 0.04, is an order of magnitude
smaller than that for chloride, Kys = 0.11, indicating that surface solvation is more
favored for bromide than for chloride for cluster size 32 with OPCS. Since chloride has a
slightly higher ion-water binding energy, and smaller ionic radius than bromide, (cf.
Table 3.25 it is not surprising that Ky is larger for chloride than for bromide. As was the
case for cluster size 20, there is no significant différence between the cluster enthalpies of
the interior and surface states for both model potentials. Thus, we can conclude that
entropy must be the major factor determining the preferred solvation structure for both
chloride and bromide for cluster size 32. However, there is a discrepancy in the OPLS
and OPCS results, as to which solvation structure is thermodynamically favored.

The ion-to-water center-of-mass distance distributions and angular distributions
for chloride and bromide for cluster size 64 are shown in Figs. 3.2e, 3.2f, 3.3e and 3.3f.
Once again, the P(rcm) disfributions generated with OPLS are very different from those
generated with OPCS. For cluster size 32, OPLS predicts the existence of only the

interior solvation state for chloride, and the coexistence of both states for bromide with a
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predominance of the interior state. The equilibrium constant for interior vs. surface
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Figure 3.2 CI'(H;0),, [n = 20, 32, 64], ion-to-water center-of-
mass distance probability distributions P(r.,) (left panel) and
angular probability distributions P(6) (right panel) , where @ is
defined as the angle between each water molecule, the ion and
the water center of mass, generated with the OPLS (line) and

OPCS (dashed line) model potentials.. -
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Figure 3.3 Br (H,0),, [n = 20, 32, 64], ion-to-water center-of-
mass distance probability distributions P(r,) (left panel) and

angular probability distributions P(6) (right panel).
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solvation is 5.5 in the case of bromide, indicating that the interior state is favdred more
than 5 times over the surface state in a cluster of 64 water molecules. With OPCS, the
P(r.y) distributions indicate the coexistenc¢ of interior and surface solvation states for
both chloride and bromide. The interior-to-surface equilibrium constants are 1.4 and 0.97
for chloride and bromide, respectively, indicating an almost equal population of interior
and surface states for both ions. Once again, the cluster enthalpies, listed in Table 3.3, are
almost equal for the interior and surface solvation states for both model potentials,
indicating that entropy rather than enthalpy determines the preferred solvation state of the
ions.

The P(rm) and P(6) distributions for I'(H,0),, [n = 32, 64], aré shown in Fig. 3.4.
For iodide, both OPLS and OPCS predict a predominant surface solvation state for
cluster size 32. For OPCS, the P(r.,) distribution, shown in Fig. 3.4a, exhibit a small
population of structures with r., in the range 0 to 2 A, which corresponds to an interior
solvation state, a shoulder at ., ~ 3.5\1&, which reflects the existence of an intermediate
state where the ion is situated just below the surface of the cluster, and a pronounced
peak at 7o, ~ 5.0 A, which evidently corresponds to a surface state. For cluster size 64,
both models predict an equilibrium between interior and surface states, with Kys = 0.5
and 0.6 for OPLS and OPCS, respectively. Therefore, both model potentials predict a
nearly equél probabilify of the interior and surface solvation states, with the surface state
being slightly favored. Once again, the cluster enthalpies for the interior and surface

states, listed in Table 3.3, are very similar, indicating that entropy must determine the
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favored solvation state of iodide for both cluster sizes. These results will be compared to

those from previous work in the following Section.
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Figure 3.4 I'(H,0),, [n = 32, 64], ion-to-water center-of-mass
distance probability distributions P(r.,) (left panel) and angular
probability distributions P(8) (right panel), where & is defined as
the angle between each water molecule, the ion and the water
center of mass, generated with the OPLS (line) and OPCS

(dashed line) model potentials.
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In summary, simulations with both OPLS and OPCS model potentials support that
entropy alone determines which solvation state is thermodynamically favored for
chloride, bromide and iodide over the full range of cluster sizes investigated. In the case
of fluoride, on the other hand, the model potentials .yield conflicting results, as to whether
enthalpy or entropy may govern the thermodynamically favored solvation structure. The
OPLS model predicts that enthalpy favors interior solvation for cluster sizes 12 and 20,
whereas the OPCS model predicts that entropy is the main factor contributing to the
thermodynamically favored solvation state. Furthermore, there is a discrepancy in the
simulation results with both model potentials as to which solvation state is preferred for a
given cluster size. The OPLS model predicts that the interior state is thermodynamically
favored over the whole range of cluster sizes, for fluoride, chloride and bromide. For
iodide, on the other hand, OPLS predicts a surface solvation stéte at cluster size 32. The
OPCS model seems more sensitive to cluster size effects, and to the properties of the
ions. For OPCS, surface solvation is thermddynamically favored for the smaller cluster
sizes, and interior solvation becomes increasingly more important with increasing cluster
size. For fluoride, OPCS predicts that interior solvation is preferred at cluster size 20. For
chloride, bromide and iodide, which have similar radii, polarizabilities, and ion-water
binding enthalpies, the interior state is almost equally likely as the surface state at cluster
size 64. Since OPLS predicts interior solvation, independently of cluster size or the
detailed properties of the halides for most of the halides, we conclude that this model

does not properly describe the thermodynamics of interior vs. surface solvation of halide-
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ions in water clusters. In the following section, we will explore the various reasons

behind the discrepancies between both model potentials in more detail.

3.4 Discussion

The preferred surface solvation structure of some ions in small- to medium-sized
water clusters has been mainly attributed to their large ionic radius, as large ions
significantly perturb the hydrogen-bonded network within the cluster, and to ion-water
binding enthalpies similar to that of the binding entflalpy between water molecules within
the c.lustcr. As such, the water molecules tend to bind to themselves rather than to the ion,
thus forcing the ion towards the surface of the cluster. The ionic radii r; and the ion-water
0 K binding enthalpies (D,) for the halides investigated in this work are listed in Table
3.2, and the ion polarizabilities ¢ are listed in Table 3.1. The radii and polarizabilities
increase fromv fluoride to iodide, Whereas the ion-water binding enthalpies ’decrease.
Since smaller jons will tend to infiltrate the hydrogen-bonded network of the water
cluster more easily, and water molecules will preferentially bind to ions with ion-water
binding enthalpies larger than the water-water interaction enthalpy within thé cluster, we
could expect that the interior state will become thermodynamically favored over the
surface state at increasingly larger cluster sizes as we progress from fluoride to iodide
down the halide series. Our simulation results suggest that equilibrium between interior
and surface states, with a nearly equal probability of either state, exists for chloride,
bromide and iodide at cluster size 64, but the fluoride ion prefers interior solvation by

cluster size 20.
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In the case of fluoride, previous simulations using model potentials, for cluster sizes 1 to
15, suggest that interior solvation states are favored over surface states at cluster size 4
and larger,'**!'*® consistent with experimental data and high-level electronic structure
calculations of minimum energy cluster structures. *>?*130146.147 The simulations reported
here with OPLS also support this finding. In contrast, OPCS predicts that interior
solvation states become thermodynamically favored over surface states for clusters
containing more than 12 water molecules. Kim and co-workers performed high-level
electronic structure calculations of small fluoride-water clusters, n = 1-6.'” These
calculations showed that interior and surface solvation states are nearly isoenergetic at O
K for cluster size 6, and that entropy favors interior-solvated structures at higher
temperatures. Consequently, at cluster size 6, entropy becomes the main factor which
determines the thermodynamically favored solvation state, in agreement with the
prediqtions of OPCS in the present simulations. On the other hand, OPCS predicts that
entropy favors surface solvation for a cluster size of 12, rather than interior solvation, as
would be expected from previous experimental and theoretical studies. As will be
explained in more detail shortly, the choice of the model potential employed in
simulations of halide-water clusters significantly affects the preferred solvation state of
the ion. The fact that OPCS may provide a more realistic description of water-water and
ion-water interactions may account for the discrepancies between the present simulations,
and those performed with simpler model potentials.145

The stability of clusters is known to vary significantly with cluster size, and

cluster sizes with exceptionally high stabilities, called “magic number structures”,
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exist."*® Dreyman and Wachman found exceptionally stable structures for water clusters
containing up to 21 water molecules.'”® The varying stability of wafér clusters as a
function of cluster size may significantly affect the solvation behavior of ion-water
clusters. It is therefore not unreasonable to assume that interior solvation states could be
favored at small cluster sizes where the ion significantly affects a lqose water network,
Whereas' surface solvation states may predominate for larger cluster sizes where the water
molecules adopt highly stable structures. This is an issue that could be resolved by
generating potentials of mean force for intermediate cluster sizes, between 6 and 20 water
molecules, and merits further investigation. It should be noted that the aforementioned
electronic structure calculations predict thermodynamic properties from calculations ’cl)n a
limited number of local minimum energy structures, such that the floppiness of the
cluster structure is underestimated, under the harmonic oscillator approximation, so that
the water librational modes are improperly treated as harmonic Vibratioﬁs. Therefore,
such calculations do not properly account for the entropy of the clusters, and only‘
calculations of ensembles of cluster configurations can yield reliable thermodynamics.
Many previoﬁs theoretical studies have noted discrepancies between simulation
results with polarizable and nonpolarizable model potentials for the larger halides in the
series, 0312314515053 Gyart and Berne performed MD simulations with both OPLS and a
~ polarizable fluctuating-charge water model to investigate the interior vs. surface solvation
of CI"(H,0), clusters, for n < .255.103 Over the full range of cluster sizes, they observed
that CI” is situated in the interior of the cluster with the nonpolaﬁzable (OPLS) model,

whereas the ion is situated near the surface with the polarizable model. More recently,
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Yoo and Zeng performed a similar investigation of CI” and Br™ in water clusters,
comparing once again the results obtained with OPLS and those with the Dang-Chang
polarizéble water model and polarizable ions.™® They found that CI” is fully solvated for
n = 60, and Br~ is partially solvated with the nonpolarizable (OPLS) model, but both ions
reside at the surface up to cluster size 500 with the polarizable model. As mentioned
earlier, Herce et al. evaluated the PMF for a chloride moving from the interior to the
surface of a cluster of 238 Water molecules.'” They also found that interior solvation is
favored with a nonpolarizable 3-charge sité water model, and surface solvation with a
polarizable water model. qu simulations agree with previous work, in that OPLS favors
interior solvation up to cluster si;es of 64 for chloride and bromide. However, in contrast
to simulations performed with other polarizable model potentials, the present simulations
with OPCS predict a nearly equal probability of the interior and surface solvation states
for the larger halides at cluster size 64.
It is worth pointing out that this investigétion and our previous work on iodide-
water clusters are the first rigorous investigations of the surface-to-interior state transition
_’in halide-water clusters as a function of cluster size. Most previous theoretical studies
have concentrated on chloride and bromide, and to the best of our knowledge, this work
and our previous investigation are the first to address theA case of I'(H,0), by means of
simulations. Except for theAwork of Herce et al., no previous studies have resorted to the
evaluation of potentials of mean force in order to distinguish the thermodynamically
favored solvation structure of the halides as a function of cluster size. The evaluation of

jon-to-water center-of-mass distance distributions not extracted from potentials of mean
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force spanning a wide range of the r.,, coordinate, does not constitute a rigorous approach
to determine the predominant solvation state of an ion. For instance, standard
(equilibrium) MD simulations may simply sample configurations around a local free
energy minimum if the latter is separated from a global minimum by a significant free
energy barrier. Such simulations may also sample configurations along a single local free
energy minimum and ignore other possible solvation states, unlike the present MD
simulations with umbrella sampling.

The discrepancy between simulation results with different model potentials was
attributed by Stuart and Berne to the fact that polarizable water molecules have a larger
effective dipole moment than nonpolarizable water molecules, due to the added induced-
dipole interaction inherent in polarizable water models. They argued that dipole-induced
dipole interactions strengthen the hydrogen bonding network between neighboring
waters, thus favoring sﬁrface solvation of the ions in water clusters.'® The polarizable
TIP4P fluctuating-charge model developed by Stuart and Berne was dérived to reproduce
liquid-phase properties of the solvent and the ion. Their model predicts an average water
dipole moment of 2.62 D, which is consistent. with the éstimated liquid phase value of
around 3 D."** For comparison, the nonpolarizable TIP4P model has a fixed dipole of
2.18 D, which is smaller than that of the liquid phase but larger than the gas phase value
1.8 D In contrast, the polarizable model, employed by Yoo and Zeng and
parameterized to the gas-phase dipole and quadrupole moments of water and to electronic
structure theory binding energies and dimer geometries, predicts an average dipble of 2.5

and 2.75 D for waters molecules at the surface and in the interior of the cluster,
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respectively. The OPCS model employed herein, which was also derived from gas-phase
and small cluster data, predicts a dipole moment ranging from 2.4D at the cluster surface
to 2.75D in thé cluster interior, as for the Dang-Chang water model. Therefore, the fact
that OPCS predicts the coexistence of interior and surface states for the larger halides at
cluster size 64, whereas the other polarizable models discussed above predict surface
solvation for cluster sizes larger than 200, cannot be attributed to the water dipole
moment, or effective polarizability, because all the water models described above have
similar average water dipole moments in clusters. Furthermore, the discrepancy between
the results of simulations with polarizable model potentials cannot be ascribed to the
properties used to parameterize the models, since both the fluctuating charge model,
which was parameterized to reproduce bulk properties, the Daﬁg—Chang watef model and
OPCS, which were both parameterized to reproduce gas-phase and small cluster data,
predicf different solvation states, depending on cluster size, for chloride and bromide.

The main difference between the polarizable models used in previous studies and
OPCS lies in the description of the charge distribution of the water molecules. As
mentioned in the methodology section, OPCS employs 4 charge sites, with two sites that
serve to mimic the oxygen lone pairs on the water molecules, whereas the other |
polarizable water models discussed employ 3 charge sites (and only one oxygen site).
Thus, the charge distribution of the water molecules could be an important factor in
properly descﬁbiﬁg the solvation behavior of halides in water clusters. Since the OPCS
water model has more charge sites, each water molecule has more flexibility in forming

hydrogen bonds with neighboring water molecules, which could favor the water-water
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interactions within the cluster. Moreover, the charge distribution is planar for water
models containing three charge sites. In contrast, the two .oxygen charge sites of the
OPCS model are situated off the plane of the water molecule, such that the charge
distribution of the water molecules is more isotropic, and more realistic than models
employing only three charge sites. The increased possibility of forming hydrogen bonds,
and the nonplanar charge distribution of thcv OPCS water model may result in an
increased entropic contribution, due to favorabley ordering of the water molecules within
the clusters. Consequently, we can conclude that an accurate description of the water
charge distributibn is also an important factor to obtain a proper description of the
thermodynamics of interior vs. surface solvation in halide-water clusters

" 'We have just established that a realistic description of the polarization and charge
distribution of the water molecules is essential in the study of ionic solvation. Another
important issue deals with how the inherent properties of the ion influence its solvation
behavior in water clusters, and in particular, how the ion-water bihding enthalpy and/or
the ion polarizability influence the solvation structure and thermodynamics of the ion. In
order to address this issue, we have performed simulations of Cl"(H,0), using an OPCS
‘model potenﬁal where the ion-water binding enthalpy is ‘varied at constant ionic
pdlérizability, and the ion polarizability is varied at constant binding enthalpy, and new
Lennard-Jones parameters were derived to account for the changes in the chloride-water
potential energy surface following the variation in the aforementiéned ion properties. The
resulting Lennard-Jones parameters for each binding enthalpy and ion polarizability

explored are listed in Table 3.4. The chloride-water binding enthalpy and the
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polarizability of the chloride ion were varied to a point where the Lennard-Jones
parameters remained within physically realistic limits. Simulations with these model
potentials will also help assess the sensitivity and robustness of the model potential with
respect to parameterization.

Figure 3.5 shows the rc, probability distributions‘ obtained by varying the
chloride-water binding entﬁalpy and the ion polarizability. As shown in Fig. 3.5a, the

change in the chloride-water binding enthalpy does not significantly affect the P(rcm)

Table 3.4 Lennard-Jones parameters for varying chloride polarizabilities () and 0 K
chloride-water binding enthalpies (D)

a (A% D, (kcal/mol) € (kcal/mol) o© (A)

1.0 13.1 0.2548 3.6014
2.Q 13.1 0.2044 3.6781
4.0 13.1 0.1690 3.7746
5.0 | 13.1 0.2344 3.7170
34 12.0 0.0543 4.2610
34 | 14.0 0.0809 4.0094
34 15.0 0.2466 3.6568
34 16.0 0.6262 -3.4135

distributions, since the distributions peak at ~ 3 A, regardless of the binding enthalpy.
The P(r.) distributions, however, vary significantly with the ion polarizability, as shown

in Fig. 3.5b. In fact, interior solvation is favored for polarizabilities of 1.0 and 2.0 A3, and
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surface solvation is favored for polarizabilities of 4.0 and 5.0 A3. Consequently, our
simulation results suggest that the polarizability of the ion affects the thermodynamics of
interior vs. surface solvation much more drastically than the ion-water binding enthalpy.
This observation supports the proposal that the entropic contribution to the free energy
determines the solvation structure of the ion, rather t}ran the enthalpy of the cluster, as
was found in many previous 'studies,28’29’86’103’145’151’152’156‘158 because polarization favors
the mobility of the ion and the water molecules in the cluster. As mentioned earlier,
entropy determines the solvation structure and thermodynamics even in small water
clusters containing fluoride,'® which has the highest ion-water binding enthalpy of the
halide series, and for which we would expect the ion-water enthalpic contributions to
dominate the free energy of the cluster.

In our previous investigation of the transition from surface to interior solvation in
I"(H,0), clusters, a different methodology was employed, based on Monte Carlo (MC)
simulations and free energy perturbation theory, with the same model potentials. Figure
3.6 shows the P(r,) distributions obtained with the MD procedure employed herein and
the MC procedure employed previously, for CI"(H;0), and I'(H20),, [n = 32, 64]. For
CI"(H,O)3,, both the MC and MD simulations predict a predominant interior solvation
state with OPLS, and a preference for surface solvationA state with OPCS. For CI"(H;0)e4,
the P(r.) distributions obtained with both simulation methods are also consistent: once
again, OPLS predicts an interior solvation state, whereas OPCS predicts an equilibrium
between interior and surféce solvation states. Furthermore, both MC and MD simulations

with OPCS predict a nearly equal probability of either solvation state, with Kys = 1.1 and
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Kys = 1.4, respectively. For I"(H,0)3,, the distributions obtained with both simulation

methods also predict similar solvation thermodynamics with OPLS and OPCS. For
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Figure 3.5 CI"(H0)y ion-to-water center-of-mass distance
probability distributions P(r.,) obtained with an OPCS model
where the ion-water binding enthalpy (Dy) is varied at constant
ionic polarizability (Fig. 3.5a), and the ion polarizability (o) is
varied at constant binding enthalpy (Fig. 3.5b).
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Ar )

Figure 3.6 CI"(H,0), (left panel) and I"(H,O), (right panel) ion-

to-water center-of-mass distance probability distributions P(7cm),

for cluster sizes 32 (Fig. 3.6a) and 64 (Fig. 3.6b), comparing

simulations from Monte Carlo (MC) simulations using free

energy perturbation theory, and molecular dynamics simulations

(MD) employing umbrella sampling coupled with the weighted
* histogram analysis method.

I'(H20)64, on the other hand, the P(r.,) distributions obtained from MC and MD

simulations yield quite different results. WithOPLS, the interior-to-surface equilibrium
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constants obtained from the MC and MD simulations are 1.6 and 0.5, respectively,
suggesting a preferred interior state according to MC simulations and a surface solvation
state according to MD simulations. The inconsistency between the results from both
simulation methodologies is even more pronounced for OPCS, in which case the P(7em)
distributions obtained from MC and MD simulations yield equilibrium constants of 14.6
and 0.6, respectively, in sérious disagreement with one another. Therefore, the P( Yem)
distributions obtained from MC and MD simulations are in fair agreemént for chloride at
cluster \sizes 32 and 64 and for iodide at cluster size 32, buf are inconsistent for T"(H,0)g4.

Souaille and Roux compared the ensemble-averaged free energies, evaluated with
the WHAM technique and with free energy perturbation theory, for a charge-dipole
system consisting of a point charge and one water molecule.’® They found that both
techniques yielded similar average free energies, but that the WHAM technique greatly
reduced the statistical error on the averages. To the best of our knowledge, however,
these various techniques have never been compared for the evaluation of potentials of
mean force. The P( ¥em) distributions obtained from the MC simulations, Where the

potential of mean force are evaluated with free energy perturbation theory,122 are

calculated from the PMF as P(r,, )=4n r’ e """ thus biasing the distribution by a

factor 4x rcfn . Furthermore,‘ the bias introduced by constraining the system to a given 7y,

value is not removed in evaluating the potentials of mean force with this methodology.
With the WHAM technique, on the other hand, the P(r.,) distributions are obtained
directly and the bias imposed on the system due to the introduction of an umbrella

potential is removed. Therefore, it appears that not only accurate potentials are required
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to obtain quantitative results concerning the solvation structure and thermodynamics of
halide-water clusters, but the methodologies employed to evaluate the potential of mean
force can also yield significantly different results. The aforementioned MC and MD
methodologies differ in the treatment of the bias potential and the P(rcm) distributions, as
mentioned above, but also in the approach for configuration sampling. While in principle
equivalent, MD and MC simulations explore the configurational space differently: the
collective motion of molecules is correlated with MD, while ensembles of structures are
generated by a set of uncorrelated molecular moves in MC. However, a detailed
éomparison of configuration sampling for ionic clusters with MC and MD simulations,
and of the procedure to evaluate PMFs, is beyond the scope of the present work and is
left for future study.

Finally, our investigation strongly suggests that an accurate description of the
subtle ion-water and water-water interactions is essential to properly describe the
solvation behavior of halides in water clusters. We mentioned earlier that OPLS is
parameterized for liquid simulations, whereas OPCS is parameterized for cluster
simulations. As such, we expecfed that the simulations with both models would yield
results somewhat in between liquid-phase and gas-phase behavior. Accordingly, OPLS
predicts interior solvation, independently of the ion or the cluster size, as would be
expected from the bulk solvatioﬁ behavior of the ions. OPCS, on the other hand, was
shown to be muchb more sensitive to the properties of the ions and to cluster size.
Nonetheless, one cannot conclude with absolute certainty that these simulations yield

realistic solvation structures and thermodynamics, due to the sensitivity of the solvation'
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behavior on the model potential employed. Consequently, only simulations based on
first-pﬂnciples intermolecular intéractions could yield a definitive answer concerning the
cluster size dependence of interior vs. surface solvation in halide-water clusters. We are
presently performing more definitive simulations employing both semiempirical and
first-principles approaches in order to provide a definitive, quantitative and rigorous

investigation of the solvation structure and thermodynamics of halide-water clusters.

3.5 Concluding Remarks

We performed a quantitative investigation of surface vs. interior solvation in
halide—water‘clus.ters in order to identify the possible transition from surface solvation to
interior solvation as a function of cluster size. We evaluated the free energy change as a
function of the distance between the ion and the solvent center of mass r., in halide-
water clusters by means of Nose-Hoover molecular dynamics simulations thermostated at
200 K with umbrella sampling, together with the weighted histogram analysis method,
using both OPLS and OPCS model potentials. The resulting potentials of mean force
(PMF) and r., probability distributions P(rem) indicate that interior solvation is
thermodynamically favored with OPLS for all cluster sizes investigated and for the whole
halide series, except for iodide, for which the surface solvation state is predominant at
cluster size 32 and 64. With OPCS, on the other hand, our results indicate that fluoride
favors interior solvation at cluster size 20, and, according to the interior-to-surface
equilibrium constants, the interior and surface solvation states are nearly equally
populated for chloride, bromide and iodide at cluster size 64, with the surface state

becoming increasingly more favored as the ionic radii and polarizabilities increase down
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the halide series. These findings are consistent with the variation in ionic properties, such
as polarizability and ion-water binding enthalpy, along the halide series. Fluoride is much
less polarizable, and the ion-water binding energy much larger than that of the other
halides. It is therefore expected that fluoride will favor interior solvation at a lower
cluster size than other halides. Chloride and bromide have very similar polarizabilities
and ion-water binding énthalpies. Consistently, our results demonstrate very similar
solvation behaviors as a function of increasing cluster size for the ions.

As méntioned above, with OPCS, fluoride favors a surface solvation for cluster
sizes larger than 12, in contradiction with previous high-level electronic structure
calculations that predict a transition from surface to interior solvation at cluster sizes 5
and 6."* The discrepancy with previous calculations may be due to the fact that water
clusters form structures with exceptionally high stability at some cluster sizes," which
could explain why fluoride prefers to adopt an interior or surface solvation structure
depending on cluster sizé. Furthermore, electronic structure calculations rely on thé
harmonic oscillator approximation to evaluate thermodynamic properties and are based
on a few cluster structures, and therefore do not account for the floppiness of the cluster
structures and may not yié:ld a proper description of the entropy of these systems.

For the large'f halides in the series, a discrepancy between the predictions of the

OPLS and OPCS model potentials is also observed, consistent with what was found in

previous work.103123:145.150 This has been attributed to the fact that OPLS does not account
for ion-water and water-water polarization, which has proven to be an essential factor in

determining the solvation structure of ions in water clusters. Simulations of CI"(H20),0
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clusters with varying ion-water binding enthalpies and polarizabilities reveal that the
polarizability alone drives the ion to the surface or towards the interior of the cluster, and
as such, the OPLS model cannot provide reliable thermodynamics of ionic solvation.
Various polarizable model potentials have been employed in the past to
investigate the solvation structure of halides in water clusters, 12145150 byt these
models predict that chloride and bromide ions reside at the surface of clusters containing
up to 200 water molecules. The OPCS model, on the other hand, predicts an almost equal
probability for interior and surface solvation states at cluster size 64 for both ions. All
previous modéls, however, employ a 3-charge planar charge distribution for the water
‘molecules. In contrast, OPCS uses a 4-charge site water model, where 2 of the charge
sites are situated off the plane of the water molecule, which yields a 3-dimensional
charge distribution that better reproduces the water multipol;: moments. Therefore, the
polarizability of water and the ions may not be the only important factor in determining
the solvation ‘structure of halides in water clusters, and the details of the charge
distribution may also play an importantl role. Since our simulation results suggest that the
entropic contribution to the free energy is mainly responsible for the solvation structure
of the ions, in accordancé with previous studies, we believe that the 3-dimensional charge
distribution of the OPCS water model may help capture the subﬂe interactiéns involved

in a proper assessment of the cluster entropy.

In summary, our predictions with the OPCS model suggest that chloride, bromide

.

and iodide undergo a transition from surface to interior solvation at around the same

cluster size, whereas fluoride favors interior solvation at a much smaller cluster size,
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consistent with the ion properties along the halide series. Furthermore, we have
determined that entropy, rather than enthalpy, governs the solvation thermodynamics of
halide-water clusters. The discrepancy between model potentials reveals that subtle
polarization effects and the precise shape of the charge distribution of water significantly
affects the cluster entropy and, thus, the solvation structure of ions in water clusters.
Hence, further simulations, based on first-principles intermolecular interactions, need to
be performed to eventually obtain a quantitative and definitive description of the

transition from surface to interior solvation in halide-water clusters.



Nal(H;0), Photodissociation Dynamics 74

Theoreﬁcol Studies of Seeded Water Clusters: Structure,
Thermodynamics and Photochemistry

Chapter 4

Nonadiabatic Trajectory Studies of
Nal(H20), Photodissociation Dynamics

Submitted as:

Denise M. Koch, @adir K. Timerghazin, Gilles H. Peslherbe
Branka M. Ladanyi and James T. Hynes
Journal of Physical Chemistry A (2005)



Nal(H,0), Photodissociation Dynamics _ 75

4.1 Introduction

The electronic structure of alkali halides is characterized by a crossing of covalent
and ionic curves, or equivalently an avoided crossing between ground and excited state
adiabatic curves which change theif electronic character in the neighborhood of the
avoided crossing.159 This characteristic leads to interesting effects in their dissociation
dynamics and has prompted a number of experimental and theoretical studies of their
gas-phase photodissociation dynamics, especially for NaL®%1%17 The latter has
attracted much attention because it is one of the alkali halides with the smallest
internuclear separation at which the ionic and covalent curves cross.””® At small
internuclear separations, the electronic coupling between the diabatic states is large
enough to enable the resulting adiabatic potén‘tials to govern, at least in part, the nuclear
motion. At large separations, this coupling is exponentially small and the dissociation
proceeds nonadiabatically, as if there were no mixing of the covalent and ionic
configuratic)ns.168

The gas-phase photodissociation of Nal has been extensively investigated with

femtosecond transition state spectroscopy,®> 5%

and experimental results have béen
successfully compared to quantum mechanical, semiclassical and classical
calculations.®*'%*1%8 I typical experiments, excitation from the ground (ionic) 'Z* state
to both the excifed adiabatic Q=1 and Q=0 states — which are essentially covalent in the
Franck-Condon region — are possible, and ionic products are not energetically
_ accessible.'®® Due to symmetry considerations, the Q=1 state has no ionic character at

any separation and, since it is purely repulsive and does not predissociate,m the Nal



Nal(H,0), Photodissociation Dynamics 76

molecules excited to this state produce free atoms on a very short time scale. On the other

hand, the Nal molecules excited to the Q=07 state — whose character is covalent in the
Franck-Condon region but ionic at larger separations — exhibit more interesting

dynamics: they may be transiently trapped in a well formed by the avoided crossing of

the covalent 0F and ionic surfaces, and then undergo a nonadiabatic transition to form
atomic products.“’64 The excited-state population evolution can be followed in time by
promoting the freshly excited Nal to a probe state, as depicted in Fig. 4.1, whose
population can in turn be monitored by laser-induced fluorescence of the sodium D
1ine®** or by collection of sodium ions by mass spectrometry.171 These detection
schemes give rise to oscillatory signals — because of the transient trapping of the Nal
population in the excited-state well — with decreasing amplitude, because of the leakage
of excited—state’population to form atomis via nonadiabatic transitions.

Our own interest in Nal has centered on the photodissociation dynamics for this
system in solution®® and in clusters.'** Polar solvent molecules preferentially stabilize
molecular species with a localized charge character, and ionic products of alkali halide
photodissociatién méy become more favorable in solution or in small clusters. More
generally, polar and/or polarizable solvents are known to modify solute electronic
structures and inﬂucnqe the dynamics of chemical reactions, and we are particularly
interested in the influence of ’solvation on the curve crossing dynamics of the Nal
paradigm molecule. Our earlier theoretical work on Nal in solution,%® which employed a
combination of semiempirical valence bond theory in solution developed by Hynes and -

co-workers>®'7? and transition state theory,'”> showed that activated electron transfer
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(ET) would occur on the ms timescale. Remarkably, Nal was predicted to undergo
electron transfer in the inverted regime.174 Unfortunately, radiative deactivation of the
freshly excited Nal followed by recombination of the ions on the ground state surface
occurs on the ns timescale, and would short-circuit any electron transfer process. This
work also suggested that activated ET might occur in small clusters, which are
sufficiently large to involve significant solvation and “solvent” reorganization, but
sufficiently small so that the associated ET barrier would be low enough to allow

competition with radiative decay to an environmentally stabilized ground ionic state.
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Figure 4.1 Nal adiabatic potential energy curves
illustrating the two detection schemes (two-
photon and one-photon probes) and the electron
kinetic energy K,; employed to generate the time-
resolved photoelectron spectra.



Nal(H;0)n Photodissociation Dynamics 4 | 78

Cluster studies are also of independent fundamental interest, and have been the

: . 66,67,175 . . . . 124
subject of recent experiments motivated in part by our earlier theoretical work,

which showed how the presence of a single solvent molecule affects the nonadiabatic

dynamics of Nal photodissociation. In experimental studies of Nal ion pairs in polar

66,67,175

solvent clusters of water, acetonitrile and ammonia, a very clear solvent-selective

behavior was observed in the distribution of the detected Na*(solvent), product jons.'™
For instance, clusters of size up to n~50 have been observed experimentally with water,
but no clusters larger than size 10 and 7 have been observed with ammonia and
acetonitrile, respectively.175 In previous theoretical work, we also investigated the
structure and thermodynamics of Nal ion pairs in aqueous clusters.®*®” We found that Nal
ion pairs are actuélly stable with respect to complete ground-state dissociation, even in
very large water clusters, but that solvent-separated ion pairs (SSIP) become rapidly
predominant over contact ion pairs (CIP) with increasing cluster size. Model electronic
structure calculations showed that SSIP have a much reduced oscillator strength and may
not possess optically accessible excited states akin to that of gas-phase Nal.” Our
findings are consistent with the fact that prqducts of Nal(H,0), cluster photodissociation
of size n>50 were not observed experimentally, as the larger SSIP pa-rent clusters may
just not be photochemically active. Interestingly enough, we also found that the structure
of ion pairs ih water clusters could be relativciy simply related to that of the individual

ions in water clusters.®? Of particular importance in this case is the now well-known

hydration structure of the iodide ion in aqueous clusters,”**""*!"" in which iodide

preferentially sits at the surface of small- to medium-sized clusters, a solvation character
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which may explain why Nal ion pairs are “dragged” to the surface of small water
clusters.”” Recently, Jungwirth and Tobias demonstrated that large halide ions tend to
accumulate at the surface of the air/water interface of alkali-halide solutions for similar
reasons, a finding which is of | great importance for heterogeneous atmospheric
chemistry.110

A striking finding in our earlier theoretical work'** was the importance of solvent
evaporation in the NaI(H,0O) photodissociation dynamics. Since it obviously significantly
decreases the size of the cluster being investigated in the course of the reaction, one needs
to pay attention to larger parent clusters in order to attempt a connection with
experimental results, which have been primarily reported fdr the (product) cluster size
range n=1-8.%7 One objective of the present work is to assess the importance of solvent
evaporation in the photodissociation dynamics .of NaI(HzO)n [n>1] clusters in order to
make a more thorough connection with experimental findings. Another equally important
objective is to investigate the nonadiabatic dynamics of photodissociation (and electron
transfer) in NaI(H,O), clusters as a function of clusfer size and to simulate femtosecond
probé signals and time—reéolved photoelectron spectra for possible connection with
experiment. As the differential solvation between the‘ionic and covalent NaI states
increases with cluster size, one might expect different nonadiabatic transition dynamics
as the ionic state becomes increasingly more stabilized upon additioh of water molecules.

The outline of this article is as follows. The semiempirical valence-bond theory
employed to describe the Nal electronic structure, the interaction potentials and the

simulation methodology are presented in Section 4.2. The results of the simulations are
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presented in Section 4.3, where particular attention is paid to water evaporation,

nonadiabatic dynamics and possible connection with experiment. Concluding remarks

follow in Section 4.4.

4.2 Computational Methodology

4.2.1 QM/MM Potential Energy Suffcces

In this work, we adopt a quantum mechanical/molecular mechanical (QM/MM)
description of the Nal(H;O), system, where the Nal solute is treated with semiempirical
valence-bond (VB) theory and the water solvent molecules are described by classical
model potentials. The total system Hamiltonian is
Hy =K +K, +HRrR)+V(R,R*) (4.1)
where R and R® represent the nuclear degrees of freedom of the Nal sdlute and the
solvent molecules, respectiVely, and r the Nal solute electronic degrees of freedom. The
first two terms in the Hamiltonian of Eg. (1) are the nuclear kinetic energies, the third
term is the Hamiltonian fof the Nal electronic structure and the last term represents the
classical potential of the solvent molecules, including interactions with the solute nuclei.

The solute Hamiltonian can be written as
H(R,r,R*)=H"(R,r)+VE(R,r,R*) ‘ “.2)
where H °(R,r) is the solute gas-phase Hamiltonian and vC(R,r,R‘) represents the

Coulombic interaction between the solvent molecule charge distribution and the solute

electronic degrees of freedom. With this ansatz, it is obvious that the solvent is allowed to .
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affect the electronic structure of the solute via electrostatic interactions. Finally, the last
tenﬁ of the Hamiltonian in Eq. (1) is expressed as

VR, R*)=VE(R)+V (R*)+V" ™ (R,R") (4.3)
where the first two terms are the solvent-solvent Coulombic and repulsion-dispersion

interactions and the last term represents the repulsion-dispersion interaction between the

nuclei of the solute and those of the solvent molecules.

4.2.2 Nal Electronic Structure and Potentials
The Nal electronic structure is expressed as a linear combination of ionic and

covalent charge-localized VB (or diabatic) states

=Y c®, | 4.4
and the wavefunction is solved for in the framework of semiempirical VB theory.65 78179
In this theory, some or all of the valence electrons are treated explicitly, while all other
solute electronic and nuclear energy qontributions are embedded in a core-core potential
H°. One-electron and two-electron integrals for the electrons treated explicitly are
evaluated using semiempirical expressions, based on the point charge, Pariser and
Mulliken approximations,lso resulting in analytical expressions fdr all diabatic matrix.
elements.

For alkali-metal halides MX, only two electrons need to be considered explicitly65

and the charge-localized VB states are expressed as the normalized Slater determinants

P, = Nlle I and ®, =N, ('J\TX ‘ ——IM)_(— {) for the ionic and covalent states, respectively,

where the core electrons have been omitted, X represents the halogen valence p orbital
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lying along the bond axis, and M represents the alkali metal valence s orbital. The
corresponding vacuum electronic Hamiltonian matrix elements, which represent the

diabatic ionic and covalent curves, are given by®

2
H{(R) =(®, |A°|®,) = H* (R) - IP(X) - EA(X) - 2]‘; ; 45)
0 Y0 1 cc 2 62
HY(R) =(®,|H°|®,) =m{H (R)—2IP(X) = 2IP(M) = — }
__Sx®) 2¢
5T B {3IP(X) +3IP(M) + EACX) + EAM) + ——+2p(X) + 2,0(M)} (4.6)

with the electronic coupling

H}(R) =(®,|A°|@,)

Suoe (R) {211“ (R)—2IP(X) - IP(M) — EA(X) - 2;

) J21+ 82 (R)]

while the diabatic state overlap is .

1 1 :
—5 P )5 oM )}, 4.7)

54(R) = (@, |,) = 2B @8)

A Si @R

where R is the internuclear separation, IP and EA are the jonization potential and electron

affinity, o(¥) is a one-electron integral of the form ( ;(Il/ r| ;(} and S, is the overlap

181,182

between the metal s and halogen p orbital. For Slater orbitals, © 1is just the Slater

exponent & divided by the principal qhantum number n and the overlap S, can be

calculated analytically in terms of auxiliary functions.'®® The 5p Slater orbital with
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exponent £=1.9 and the 3s Slater orbital with exponent £=0.7333 are used here for
iodine and sodium, respectively.lgl’182 The ionization potentials for sodium and iodine are
5.14 and 10.45 eV, respectively, while the electron affinity of sodium and iodine is 0.55

and 3.06 eV, 1respectively.126

In the present work and in contrast to our earlier work,”” we slightly depart from
the original semiempirical theory and adjust the core-core potential parameters separately
for both VB states in order to better reproduce experimentally derived potentials and

experimental Franck-Condon (FC) energy gaps. H,(R) is chosen so as to match the

jonic diabatic state energy H. (R) with the widely accepted ionic potential due to Levine
and coworkers,162 whose functional form is a slightly modified form of the Rittner
potential,184 ie.

2

8
HE(R)=IP(X)+IP(M)+ {A,.,m + (%—J }e'R/R"”" + % +E, 401 5ot (R) 4.9)

where the van der Waals attraction and polarization energy term is expressed as

2 2
C,. _(OJM+ +ta,)e _(20{M+0:X_)~e

4.10
RS 2R* R’ (4.10)

b

Evdw/pol (R) =-

With Aggy= 2760 &V, Bio= 2.398 eVIBA, Ripy= 034894, Cia= 113 eV-AS, o, = 0.408
A3 and a,.=6431 A3.162185 There have been a number of eXperimental studies aimed at
charécterizing the covalent state.!”#>18 With a core-core potential of the form

HE(R)=IP(X)+ IP(M) + A e P R (4.11)
where A, = 0.8 eV, B, = 2.5 A'and R, = 265 A, the covalent state potential

matches covalent curves derived from total absorption spectram' and is very similar to
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potentials recently derived from various 'expen'ments.l%’189 The position of the covalent
repﬁlsive wall that we have determined coincides with the one used by Zewail and
coworkers for their classical and quantum mechanical calculations.®*!%

With the latter parameterization of the core-core pdtentials, the position of the
covalent and ionic curve crossing determined here, R.~7 A, is in good agreement with the
commonly accepted value 6.93 A" The diabatic state electronic resonance coupling
H 102 (R), obtained from the semiempirical VB calculations appears to have a more

63,163

reasonable behavior than that of Zewail and coworkers, in that it is exponential in the

internuclear separation range R > 2.7 A, in agreement with electronic structure
calculations.'”” The semiempirical VB theory value -0.06 eV of HY(R) at the crossing

point is in rather good agreement with the accepted value -0.055 eV, for which there is a
wide consensus, both theoretically and experimentally.“’168’185’186

The Secular equation is solved next for the two-state problem to yield the Nal
adiabatic electronic ground (X!Z*) and first excited (A1X*) states. The potential energy
curves for both adiabatic states (cf. Fig. 4.1) are in good agreemenf with Multi-Reference
singly and doubly excited Configuration Tnteraction (MRCI) electronic structure
calculations by Sakai et al. 165 and more recent ones by Alekseyev et al. that include spin-
orbit coupling.167 As expected, the first excited state exhibits a shallow well resulting
from the avoided crossing of the ionic and covalent states. The gas-phase Nal Franck-
Condon (FC) excitation energy predicted by our semiempirical VB model corresponds to

a wavelength of 296 nm, which lies at the lower end of the experimental range of

excitation Wavc-‘:lengths.“’64 For instance, the calculated FC excess energy in the excited
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adiabatic state is 4 to 8 kcal/mol larger than its experimental counterpart for typical
experiments carried out at 300 and 312 nm, 1respectively.63’64’171 Overall, the Nal
potentials are in reasonable agreement, not only with experiment, but also with high-level

electronic structure calculations.'>'%’

4.2.3 Solvation and Water Potentials

The ionic-covalent electronic coupling is small in the neighborhood of the
diabatic curve crossing (less than 2 kcal/mol), which is indicative of the Born-
Oppenheimer regime of solvation,> where the solvent electrons move much faster than
the solute electrons, so that the solvent effectively “feels” charge-localized solute state

,65’190 the instantaneous

charge distributions. As a result, following our earlier work
solvation energy for the solute VB state charge distributions is computed and
incorporated in the individual Hamiltonian matrix elements, i.e.

. 0 C
Hijv_ Hy +V; (4.12)
before solving for adiabatic energies. By using the point-charge approximation embedded

in semiempirical VB theory, the diagonal Coulombic interaction matrix elements become

ye - Inad; N 94, | (4.13)
2j:|RNa—R; . ;lRI_R;

where j labels the charge sites of solvent molecules (the s superscript refers to solvent
molecules), and ¢}, and g; represent the sodium and iodine charges in the i™ diabatic
state, respectively. Finally, the Coulomb-matrix off-diagonal elements are estimated via

the Mulliken approximation
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S
Cc _ 7 C
v, _7’(1/,.,. +V7). (4.14)

This level of description of the solute-solvent electrostatic interactions in terms of point
charges is in complete agreement with the spirit of the semiempirical VB theory used to
describe the Nal electronic structure.

The sodium and iodine charges are obtained from a fit of the MRCI ground and
first excited-state Nal dipole moments as a function Nal internuclear separation.165 We
note that, even though fixed gas-phase charge distribﬁtions are employed for the Nal
diabatic states, the solvent polarizes Nal by modifying the contribution of each VB state
to the Nal electronic structure. A very interesting feature of the dipole moment curves is
that the first excited state is polarized in the Franck-Condon region, but with a reverse
polarity, compared to that of the ionic ground state. For example, the apparent partial
charges of N a*3T™ are 0.75 and -0.35 for the ground and excited adiabatic Nal states in
the FC region, respectively. This finding, which appears to be characteristic of alkali
halides, can be' interpreted in light of semiempirical VB theory and the classical model of
polarization that is embedded in the core-core potential in order to correct for the
‘minimum basis set deficiency of semiempirical theory, as discussed earlier.”®* The latter
finding, as we shall see shortly, has a dramatic impact on the Nal(HxO),
photodissociation mechanism and dynamics, just as was found previously for

Nal(H,0).5

1,99 which consists of Coulombic

The water is described by the rigid TIP4P mode
potentials for electrostatic interactions [I}sf (R*) in Eq. (3)], using point charges of 0.52e

on the hydrogen atoms and -1.04e on an interaction site situated on the bisector of the H-
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O-H angle at 0.15 A from the oxygen atom, and parameterized Lennard-Jones functions
for repulsion-dispersibn interactions [V;'d (R.s) in Eq. (3)] with parameters £.o = 0.155
kcal/mol and ocp.o = 3.154 A. The nonelectrostatic part of the Nal-water interactions
[V (R,R*) in Eq. (3)] is described by Lennard-Jones terms like for OPLS pot.entials.86

The parameters for Na*—~H,0 interactions (&.vs = 0.499 kcal/mol and 0p.ng = 2.446 ;\)
are taken from the early work of Jorgensen and co-workers,'® while the parameters for I”
—H,0 interactions (&.; = 0.225 kcal/mol and op; = 3.970 A), which have not been
reported to our knowledge, Were derived in the very same fashion as for other halide-
water interactions.'?* The same Lennard-Jones parameters are used for both ion-water
and atom-water interactions for simplicity. Simulations of the photoéxcited Nal(H,0)

1,'! showed that energy transfer to water

dynamics performed with a flexible water modé
vibrations in the course of trajectories was negligible, indicating that the rigid water
model is adeqilate for the present simulations. Furthermore, we note that with these
model potentials, the electronic polarizability of the solvent molecules .is kept frozen,
instead of being instantaneously equilibrated to the solute charge distribution, in contrast
to our earlier solution work.% According to high level MRCI electronic structure
| calculations,’®? the water charge distribution does not change significantly between the
Nal(H,0) ground and excited states, such that the static charge distribution of the TIP4P
water model is a sensible approximation for small clusters. Overall, we expect our
QM/MM potentials to yield reasonably realistic dynamics for this system. As a matter of

fact, successful comparison of our simulation results with experiment in Section III

suggests that this is the case.
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4.2.4 Molecular Dynamics with Quantum Transitions

Many methods have been developed to simulate non-Bom-Oppenheimer
dynamics. In this work, we employ a “surface hopping” trajectory method known as the
“molecular dynamics with quantum transitions” (MDQT) method, developed by Tully
and coworkelrsf93 to follow the dynamics in the excited electronic state and the decay to
the ground state. Surface hopping methods are known to describe well nonadiabatic
dynamics involving rapid transitions, and we thus believe the MDQT method is best
suited for our purpose. In this method, the classical particles (nuclei) are constrained to
evolve on an individual adiabatic (electronic) potential energy surface with the quantum
(electronic) 'degrees of freedom propagated simultaneously, and, at each trajectory
timestep, the quantum subsystem time evolution dictates the choice of which adiabatic
potential energy surface the dynamics will be propagated on in the following timestep.

The time-dependent wavefunction of the system is expanded in terms of the

electronic adiabatic states

¥(Q.r.0) =3 C,(w,;@.r), (4.15)

where @ = (R,R*) represents all the nuclear degrees of freedom, i.e. both those of the

solute and the solvent molecules. The wavefunction ¥(Q,r,?)is propagated together with

the classical nuclear motion, using the “classical path” equations of motion'*?

inC, =3¢, v, ~inQ-d,) »  (@16)
j

where

v, =(w.lAy;) (4.17)
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are the Hamiltonian matrix elements over the adiabatic electronic states and

dy = (V| Vo) o (4.18)
is the nonadiabatic coupling vector between the electronic states, a key ingredient in the
equations of motion for the quantum degrees of freedom. In contrast to earlier
applications of the MDQT method,'” where the propagation of the time-dependent
wavefunction relied on a number of numerical approximations, the present mixed
semiempirical VB/classical potential representation allows one to-compute the elements
of the nonadiabatic coupling vector — and thus the right-hand side of the quantum
equations of motion, Eq. (16) — analytically, so that the propagatién of the quantum
degrees of freedom reduces to a two-point boundary value problem, whicﬁ is solved
efficiently . and accurately by a second-order finite-difference-equation numen'cal.
method.'?

With the MDQT method, transitions can occur anywhere along trajectories, not
just at localized avoided crossings. At eaéh trajectory time step, the probability to
undergo a transition is calculated from the time-dependent wavefunction expansion

coefficients as'”?

_ St

ki 4
kk

fa=2n"Im(0,V, —2Re(0;,0d ), (4.19)

J

where At is the time step, and p is the density matrix, i.e. O, = CkC}‘. A stochastic

“fewest switches” algorithm is used to decide whether a hop to another adiabatic state

should occur or not.'”® If a switch between states is performed, the energy difference
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between the states is distributed among the various classical degrees of freedom along the

nonadiabatic coupling vector as'®?

0, =0, - Ll (420

H

where m; is the mass of the atom i, and

by + b e @V @) %ZW”"'Z
Y = ——t 2 ;"a = i ;akk/=—im——;bkk,=ZQi-dkk, 4.21)
k& i i

In the MDQT method, each trajectory is propagated completely coheréntly, ie.
values of the coefficients of the time-dependent wavefunction are retained throughout the
propagation, so that in order to account for quantum decoherence,.one needs to propagate
a swarm of trajectories for a given single classical initial condition. Each swarm
trajectory follows its own path, and the resulting spreading of trajectories leads to a loss
of phase coherence when summing the results over all trajectories.194 Test calculations
showed that a swarm of 100 trajectories was sufficient to obtain converged results for the
Nal curve crossing dynamics, and we shall use this swarm size thereafter. Finally, in
simulations'®™"®® where all or part of the system is described by quantum
chemistry/mechanics and the remaining part is described with classical potentials, the
“quantum” forces on the nuclei are éustomarily computed via the Hellmann-Feynman
theorem.'”’ However, Hellmann-Feynman forces are grossly in error in the small,
incomplete basis set = representation of semiempirical VB theory employed here, and
analytical expressions for the forces with the aforementioned mixed semiempirical VB

theory/classical potentials were derived. The nuclear motion is propagated classically
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with the “velocity” version™® of the Verlet algorithm,199 and a stepsize of 0.2 fs, which

ensures excellent energy conservation.

4.2.5 Simulation of Experimental Data

We apply essentially the same detection schemes as those reported by Jouvet et

al. to obtain femtosecond probe signals and photoelectron spectra,67’171 in which

excitation is made to a probe state which asymptotically correlates to Nat +1 + e. Recent
electronic structure calculations,’®® using Multi-Reference Configuration Interaction with
Davidson correction and complete basis set extrapolation (MRCI+Q/CBS), suggest that
the Na*eeeI complex has two energetically accessible electronic states within the range of
experimental probe laser wavelengths employed for the study of bare Nal and Nal(H;0),.
Spin-orbit coupling of Nal' electronic sfates yields the X (Q = 1/2) state, with pure II
character, and the I (Q = 3/2) state, whichbis a mixture of 2I1 and 2T states, as shown in
Fig. 4.1. Following selection rules for the photoionization of diatomic molecules
proposed by Xie and Zare,?"! transition from the first excited Nal state to both the X and I
NaI+ states are alloWed, and promotion to both of thse states is considered in our
simulations. Accurate analytical potentials for the ] and *2 states of the Nal* complex
have been dérived in previous work.2’ The potentials consist of Born-Mayer repulsion
terms and London dispersion terms for short-range interactions, and jon-induced dipole

and ion-quadrupole terms for long-range interactions, i.e.:

. ,
= Ae” P _C _ae Qe 4.22)
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and the parameters, listed in Table 4.1, were obtained from a standard nonlinear least-
square fit of the MRCI+Q/CBS potential energy curves. A semiempirical approach is
used within our simulation procedure to obtain the spin-orbit coupled X and I state
potential energy curves from the ’I1 and 3 state analytical potentials.200 The resulting X
and I states are given by

Xausn(R) = TI(R) - A | ’ (4.23)

and

Toe1a(R) = %{ZZ(R)#H(R) A PI®R-E®)F + 24l TR 2(®)]+ 92 } (4.24)

respectively. The coupling constant A is calculated from the experimental spin-orbit -
coupling of the free iodine atom & = 7.25 kcal/mol as A = &/2. Finally, the diabatic probe

states are not included when solving for the first two adiabatic states of Nal, as they lie

very high in energy, and thus do not mix with the ionic and covalent Nal diabatic states.

Table 4.1 Model potential parameters for the ’I1 and %% Nal" probe states of Eq. (4.22)

’[1 state %5, state
A (kcal/mol) 83340 71547
B(A™ | 2.881 3.064
C (kcal/mol/A®) 7531 3728
o (A% 5.02 4.53

Q (eA? -0.34 0.72
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Two different detéction schemes (illustrated in Fig. 4.1) that were employed in
previous experimental femtosecond studies of bare Nal and Nal(H,0), clusters have been
considered. Because of the dynamic stabilization of the ionic portion of the first Nal
excited state by surrounding water molecules, a 2x610 nm probe scheme was used for
cluster studies,67 where ionization from the covalent branch of the first éxcited state was
found to be efficient in solvent clusters. For reasons that will become obvious shoﬁly, a
second detection scheme was considered in this study, involving a 263 nm probe
excitation from the ionic branch of the first excited state, as was used for studies of bare
Nal.'”! Essentially, for each excitation-detection (pump-probe) time delay, the species
trapped in the first excited-state well, and only those for which the Nal excited state is
predominantly covalent, undergo a vertical 2x610 nm excitation in the two-photon
detection scheme, while only those for which the excited state is predominantly ionic
undergo a vertical 263 nm excitation in the one-photon detection scheme. If the total
energy of the freshly excited species exceeds that of the X and/or 1 probe state, the
species are promoted to the given Nal' probe state. As shown in Fig. 4.1, upon promotion
to the Nal' state, an electron is ejected with a kinetic energy K. corresponding to the
excess energy of the ionizing probe photon energy relative to the probe state (while the
Nal nuclear kinetic energy remains unaffected by the ejection of the electron). The
Na'(H;0), and the Nal*(H,0), probe signals, where p repfesents the detected product
cluster size, were evaluated after propagating the NaI'(H,0), dynanﬁcs on the probe state

for 4 ps. This time was chosen to account for the long time delay between the probe pulse

171

and detection by time-of-flight mass spectrometry. As done previously, the newly Nal



Nal(H,0), Photodissociation Dynamics 94

ionized species is considered dissociated if the internal energy exceeds the binding
energy of 10.4 and 4.2 kcal/mol for the X state for the I state, respectively.200 Water
molecules are considered evaporated from the Nal excited state or probe state complex if
their energy exceeds that of the Na®-H,0 or I”-H,0 binding energies. Finally, the
resulting histogram distributions of the Na'(H,O), and the Nal'(HO), species are
convoluted with a gaussian function, with variance of 100 fs to 250 fs, in order to account

for the presumably Gaussian experimental pump and probe pulse envelopes.

4.3 Results and Discussion

In this section, we first discuss the thermal distributions of Nal(H,O), ground-
state structures that serve as initial conditjons in the MDQT simulations. The effect of
solvation and water evaporation on the simulated excited-state population decay are then
discussed. We also exaﬁﬁne the water evaporation dynamics and the mechanistic details
of the evaporative process, and finally, we connect our simulated probe signals with
available experimental data, and propose various spectroscopic schemes to further

explore the photodissociation dynamics of Nal(H,O), clusters.

4.3.1 Ground-State Structures - Initial Conditions

Canonical ensembles of (20 x n) ground-state Nal(H,O), [n=1-4] structures, e.g.
60 initial structures for Nal(H,O);, were sampled from Nosé molecular dynamics202 runs
performed at 300 K with a modified version of the velocity Verlet algorithm.143 Since the

model potential employs rigid water molecules, there are only six degrees of freedom per

water molecule, and thus 20 initial conditions per water molecule represents adequate
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sampling. Representative structures for each cluster size are shown in Fig. 4.2, and the
distributions of Na—H,O intermolecular distances P(R,,_ u,0) s afunction of cluster size
are displayed in Fig. 4.3. Since the room-temperature binding energy of Na* to water (24

kcal/mol) is much higher than that of I" to water (~ 10 l<cal/1nol),17’21’203 the water

molecules will tend to bind to the sodium end of Nal in the ground ionic state, as

illustrated in Fig. 4.2. For all cluster sizes, a peak in the Ry, j ,distribution, shown in

Fig. 4.3, occurs at ca. 2.3 ;\, which is approximately the equilibrium Na'-H,O distance
predicted by electronic structure calculations for small Na*(H;0), clusters.®? For larger

Nal(H;0), [n=3,4] clusters a broad, second peak centered at Ry, , , ~ 4.0 A appears in

Nal(H,0) | Nal(H;0),

Nal(H;0);

Figure 4.2 Representative ground-state Nal(H,0),
[n=1-4] cluster structures at 300 K.



Nal(H,0), Photodissociation Dynamics 96

.P(RNa-Hz 0)

Figure 4.3 Thermal distribution of initial Na-H,O
distances P(Ry,_y ,) obtained from Nosé molecular dynamics

simulations of ground-state Nal(H,0), clusters of size 1 (dash), 2

(dot), 3 (dash-dot), and 4 (thin solid). '
the distributions. This broad peak corresponds to ~ 2% of the whole population of water
molecules, which transiently dwell on the iodide end of ground-state Nal.

" The canonical ensembles of configurations provide initial cluster structures for the
MDQT simulations. In contrast to our previous Nal(H,O) photodissociation dynamics
study where a 296 nm pump pulse was used,'?* NaI(H,0), clusters undergo a simple
vertical Franck-Condon excitation with an energy corresponding to the difference
between the ground and first excited-state potential energies AEg.. Due to thermal
excitation and the dynamically changing solvent environment, the ground-state Nal
internuclear distance R varies significantly with cluster size, as evidenced by the

distributions P(R) shown in Fig. 4.4a. Accordingly, the initial FC excitation energy
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differs for each starting NaI(H,O), cluster configuration, resulting in FC energy gap

24 25 26 27 28 29 3 31

Figure 4.4 Distributions of (a) ground-state Nal internuclear
separations P(R), and (b) ground-to-excited state Franck-Condon
(FC) energy gaps P(AEgc), for Nal(H;0), clusters of size O
(solid), 1 (dash), 2 (dot), 3 (dash-dot), and 4 (thin solid). Data has

P(R)
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been smoothed to remove slight numerical noise.
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distributions, which are shown in Fig. 4.4b. The average AE ., listed in Table 4.2,

increases as a function of cluster size, which results in an overall increase of 2.3 eV for
Nal(H,0)s, compared to that of bare Nal. The recent pump-probe experiment of Grégoire
et al. suggests that the maximum in the absorption efficiency as a function of laser
wavelength for Nal(H,0); is blue-shifted by 1.1 eV relative to that of bare Nal, and by
1.3 eV for NaI(H20)16.67 Electronic structure MRCI calculations using a double-zeta
basis set predict excitation energies for NaI(H,0), and Nal(H,0)4 1.1 eV and 1.2 eV
larger than for bare Nal, respectively,192 in good agreement with experimental findings.

Due to the discrepancy between our simulated AE,. and the experimental and electronic

structure theory results, we limit our simulations to small cluster sizes where the
discrepancy in FC energy gap is not too large. As will be discussed later, this discrepancy

is not a major concern and is of no consequence for the actual excited-state dynamics.

Table 4.2. NaI(H,0), properties”.

n 0 1 2 3 4

(AE.) @v) 4201 50x02 57203 62x03 6704

(t.) &) 15610  168+22 17822  182£33 183240
<‘/1€c> (kcal/mol) 12 3+4 4 +4 S5+4
(Rc> A) 6.6+1.3 7.1+13 7.7+13 81x13 83x13
<T> (fs) 1600 = 1400 £400 1300 +500 1200700 1200 =+ 800
| 300 |

(Fi, o) (amuA/fs®) 24 +15 10+10 1610 9+8
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(") (amufs’) 14 £3 15+3 16+4 164

Average properties over ensembles of configurations, along with standard deviations.
AEgc is the Franck-Condon energy gap, f is the time at which Nal reaches the curve-
crossing region for the first time, VliCiS the Coulombic interaction energy between the

water molecule and ionic Nal at the curve-crossing point, R, is the Nal internuclear
separation at the curve-crossing point, T is the Nal vibrational period on the first excited

state, Fy_,is the magnitude of the force acting on the water oxygen atom due to sodium
upon excitation, 7 is the magnitude of the torque induced on the water molecule by Nal

upon excitation, and Egc is the excess Franck-Condon energy upon excitation.
4.3.2 Nonadiabatic Dynamics

The excited-state population lifetimes resulting from the MDQT simulations are
displayed in Fig. 4.5. For all cluster sizes, a sharp initial drop in the excited-state
population occurs at ca. 200 fs, which roughly corresponds to the time at which the Nal

system reaches the crossing region for the first time ., as supported by the average times

at which Nal reaches the diabatic curve-crossing point for the first time (tc> listed in

" Table 4.2. The drop in the excited-state population in the crossing region increases as a
function of cluster size because the outer ionic portion of the excited-state curve is

increasingly stabilized by the presence of water molecules. This is illustrated by the Nal-
H,0 Coulombic interaction energies in the ionic state <Vlgc> in the curve-crossing region,

listed in Table 4.2, which increases in magnitude with cluster size. As a result, the

average covalent/ionic curve-crossing points <R6> , also listed in Table 4.2, increases with

cluster size, and since the Nal electronic coupling decreases exponentially with

* increasing internuclear distance, the excited- to ground-state transition probability
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Figure 4.5 Excited-state population as a function of simulation

time obt.ained from MDQT simulations of Nal(H,0), clusters of

size 0 (solid), 1 (dash), 2 (dot), 3 (dash-dot) or 4 (thin solid).
increases with cluster size, and the excited-state population decay also increases.
Moreover, the excited-state population decay is enhanced by dynamical fluctuations in
the relative position of the diabatic covalent and ibnic states caused by the motion of the
surrounding water molecules, which sometimes results in multiple nonadiabatic
transitioné during the first Nal oscillation period.

As was found previously fdr NaI(HZO),124 the Nal(H,O), [n=1-4] excited-state
population decay resembles that of bare Nal after reaching the curve-crossing region for
the first time (t>200 fs), as can be seen from Fig. 4.5. As will be discussed in more detail
in the following Section, the initial repulsive force arising from the reversed Nal polarity
causes the evaporation of 99% of the water molecules for NaI(H,0) and 95% for
NaI(H,0), [n=2-4] by the time the Nal system reaches the curve-crossing region for the

first time — the water evaporation time 7,,,, being defined as the time at the last inner
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turning point in the Na-H,O or I-H;0O bound motion. Nonetheless, the evaporated water
molecules are at an average distance of only 5 + 2 A from Nal wheﬁ it reaches the curve-
crossing region for the first time (the average distance, which exhibits very little cluster
size dependence, is evaluated over all configurations and cluster sizes). The water
molecules are therefore still close enough to Nal to affect the excited-state dynamics in
the crossing region, but solvation effects decline rapidly as the water molecules move
further away from the solute, such that the Nal(H,O), long—time excited-state dynamics
are not significantly affected by the presence of water, and consequently resemble that of
bare Nal.

The periodic features in the long-time excited-state decay observed for bare Nal
disappear with ihcreasing cluster size. Some periodicity in the excited-state population
decay for the first Nal oscillation period is still apparent for cluster sizes 1 and 2, but it
disappears completely for larger cluster sizes. The distributions of excited-state Nal
vibrational periods P(7) for the trajectories that remain in the excited state after reaching
the curve-crossing region for the first time are shown in Fig. 4.6. The disappearance of
the periodicity in the Nal Vibrafional motion with increasing cluster size is due to
vibrational dephasing, as evidenced by the broadening of the P(7T) distributions with
cluster size. Furthermore, the positions of the distribution peaks, and the corresponding
average vibrational periods (T), listed in Table 4.2, decrease with cluster size, suggesting
that Nal has increasingly less post-H,O evaporation residual energy. We also note that, in

the cluster case, the vibrational period can extend beyond that of gas-phase Nal, due to

solvation of the ionic portion of the excited state when water remains bound to either the
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P(T)

0 05 1 15 2 25 3 35 4
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Figure 4.6 Distribution of excited-state Nal vibrational periods
P(T) for Nal(H,O)n clusters of size 0 (solid), 1 (dash), 2 (dot), 3
(dash-dot) and 4 (thin solid). The vibrational periods were
evaluated over clusters that remain in the excited state. Data has
been smoothed to remove slight numerical noise.

Na or I end of Nal after reaching the nonadiabatic transition region, as evidenced by the
long tail in the P(T) distributions for cluster sizes 2 to 4, shown in Fig. 4.6.

As seen in Fig. 4.5, the increasedeaI nonadiabatic transition probability caused
by the presence of surrounding solvent molecules results in a reduction of 18% to 28%,
depending on cluster size, in the number of trajectories where Nal remains bound in the
excited state over the simulation timescale, relative to bare Nal. For instance, 92% of the
NaI(H,0), trajectories lead to dissociated ground-state atoms and 5% of the Nal
population remains bound in the excited state after 6 ps, compared to 68% and 32%,
respectively, for bare Nal. Interestingly, transitions to the ionic branch of the ground state

occur during the simulation timescale for 3% of the Nal(H,0)4 pobulation due to Nal-
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H,O energy transfer upon and prior to water evaporation, as will be discussed in more

detail later.

4.3.3 Water Evaporation Dynamics

As rﬁentioned in the previous Section, the long-time excited-state Nal(H,O),
[n=1-4] populations, i.e. for £>200 fs, are similarv to that of bare Nal due to rapid water
evaporation after Veﬂiéal excitation to- the first excited state. In our previous Nal(H,O)
photodissociation dynamics study,124 rapid water evaporation was found to be caused

mainly by the reversed polarity of Nal in the Franck-Condon region of the first excited

state. The average Nal dipole moment ( ,u> and the average magnitude of the force exerted

by Nal on the surrounding water molecules <FNaI— H20> as a function of time and cluster

sizé are displayed in Fig. 4.7. After approximately 100 fs, both the average Nal dipole
moment and Nal-H,O force vanish for all cluster sizes. Thus, - water evaporaﬁon
occurring before 100 fs is causqd exclusively by the NaI—HzO repulsive interactions
induced by excitation of Nal to the predominantly covalent portion of the adiabatic
excited state. Furthermore, the fac;t that most water molecules evaporate within 100 fs of
excitation, where the evaporation time is defined as the time of the last turning point in
the Na-H,0 or I-H,O bound motion, suggests an extremely noﬁ-statistical evéporation
process, since internal vibrational energy redistribution is unlikely to occur on such a
short timescale.

In order to validate the present findings and the assumptions inherent in our

QM/MM model, we compare the Nal-H,O excited-state forces, after vertical excitation
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Figure 4.7 (a) Average Nal dipole moment (,u) and (b) average
force exerted by Nal on H;O <FNa,_H20> as a function of

simulation time for Nal(H,0), clusters of size 0 (solid), 1 (dash),
2 (dot), 3 (dash-dot) and 4 (thin solid).

from the ground-stafe minimum energy structure, with those obtéined from MRCI/DZ
calculations.’”® As mentioned previously, Nal has a re'\;ersed polarity in the Franck-
Condon region of the excited state, leading to repulsive Nal-H,O forces. As a result, the
negatively charged sodium atom will repel the oxygen atom, and thus the water molecule,

while it will attract the lighter hydrogen atoms, inducing a torque on the water molecule.
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In Table 4.3, we list the magnitude of the Nal repulsive force acting on the center of mass

of the water Fy, ., the angle between the Nal internuclear coordinate and the Nal-H,O

force 8, and the torque induced on the water 7 in the excited state. Both the magnitude
and the direction of the Nal-H,O force obtained with the QM/MM potentials agree very
well with the MRCI/DZ results. The QM/MM torque induced on the water molecule is
also in relatively good agreement with its electronic structure theory counterpart, with a
difference of 21%. We can therefore assume that the forces acting on the water moleculeé
upon photoexcitation to the first Nal excited state yield relatively realistic water
evaporation dynamics.

Table 4.3 Properties of the excited-state Nal-H,O forces®.

QM/MM MRCI/DZ
Fyu-no (kcal/mol-A) | 14.8 14.2
¢° (deg.) 90 90
77 (kcal/mol) 14.3 18.2

%Obtained from mixed semiempirical/classical potentials (QM/MM) and from high level
electronic structure (MRCI/DZ) calculations [see ref. (192)] for the minimum energy

ground state structure. F, ,Sa,_HZO is the magnitude of the force exerted on the water center

of mass by Nal, ¢’ is the angle between the Nal internuclear coordinate and the Nal-H,O
force, and ° is the magnitude of the torque exerted on the water molecule.

As the system approaches the curve-crossing region, the Nal ionic character
increases, and as such the average Nal dipole moment (cf. Fig. 4.7a) of the nascent Nal
and the Nal-H,O binding energy increase sharply (the binding energy of water to ionic
Nal is 20 kcal/mol, whereas that to covalent is less than 1 kcal/mol, according to our

QM/MM potentials). Therefore, if Nal remains in the excited state after reaching the
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curve-crossing region, water molecules that lie near the sodium or the iodine end of Nal
may become transiently or permanently bound. The average Nal ionic character <Cfmic>

is shown in Fig. 4.8 as a function of simulation time for both short-lived and long-lived
Nal(H,0), clusters. As might be expected, the ionic character of the long-lived clusters is
much larger than that of short;lived clusters on the simulation timescale, thus supporting
the fact that water molecules tend to stay bound to Nal with a predominantly ionic
electronic structure. Furthermore, these relatively rare events occur when the excess
Franck-Condon energy in the Nal internuclear coordinate, gained from pump excitation,
is small to start with (averages listed in Table 4.2), or has already been depleted by the
evaporation of neighboring water molecules, resulting in a smaller Nal vibrational period

and slower Nal relative motion.

" 4.3.4 Nal-H20 Energy Transfer and Mechanistic Aspects

As discussed in the previous Section, 99% of the water molecules for Nal(H,0O)
and 95% for Nal(H,0), [n=2-4] evaporate on a short timescale due to highly repulsive
Nal-H,O forces that arise from the reversed Nal polarity in the Franck-Condon region of
the excited state. Upon excitation, the oxygen atom is repelled by the partial negative

charge on the sodium atom, as evidenced by the average magnitude of the force exerted
by Na® on the water oxygen atom <F13a_0> upon excitation, and the post-evaporation
average water translational energy <Etmm (H 20)> (relative to the Nal center of mass) for

short-lived clusters (f.,,,<100fs), listed in Tables 4.2 and 4.4, respectively. Furthermore,

the water hydrogen atoms are attracted towards the Na®, and due to the light mass of the
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Figure 4.8 Average weight of the ionic state in the Nal electronic
structure <C.2 > as a function of simulation time for short-lived

ionic

(tvqp<100 fs) and long-lived (t.vq>100 fs) Nal(H,0), clusters
[n=1-4]. The ensemble average is evaluated over the full
population of short-lived or long-lived clusters, regardless of
parent cluster size.

hydrogen atoms, considerable torque is induced on the water upon excitation, as shown
of the average magnitude of the torque <T°> in Table 4.2, resulting in significant

rotational excitation. As found previously for NaI(HZO),124 the average water rotational
energies are greater than the average translational energies for all cluster sizes, especially
for short-lived clusters. The strong repulsive forces exerted on the water molecules upon
Nal excitation thus induce non-statistical evaporation, and result in water molecules that
are more rotationally hot than translationally hot.

For comparison, simulations of Nal excitation to the purely covalent (and

repulsive) Q=1 state, rather than to the Q=0" state, were perforfned. As expected, 100%
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of the water molecules evaporate within 100 fs following Nal excitation to the Q=1 state.
Furthermore, the energy partitioning of the evaporated products for Nal(H,O), is the
same for the Q=1 state as that for the short-lived clusters excited to the Q=07 state. In
Nal(H,O); clusters, for instance, 3 * 3 kcal/mol is transferred to water relative
translational energy and 7 % 5 kcal/mol in rotational energy for excitation to the Q=1
state. Therefore, the translational and rotational Nal-H,O energy transfer mechanisms in
short-lived clusters excited to the Q=0" state is entirely governed by the initial repulsive
dynamics and is not influenced whatsoever by curve-crossing dynamics.

We previously mentioned that 5% of the water molecules for Nal(H,0), clusters
[n=2-4] remain transiently or permanently bound mainly to the sodium end of Nal due to

changés in the Nal electronic structure. From Table 4.4, Nal obviously has less average

internal energy <Eim (Nal )> in long-lived clusters than in short-lived clusters and the ‘

average translational energy of the cvaporated water molecules is slightly larger for long-
lived clusters. Therefore, when water molecules remain bound, Nal primarily transfers
energy to water translational motion, while the water molecules seem to retain the
rotational energy gained due to the initial repulsive dynamics, resulting in a lower total

average Nal internal energy for long-lived clusters.

4.3.5 Connection with Experiment

In this section, we explore various spectroscopic schemes to probe the Nal
photodissociation dynamics in water clusters. As mentioned earlier, the photodissociation
dynamics of Nal in water clusters has been previously stﬁdied by femtosecond pump-

probe spectroscopy employing a 2x610 nm detection scheme, where photoexcitation to
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the probe state occurs from the covalent branch of the excited state.”” For an initial cluster
size distribution between 1 and 7 water molecules, exponenti'ally decaying Na'(H;0),
experimental probe signals, where p refers to the product cluster size post-water
evaporation, were obtained with [p=1-3], and NaIJf(HZO)p signals were presumably not
detected. Our simulation results using the same two-photon detection scheme are shown
in Figs. 4.9 and 4.10 for photoexcitation to the X and I probe states, respectively. To the
best of our knowledge, experimental probe signals for bare Nal have not been reported.
The simulated probe signals for bare Nal resulting from excitation of Nal at its ground-
state equilibrium distance of 27 A are shown in Figs. 4.9a and 4.10a, while those
resulting from excitation of Nal with a distribution of room-temperature ground-state
internuclear distances P(R) (cf. Fig. 4.4a) are shown in Figs 4.9b and 4.10b. Our results
suggest that the I state is not energetically accessible with the two-photon probe séheme,
and excitation occurs mainly to the Nal” potential energy well of the X state. The Nal*
signal in Fig. 4.9a is oscillatory, reflecting the Nal transient trapping in the excited-state
well, normally peaking at the inner turning point of the vibrational motion, and the signal
decays over time due to nonadiabatic transitions to the ground state. The signal is broader
in Fig. 4.9b and seems to decay more rapidly due to vibrational dephasing caﬁsed by the
initial ground-state distribution of Nal internuclear distances.

The simulated Na'(H,0), and Nal*(H,0), signals as a function of pump-probe
time delay are also shown in Fig. 4.9 for excitation to the X state, and Fig. 4.10 for
excitation to the I state. Conversely to expeﬁmental results, exp'ongntially decaying

Nal"(H,O0), signals that are more intense than the Na’(H,0), signals are detected for
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excitation to both probe states. The simulated probe signals for bare Nal suggested that
the two-photon probe pulse promotes the excited-state complex mainly to the potential
energy well of the X state. It is therefore not surprising to obtain Nal"(H,O), signals that
are more intense than the Na*(H,0), signals. Furthermore, the Nal" probe states are
stabilized by the presence of surrounding water molecules, relative to the covalent branch
of the excited state, such that the I state becomes energetically accessible. In fact, the
stabilization energy of the probe states ranges from 18 to 50 kcal/mol for n=1 to 4. Since
photoionization occurs from the covalent branch of the excited state, the signals resulting
from the two-photon probe scheme at short pump-probe time delays correspond to a
multi-photon vertical excitation directly from the ground state to either the X or the I
probe state. In the ground state, the waters are mainly located on the Na end of Nal (¢f.
Figs. 4.2 and 4.3). Therefore, upon rapid excitation to a given probe state, the water
molecules, which have not moved more than 5 A away from the Nal én the excited state,
are attracted to the Na* end of Nal" very much like in the ground state, resulting in
NaI+(H20)p signals that correspond to the parent cluster size. On the other hand,
Na*(H,0), signals are only obtained for p=0,1 for parent cluster sizes 1 to 4. The
Na*(H,0), signals arise mainly when excitation occurs to the repulsive wall of the X or I
probe states. Since the probe states are stabilized by the presence of water molecules,
excitation occurs higher on the ﬁrobe state repulsive wall than for bare Nal, and Nal
therefore rapidly gains a large amount of kinetic energy after departing from the wall.

The excess energy is also released through evaporation of water molecules on the
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excitation from the covalent branch of the Nal first excited state
to the X probe state. The product cluster size p is 0 (solid), 1
(dash), 2 (dot), 3 (dash-dot) and 4 (thin solid).



Nal(H,0), Photodissociation Dynamics 112

—~ [ T ] [y T T T p
£ @n0 - () 1=0, P(AE_ ) ;
5 F 1 E
g go r ] L 3
= [ ] r 1
23 N ] —
9t a 3 Na" |
A& F 1 F 3
= [ 3 ]
L r ] - 1
<
Ei :
g f Nal' Nal" ]
wvn [ g [ 3
2P ©@nel —p=0 1 [@n2 —p=0 ]
st p=1. 4 £ p=1 1
=k i p=2 ;
E & \ ] ]
St ] s
S ] \ -
\Q d% :_ Na (H O) _1 :— Na (HZO) ]
« = R "
) ] ]
g “\ ] E\
3 X
& Nal(H,0) 1 | Nal'(1.0) |
©v C - . t 1 1 1 2 P
g | @3 —p=0 1 | (hn=4 —p=0 ]
a2 p=1 4 c p=1 1
= ' ———p=2 b —p=2 1
T E ~p=3 | f “p=3
g 5 \ 1k P4
¥ . AN S
\)!2 E :_ Na (HZO) ] :— Na (HZO)p_;
N F L
Bk 1 R g
= Y ] E\ ]
S ]
N Nal'HO) | | Nal'(H O) 1
m C 1 1 C 1 1 1 2 p_ L 2l Il ra | 1 L 2 p_
0 1000 2000 3000 4000 5000 6000 O 1000 2000 3000 4000 5000 6000
time delay (fs) time delay (fs)

Figure 4.10 Probe signals for Nal(H,O), photodissociation as a
function of pump-probe time delay, generated using 2xX610 nm
excitation from the covalent branch of the Nal first excited state
to the I probe state. The product cluster size p is (solid), 1 (dash),
2 (dot), 3 (dash-dot) and 4 (thin solid).



Nal(H,0), Photodissociation Dynamics 113

probe state, and thus, a strong bare Na" probe signal with a residual Na*(H,0)4 [p=1]
signal is observed. Finally, in agreement with experimental findings,67 the probe signals
decay exponentially over the first Nal excited-state vibrational period with very little
evidence of long-time dynamics. In conclusion, the simulated probe signals obtained with
the two-photon probe scheme are not revealing of the Nal photodissociation dynamics
beyond the time Nal reaches the curve-crossing region for the first time, and therefore do
not provide valuable information on the influence of water molecules on the Nal excited-
state dynamics. However, our simulations suggest that the parent cluster size can be
inferred from the NaI*(H,O), signals, an issue that may deserve further experimental
investigation.

We now turn our attention to the simulated probe signals resulting from the one-
photon detection scheme, where probe excitation occurs from the ionic branch of the
excited state, and which are displayed in Figs. 4.11 and 4.12 for excitation to the X and I
states, respectively. For bare Nal, in agreement with experimental findings,®*""" we
obtain a broad oscillatory Na* signal, reflecting the Nal transient trapping in the excited-
state well, that decays with increasing pump-probe time delay due to nonadiabatic
transitions, as shown in panels a and b of Figs. 4.11 and 4.12. For excitation to the X
state, the Na* signal decreases as the Nal" signal increases as the latter arises from
excitation at the outer turning point in the excited-state Nal vibrational motion.5%!"" At
the outer turning point, Nal has very little or no kinetic energy, and since the X state is
200

still slightly binding at this internuclear distance because of long-range interactions,

Nal will not have enough residual kinetic energy after promotion to the X state to allow
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excitation from the ionic branch of the Nal first excited state to
the I probe state. The product cluster size p is 0 (solid), 1 (dash),
2 (dot), 3 (dash-dot) and 4 (thin solid). The Nal'(H,O), probe
signals have been magnified by a factor of 50 relative to the
Na'(H,0), signals due to the low intensity of the signals.



Nal(H,0), Photodissociation Dynamics 116

for dissociation of the Nal' complex. Cbnsequently, we obtain a narrow Nal' signal,
which spans ~ 30 fs, as evidenced by the unconvoluted probe signals shown in Fig. 4.11a,
and a corresponding decrease in the Na+ signal at the outer turning point in the Nal
excited-state vibrational motion. As shown in Fig. 4.12a, excitation to the I state,
however, does not produce a Nal' signal because of a small barrier of ~ 0.1 kcal/mol in
the I state at an internuclear distance of ~ 5 A (the barrier is barely perceptible in Fig.
4.1), which prevents Nal” (;om‘plex formation, because of excitation to the product side of
the barrier, with very little nuclear kinetic energy.”®’ Once again, the probe signals
obtained for photoionization of Nal V\./ith a distribution of room-temperature ground-state
internuclear distances are broader and the oscillatory features due to Nal transient
trapping in the excited-state well are damped because of vibrational dephasing.

The simulated Na*(H,0), and Nal"(H,0), probe signals obtained from the one-
photon probe scheme are also shown in Figs. 4.11 ahd 4.12 for photoexcitatjon to the X
and T states, respectively. Bare Na* signals that decay with increasing pump-probe time
delay due to nonadiabatic transition are detected, and Na'(HO), signals are not observed
due to further water evaporation on the probe state caused by excitation to the repulsive
wall of the probé state, very much like in the two-photon probe situation. The signals are
very similar for excitation to the X and I probe states, with an intensity that decreases
siightly as a function of cluster size, reflecting the increase in the excited-state population
decay (¢f Fig. 4.5) when Nal reaches the cﬁrve—crossing region for the first time, as
mentioned earlier. On the other hand, faint NaI*(H;O), signals are detected for excitation

to the X state, and not to the I state due to the small barrier at ~ 5 A mentioned earlier.



Nal(H,0), Photodissociation Dynamics 117

The first peak corresponds to the parent cluster size, because the water molecules do not
move far enough from Nal prior to promotion to the X state, as was the case for the
NaI*(H,0), probe signals resulting from the two-photon probe scheme. The successive
evaporation of water molecules at longer pump-probe time delays can aﬂso be observed
from the Nal*(H,0), signals. We can conclude that the probe signals resulting from the
one-photon detection scheme show evidence of increased nonadiabatic transitions due to
the “stabilization of the ionic branch of the excited state. Moreover, the successive
evaporation of water molecules due to the repulsive dynamics in the covalent region of
the excited state can be monitored from the NaIJ'(HgO)P probe signals, given that the
signals are sufficiently intense to be detected experimentally. The probe signals resulting
from the one-photon probe scheme are thus much more revealing of the influence of
water molecules on Nal photodissociation dynamics. Even though the two-photon probe
scheme could be expeeted to be less sensitive to solvation because excitation occurs from
.the covalent branch of the Nal first excited state, our simulation results reveal that the
one-photon scheme is even less sensitive to solvation in small clusters since the water
molecules are bound mainly to the Na* end of Nal on both the ionic branch of the excited
state and the probe state, such that both states are stabilized to the same extent by the
presence of water molecules. On the other hand, excitation energies vfrom the covalent
branch of the first excited state, as in the two-photon probe scheme, depend on the
solvation of the sodium ion on the probe state.

Time-resolved photoelectron spectra obtained with the one-photon probe scheme

are shown in Fig. 4.13. The photoelectron spectra obtained with the two-photon probe
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scheme are not shown because very little information beyond the time at which Nal
reaches the curve-crossing region for the first time can be inferred from the spectra.
Furthermore, the spectra for excitation to the I state are not shown since they are very
similar to those fof excitation to the X state. For bare Nal, the Nal excited-state
vibrational motion can be monitored, as well as the decay in the excited-state population
due to nonadiabatic transitions from the decreasing gray intensity. For excitation of Nal
with a room-temperature ground-state distribution of internuclear distances, large
amplitude oscillations, with a period of ~ 4 ps, are observed. This large amplitude
vibrational motion arises from excitation of Nal around the inner turning point of Nal
motion on the ground-state potential, and results in promotion of Nal onto a highly
repulsive point of the excited-state potential. For long-lived clusters, (c¢f. Figs. 4.13c to
4.13f) even larger arhplitude vibrational motion is observed, because the ionic branch of
the excited state is lower in energy, relative to the gas phase, when a water molecule
remains bound to excited Nal, and the outer-tumil;lg point for Nal motion on the excited
state extends further out, as illustrated by the long tail in the Nal vibrational period
distributions shown in Fig. 4.6. The increase in the Vibrationél dephasing of vNaI as a
function of increasing cluster size is also quite obvious from the photoelectron spectra.
Finally, the small amplitude vibrational motion caused by Nal energy transfer to
evaporating water molecules in short-lived clusters, evidenced by the decrease in the
average Nal vibrational period as a function of cluster size in Table 4.2, can also be
observed in the photoelectron spectra. Therefore, the photoelectron spectra bring

evidence of large amplitude Nal vibrational motion caused by the stabilization of the
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ionic branch of the excited state, further evidence of the enhancement in the excited-state
Nal vibrational dephasing caused by the presence of an increaéing number of surrounding
water molecules, and small amplitude Nal vibrational motion due to energy transfer

N

between Nal and evaporating water molecules.

4.4 Concluding Remarks

We have investigated the photodissociation dynamics of Nal(H;O), [n=1-4]
cluéters using a semiempirical valence-bond approach to describe the Nal electronic
structure and classical solvent-solvent and solute-solvent interaction potentials, along
with the molecular dynamics with ciuantum transitions method déveloped by Tully and
co-workers.!” Our simulations show that the excited-state population decay upon
reaching the curve-crossing region increases with cluster size due to the increasing
stabilization of the ionic branch of the Nal excited state by surrounding water molecules,
and to multiple nonadiabatic transitions caused by dynamical fluctuations of the Nal
intemuclgar separation ‘at which the curve crossing occurs. After reaching the curve-
crossing region for the first time, however, the excited-state population decay for all
cluster sizes resembles that of bare Nal, although the periodicity of the Nal excited-state
vibrational motion disappears in clusters due to Vibrational dephasing. The excited-state
population decay is ﬁo longer influenced by the water molecules beyond the first time
Nal reaches the curve-crossing region because of rapid evaporation of 99% and 95% of
the water population for Nal(H,0) and Nal(H,O0), [n=2-4], respectively. The rapid water
evaporation, which is governed by highly repulsive forces due té the reversed Nal

polarity in the Franck-Condon region of the first excited state, takes place before internal
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vibrational energy redistribution and is thus non-statistical. Furthermore, analysis of the
post-evaporation water energy distributions revealed that the initial impulsive dynamics
results in extensive rotational excitation, such that product water molecules are formed
more rotationally than translationally hot, further supporting the highly non-statistical
nature of the water evapbration process. Successful comparison of Nal(H;0), excited-
state forces predicted by our QM/MM model to those obtained from high-level electronic
structure  calculations confirms that our simulation methodology yields realistic
dynamics and water evaporation is a real feature of Nal(H,0), dynamics.

Our simulation results suggest that for 5% of the water population, in clusters
containing 2 to 4 water molecules, solvent molecules remain transiently or permanently
bound, mainly to the Na end of Nal. One or two water molecules may remain bound if
Nal remainé predominantly ionic (i.e. does not dissociate to atoms via a nonadiabatic
transition) after reaching the curve-crossing region, and if the excess Franck-Condon
energy in the Nal internuclear coordinate, gained from pump excitation, has élready been
depleted by the evapyovration of neighboring water molecules. The vibrational period of
Nal in the excited state may then extend beyond that of gas-phase Nal, due to
stabilization of the ionic branch of the excited state, when water molecules remain bound
to Nal after reaching the curve-crossing région. Finally, whereas water molecules retain
the rotational energy gained from the initial repulsive dynamics, for long-lived clusters,
energy is further transferred from Nal primarily to the water translational degrees of

freedom.
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High-level electronic structure calculations have shown that botﬁ the Nal* X and
I probe states are energetically accessible under the conditions employed in previous
femtosecond pump-probe experiments.zoo In this work, we have considered excitation to
both of these states, and have simulated the Na'(H,0), and Nal"(H,0), probe signals
resulting from two different schemes: a two-photon probe scheme used in previous
femtosecond experiments of Nal photodissociation in water clusters,”’ where promotion
to the probe state occurs from the covalent branch of the excited state, and a one photon-
probe scheme employed in femtosecond studies of bare Nal,!”! where excitation occurs
from the ionic branch of the excited state. In agreement with experimental findings, the
Na'(H,0), two-photon probe signals‘decay exponentially over the first Nal excited-state
Vibrational period with very little evidence of long-time dynamics. However, a strong
bare Na* and a residual Na*(H,0) signal are mostly obtained for all parent cluster sizes
because excitation occurs to the repulsive wall of the probe state, causing further water
evaporation. This clearly shows that experimentally observed signals arose from
photodissociation of much larger parent clusters, because of the key role that water
evaporation plays in the Nal(H,0), dynamics. On the other hand, the Nal*(H,O), signal,
which was presumably not detected experimentally, is clearly reminiscent of the parent
cluster size. At short pump-probe time delays, two-photon excitation from the covalent
branch corresponds to an almost instantaneous multi-photon excitation from the ground
state, and since the water molecules are mainly found on the Na® end of Nal in the
ground state, they remain bound to Na™ on the probe state. Nonetheless,. the simulated

probe signals obtained with the two-photon probe scheme are not revealing of the Nal
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photodissociation dynamics beyond the time Nal reaches the curve-crossing region for
the first time, and therefore do not provide valuable information on the influence of water
molecules on Nal photodissociation dynamics.

The simulated probe signals resulting from the one-photon scheme, on the other
hand, are much more revealing of the Nal photodissociation dynamics. Only a bare Na*
signals is‘ obtained for all parent cluster sizes due to further water evaporation on thev
probe state. The intensify of the Na* signal decreases with pump-probe time delay, due to
nonadiabatic transitions, but the oscillatory motion evident in the signal for bare Nal
disappears in water clusters due to Nal vibrational dephasing. Furthermore, the intensity
of the Na* .signal decreases with increasing parent cluster size following the increasing
stabilization of the ionic branch of the excited state, and the resulting increase of the ,
nonadiabatic transition probability. Faint Nal*(H,0), are also detected, where the first
peak corresponds to the parent cluster size, as was the case for the two-photon detection
scheme, and the successive evaporation of watef molecules ‘with in‘creasing pump-probe
delay can be monitored. Therefore, the one-photon probe scheme may allow monitoring
of the effects of solvation on the nonadiabatic transitibn dynamics and successive
evaporation of water molecules. We also ﬁote that the one-photon probe scheme is not
very sensitive to solvation in small clusters, in that the differential solvation betWeen the
ionic branch of the Nal first excited state and the probe states is very small (as water
molecules are located on the Na* end of Nal in both cases) and probe excitation energies
will remain the same over a fange of cluster sizes. Time-resolved photoelectron spectra

resulting from the ejection of an electron from sodium on the probe state were also
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simulated. The information obtained from the spectra complements the Nal*(H,O), probe
signals, in that the effects of solvation on the excited-state Nal vibrational motion can be
monitored. These findings warrant further experimental investigation of Nal(H;O),
photodissociation dynamics. Finally, the possibility of observing inverted regime electron
transfer behavior for Nal in these small clusters mentioned in the Introduction is
obviously thwarted by the extensive evaporation observed. Nonetheless, this possibility
remains open if this evaporation could be prevented by means of studying these small

clusters in e.g. a matrix or a sufficiently dense buffer gas.
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5.1 Introduction

The investigation of electron transfer reactions in Simple chemical systems, such
as ion pairs, has been the subject of numerous studies in recent years, due to the
importance of charge transfer reactions in various chemical and biochemical processes. .
Nal has served as a paradigm molecule in the investigation of fundamental electron
transfer processes, since the pioneering femtosecond photodissociation studies of Zewail
and co—workers,64 because the NaI electronic structure is characterized by a curve
crossing between ionic and covalent states at small Nal internuclear separations where
the electronic coupling between the states is large enough to allow the adiabatic potential
to govern the Nal nuclear motion.'” This curve crossing results in an avoided crossing in
the adiabatic states, and a shéllow well in the Nal first excited state, which gives rise to
interesting, oscillatory dynamics as photoexcited Nal is transiently trapped in the well.
Our main objective is to understand the effects of solvation on this elemental reaction
process.

Since polar solvents preferentially stabilize charged species, the formation of
jonic products may be favored over atomic products, as in the gas phase, when Nal
photodissociation occurs in solution or in clusters. Further, the stabilization of the Nal
ionic state in the presence of polar solvent molecules, relative to the covalent state, is
expected to move the.curve-crossing region towards larger internuclear separations and

thus alter the Nal photodissociation process. A previous theoretical investigation of Nal
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photodissociation in diethyl ether solution suggested that the formation of ionic
photodissociation products could indeed occur by activated inverted electron transfer, but
that radiative decay to the ground state occurs on a faster timescale. Extrapolation of the

solution results to small clusters also suggested that inverted electron transfer could occur

in small clusters.
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Figure 5.1 Nal potential energy curves for the ground and first
excited adiabatic states, and the X and I probe states. Also

illustrated are the one- photon (263 nm) and two-photon (2x610
nm) probe schemes.

The investigation of Nal photodissociation in solution Was'perforfned for a weakly polar
solvent (diethyl ether), in which Nal charge separation is less likely.65 It is well known
that salts are fully ionized in solution of polar solvents such as water. In clusters however,

Nal may exist as a contact ion pair (CIP) or a solvent separated ion pair (SSIP).%2
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Photoexcitation was shown to occur only for CIP structures, since the presence of water
molecules between sodium and iodide, inherent in the SSIP structure, may prevent the
electron transfer process upon photoexcitation, and results in the reduction of the
oscillator strength. The CIP structure in Nal(H,O), was shown to survive up to quite
large cluster sizes.”” However, the SSIP structure becomes thermodynamically favored
over the CIP structure around cluster size 32. Indeed, recent experiments have shown that
photoexcitation occurs in Nal(H,O), clusters containing up to 50 water molecules. 2
Detailed investigations of Nal(H;0) '»* and Nal(fO), [n=1-4]"%
photodissociation dynamics were reported earlier. The simulation results indicated that
the Nal(H,O), excited-state popuiation decay upon reaching the Nal curve-crossing
region increases with cluster size due to the stabilization of the ionic branch ofl the Nal
excited state by the surrounding water molecules, and the resulting increase in
nonadiabatic transition probability. After reaching the curve-crossing region for the first
time, however, the excited-state population decay resembled that of bare Nal due to
rapid evaporation of 99% and 95% of the water molecules for Nal(H,0) and Nal(H;O),
[n=2-4], respectively. This exfensive evaporation was attributed to the reversed Nal
polarity in the Franck-vCOndon region of the Nal first excited state, which causes strong
repulsive Nal-H,O forces, and induces rapid non-statistical water evaporation, where
product water molecules are formed more rotationally than translationally ilot. In order to
connect simulation results with experiment, femtosecond probe signals resulting from
two-photon and one-photon excitation to the NaI™ probe states, shown in Fig. 5.1, were

also simulated. The simulated probe signals for the one-photon probe scheme were more
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revealing of the Nal(H,0O), photodissociation dynamics than the two-photon probe
signals, as they allowed monitoring of solvation effects on the Nal nonadiabatic
dynamics and of the successive evaporation of water molecules. A key consequence of
the rapid water evaporation is that experimentally observed signals must arise from the
photodissociation of much larger Nal(H,0), parent clusters.5”

Our previous simulations employed a molecular dynamics with quantum
transitions method'*® and z; quantum mechanics/molécular mechanics description of the
intermolecular interactions in NaI(H,O), clusters. The latter involves a semiempirical
valence bond approach for the Nal electronic structure and a nonpolarizable model
potential for solvent-solvent and solute-solvent interaction known as Optimized
Parameters for Liquid Simulations (OPLS).86’99’100 However, simulation results with this
model showed discrepancies with recent pump-probe experiments performed by Grégoire
et al.¥ In these expetiments, it was found that the maximum in absorption efficiency is
blue-shifted by 1.1 eV for' Nal(H;0),, relative to that of bare Nal, and by 1.3 eV for
Nal(H;0)16. High-level electronic structure calculations confirmed these findings,
predicting excitation energies 1.1 eV and 1.2 eV larger than that for bare Nal for
Nal(H,0), and Nal(H;0)4, respectively.205 The fact thét addition of the first few water
molecules causes a large increase in the excitation energy, but the shift becomes less
pronounced as more water molecules are added, was attributed'to the sgrface solvation
observed in NaI(HZO)11 clustelrs,62 where the addition of water molecules occurs further
and further away from the surface at which Nal resides, and thereby will affect the Nal

electronic structure less and less. Calculations with OPLS, on the other hand, predict a
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linear increase in the excitation energy shift with cluster size, from by 0.8 eV for cluster
size 1, relative to bare Nal, to 2.5 eV for cluster size 4. Due to the discfepancy between
the OPLS excitation energiés and the experimental and ab initio results, simulations of
the Nal(H,0), photodissociation dynamics were restricted to small cluster sizes, for
which the discrepancy in the excitation energieé is not too large.

Furthermore, the OPLS model potential does not allow electronic polarization of
the solvent molecules by the solute (or by other solvent molecules). Significant
differences were found in the ground-state structures of Nal(H,0), clusters predicted by
OPLS and a polarizable model known as Optimized Potentials for Cluster Simulations
(OPCS), for cluster sizes larger than 427 For instance, OPLS predicted the SSIP to
become overwhelmingly predominant at much smaller cluster sizes than OPCS, which
produced results consistent with experimental observations, as mentioned above. The
polarization of water molecules could significantly affect the Nal electronic structure in
both the ground and excited states. Indeed, the disagreement between the OPLS energy
gaps between the ground and excited states and experimental data and high-level ab initio
results suggests that polarization may be essential in properly describing Nal in clusters.
The photodissociation dynamics of Nal(H,O), clusters was then revisited with the
polarizable OPCS water model, which, as we will see, élso allows simulations of much

larger cluster sizes than OPLS.

The outline of this Chapter is as follows. In Section 5.2, the various ingredients of

the methodology employed for the simulations are presented. Simulation results are then
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reported in Section 5.3, followed by a discussion of the results. We end with concluding

remarks in Section 5.5.

5.2 Computational Procedure

5.2.1 @M/MM Potentials

A quantum mechanics-molecular mechanics model is adopted to describe
intermolecular interactions in Nal(H,0), clusters, in which the Nal solute electronic
structure is obtained from semiempirical valence-bond theory, as described in great detail
in previous work,”® and polarizable model potentials are employed to describe the
solvent-solvent and solute-solvent interactions.

Briefly, a semiempirical valence bond (VB) approach is used to calculate the
Hamiltonian matrix elements of the diabatic, constant-charge character, ioﬁic Na'T and
covalent Nal states. Only two electrons are treated explicitly, while the contribution due
to the remaining electrons is embedded in a core-core potential. All electron integrals are |
evaluated under the point-charge, Pariser and Mulliken approxi_mations,lso resulting in
analytical expressions for all d‘iabatic‘matrix elements. Adiabatic grouna and excited-
state energies are then simply obtained by diagonalizing the Hamiltonian matrix in the
VB state basis. The core-core potential pafameters were adjusted separately for both VB
states in order to reproduce experimental gas-phase Nal Franck-Condon (FC) energies

and Nal potential curves predicted by high-level ab initio calculations.”®®
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The solvent model, referred to in previous work as OPCS for Optimized

62 employs a rigid water molecule with experimental

Potentials for Cluster Simulations,
gas-phase geometry, and its functional form includes Coulombic, many-body polarization
and repulsion-dispersion terms. The model makes use of 4 charge sites, 2 of which are
the hydrogen atoms (H) while the other 2 (oxygen) sites (M) are located on the bisector
of the H-O-H angle off the water plane, in order to reproduce the gas-phase water dipole
and quadrupole moments. The oxygen atom carries one polarizable site and one
repulsion-dispersion (Lennard-Jones) site. The model potential also includes H-H
repulsion terms of the Born-Mayer form. Some parameters were derived from available

experimental data and the remaining (repulsion-dispersion) parameters were fitted to

small pure and ionic water cluster data obtained from ab initio calculations.

Solute-solvent interactions are also described by model potentials. The electronic
coupling between the ionic and covalent states is small in the range of diabatic curve
crossing, which isv indicative of the Born-Oppenheimer regime of solvation,65 where the
solvent electrons move much faster than the solute electrons. Accordingly, the solvent

effectively “feels” cﬁarge-localized solute charge distributions, and the instantaneous

solute-solvent energy for each solute VB state V, is computed and incorporated in the

individual Hamiltonian matrix elements, before solving for adiabatic energies, as
H,(R,r)= H)R)+V, Rx); V; =V, ™ + V" Vo (5.1)

where H_ is the isolated Nal diagonal Hamiltonian matrix element for state i

(1=ionic, 2=covalent), R represents the Nal solute coordinates and r the solvent
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coordinates, V.7 is the Coulombic interaction energy between the solute and solvent

charge distributions, V,*” is the solvent polarization energy and V;* ~? is the solute- -

i

solvent repulsion-dispersion energy. The Coulombic energy V. is given by

n i k i k
Vﬁcouz R,r) = Anas + q:-ds (5.2)
; S=;,M IRNa”rgl IRl_rskl

where ¢., and g} are the solute point charges associated with VB state i at position and
R,, and R, , respectively, and gt are the point charges associated with sites ry of the k"

solvent molecule. The solvent polarization energy V,/* (which includes both polarization

by the solute charge distribution and by other solvent molecules) is obtained as
VI R,r) = —%Z w, - EY (5.3)
k=1

where p,, represents the set of induced dipoles on each solvent molecule andEgk the
electrostatic field due to all permanent charges, including those of the solute for VB state

i, at the (oxygen atom) induced dipole site r5,

B = g (g —To) i @ ~T5) Y t (%5 —Tp) (5.4)

NalRNa_rgP Ile“rgP 1#k S=H.M Slré—rgP

The induced dipoles p) are evaluated as a linear response to the total electric

field

p=a-E =a-[EY +) T, W] (5.5)

1#k
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where « is the solvent polarizability and T the dipole tensor.'*® In practice, the
self-consistent induced-dipole problem, Eq. (5.5), is solved in matrix form by LU
decomposition and backsubstitution.'? The solute-solvent repulsion-dispersion energy is
modeled by a sum of standard Lennard-Jones potentials over all repulsion-dispersion

sites (the ions/atoms and the water oxygen atoms)

. 12 . 6
i 1 ; lop! o,
VR =Y dehy, (R_ : j —( R, !
=1 IRy, =15 | IRy, —15 |

. 12 N 6
1 ; lop o, :
+ Agt 0-I _ 0-1 5.6)
; 0 {(“{1"1‘5 J ('Rl *rg J } (

Finally, the solute-solvent contribution to the off-diagonal Hamiltonian matrix

element is simply evaluated with the Mulliken approximation183

H,(R,r)=H (R)+% V,(R,r)+V,(R,r)} (5.7)

where S ; is the off-diagonal element of the VB state overlap matrix.

Evaluation of the solute-solvent Coulombic and solvent polarization interaction
energies requires solute partial point-charge distributions g}, and q, for both VB states.
Acéordingly, Nal effective VB point charges are extracted from high-level ab initio
calculationé of the gas-phase dipole moments for the first two Nal adiabatic states.'® We
note for future discussion that gas-phase excited-state Nal has a reversed polarity to that

of the ground ionic Na'T state in the Franck-Condon region and very quickly becomes

nonpolar with increasing interatomic distance.
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Table 5.1 Parameters of the OPCS model potentials®

: Water
ron=09572 A%  Omon=10452°"  gule=0.569
rom=0.342 A Omom=+43.4° gule = -0.569
ow =145 A3¢
€00 = 0.25 kcal/mol | Go.0=3.20 A
Az = 10° kcal/mol Bup=55A"
Na® (ground state) '
gnale=1.0
£o.Nas = 0.04 kcal/mol ,  Gomae=3.11A
Na (excited state) '
q Na/e =0.0
€o.na = 5.34 kcal/mol Goxa =217 A
I” (ground state)
q [_/ e=-1.0
€o... = 0.85 kcal/mol ,  0orL=381A
I (excited state)
gve=0.0 .
g0 = 0.92 kcal/mol Oo1=3.61 A

“ ¢ are interatomic distances, 0 angles, q atomic charges, o polarizabilities, € and G
the Lennard-Jones parameters and A and B the Born-Mayer potential parameters.
bFrom reference 133. ‘From reference 126. “From reference 97.

With this choice of model potentials, the electronic polarizability of the solvent

205

molecules is not kept frozen, in contrast to our previous work.”> Furthermore, not only

are solvent molecules allowed to polarize each other, but the solute charge distribution
(which enters the V. term) is also allowed to polarize solvent molecules. In turn,
solvent molecules also polarize the solute electronic structure by affecting the
composition of the ground and eXcited adiabatic states in the VB state basis. Parameters

for the solute-solvent (Lennard-Jones) interactions are derived from'experimental data for
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ion-water and atom-water binary complexes, supplemented by results of ab initio

calculations. All model potential parameters are collected in Table 5.1.

5.2.2 Constant-Temperature MD Simulations and Free Energy Calculations

Our earlier Work, based on a solvation dielectric continuum model, predicted an
inverted-regime electron transfer process for Nal in small water clﬁsters. In order to both
test the validity of the prediction of the earlier model against our present, explicit,
molecular description of the solvent and gain some insight into the electron transfer

dynamics, diabatic free energy curves were generated as a function of a collective solvent
coordinate around the Nal curve crossing point (R, =7A). Nosé-Hoover molecular
dynamics (MD) simulations,l‘u’142 thermostated at 200 K with a modified version of the

velocity Verlet algorithm," were used to that effect. The solvent coordinate, typically

used in condensed-phase problems, is defined by the energy difference between the
diabatic states®>'**
AE=H, (Rr)-H (R,r) _ (5.8)

and basically gauges the relative energies of the two solute states for a given solvent

configuration. The free energy curves AG,(AE)are computed as

AG,(AE) = AG) (AE)~k,TIn P(AE), ‘ (5.9)
where P,(AE)=J[AE —(H,, + H,)lexp(—H , / k;T) is the probability density vof the
diabatic state energy gap AE, which is directly evaluated during the simulation, and
AG?(AE) is a reference free energy formally related to the ensemble configuration

integral. Since equilibrium MD simulations typically sample a small region around the
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minimum in. the free energy, nonequilibrium umbrella sampling135 was used to access
regions of high free energy (where the solvent coordinate is far from equilibrium) while

constraining the Nal interatomic distance R to the crossing point value R, . Accordingly,

MD simulations were performed with the umbrella potential
V,=H,R,r)+A[H,,(R,r)-H,,(R,r)]+ %k(R ~-R)’ (5.10)

where the interpolation parameter A was varied from 0 to 1 with increments A4 =0.1,
and a force constant & =50 kcal/mol//ok2 was used. The weighted histogram analysis
method (WHAM)'*® was used to remove the sampling bias introduced by the umbrella
potential and to connect the probability densities evaluated separately for each sampling
window. Finally, the relative position of the free energy curves was inferred from
calculations of the equilibrium free energy difference between the diabatic states by
statistical perturbation theory'®!
AG! —AG? = —k,Tln <exp(-{H,, — Hy, 1/ k,T) >

1
=" —kyTIn <exp(—[Vyu — Vi1 k5T) >, (5.11)

A=0

where <. >, implies the standard ensemble average over configurations generated by the
MD simulation with potential V, . The covalent state minimum free energy was used as
the free energy reference (AG, =0) to allow a direct comparison with earlier solution
work.%

Constant-temperature MD simulations were also employed to generate canonical

ensembles of 20 x n ground-state Nal(H,0), [n=1-4, 8, 16] structures, which will serve as
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classical initial conditions for the nonadiabatic dynamics simulations discussed in the
next section. Distributions of Franck-Condon energy gaps over 1,500 x n configurations
- were also evaluated with the same simulation technique for comparison with

experimental data and other models.

5.2.3 Nonadiabatic Dynamics

Many methods have been developed to: simulate nonadiabatic dynamics.84

Following our previous work,”® we employ a “surface hopping” trajectory method
known as the “molecular dynamics with quantum transitions” (MDQT) method,
developed by Tully and coworkers,'” to follow the dynamics in the excited electronic
state and the decay to the ground state. In this method, the classical particles (nuclei) are
constrained to evolve on an individual adiabatic (electronic) potential energy surface with
the quantum (electronic) degrees of freedom propagated simultaneously, and, at each
trajectory timestep, the quantum subsystem time evolution dictates the choice of which
adiabatic potentfal energy surface the dynamics will be propagated on in the following
timestep.

Typically, a time-dependent wavefunction expanded in terms of the electronic
adiabatic states is prqpagated together with the classical nuclear motion and, at each
trajectory time step, the probability to undergo a transition is cai’culated ‘from the time-
dependenf, wavefunction expansion coefficienté. A stochastic “fewest switches”
algorithm is then used to decide whether a hop to another adiabatic state should occur or
not. If a switch between states is performed, the energy difference between the states is

distributed among the various classical degrees of freedom along the nonadiabatic
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coupling Vector.lgj We note that very few frustrated hops, i.e. situations where the
stochastic algorithm predicts a nonzero hopping probability to a higher-energy electrdnic
state in regions where the nuclear momentum is insufficient to allow conservation of the
total energy upon a surface switch, were encountered in our ‘simﬁlations, and therefore,
we used Tully's original "fewest switches” algorithm without time—unceftainty
adjustment.206 In general, the method has proven reliable to simulate nonadiabatic
dynamics involving rapid transitions, as we will see shortly, is the case for Nal(H,0),
photodissociation.

In this work, the nonadiabatic coupling vector is most efficiently calculated
numerically (along with the forces on the nuclei in the same step), because of the
complexity of the potential. The nuclear motion is propagated classically with the
“velocity” version of the Verlet algorithm,98 and a stepsize bf 0.2 fs, which ensures
excellent energy conservation, while the propagation of the quantum degrees of freedom,
a two-point boundary value problem, is performed with a second-order finite-difference-
equation numerical scheme.'? vIn the MDQT method, each trajectory is propagated
completely coherently, i.e. values of the coefficients of the time-dependent wavefunction
are retained throughout the propagation, so that memory of the coupling between
quantum states is preserved at all times. In order to account fof quantum decoherence,
one needs to propagate a swarm of trajectories for a given classical initial condition. Test
calculations showed that a swarm of 100 trajectories was sufficient to obtain converged

results for the Nal curve crossing dynamics, and we shall use this swarm size thereafter.
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5.2.4 Simulation of Probe Signals

We apply the same probe schemes as in previous work,?® and femtosecond probe
signals and photoelectron spectra are generated by excitation to probe states which
asymptotically correlate to Na* + I + e. The probe state potentials, as shown in Fig. 5.1,
have been characterized by high-level ab initio calculations, which served as the basis for
parameterizing accurate analytical potentials consisting of Born-Mayer repulsion terms
and London dispersion terms for short-range interactions, and ion-induced dipole and
ion-quadrupole terms for long-range interactions.?%%?% Spin-orbit coupling of Nal*
electronic states yields the X (Q = 1/2) state, with pure II character, and the I (Q = 3/2)
state, which is a mixture of M1 and % states. Following selection rules for the
photoionization of diatomic molecules proposed by Xie and Zare,*® transition from the
first excited Nal state to Both the X and I Nal” states ére allowed, and promotion to both
of these states is considered in our simulations.

Two different detection schemes that were employed in previous experimental
femtosecond studies of bare Nal and Nal(H,0), clusters have been considered: a single-
photon scheme involving 263 nm probe excitation from the ionic branch of the first
excited state (as was used for studies of bare Nal) and a two-photon scheme involving 2 x
610 nm excitation from the covalent branch of the firsi excited state, as shown in Fig. 5.1.
With both schemes, the excited-state Nal undergoes a vertical excitation from the
appropriate branch of the excited state only, with an energy corresponding to the photon
excitétion, and if the total energy of the freshly excited species exceeds that of the X

and/or I probe state, the species are promoted to the given Nal" probe state. Upon
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promotion to the Nal® state, an electron is ejected with a kinetic energy corresponding to
the excess energy of the ionizing probe photon energy relative to the probe state. The
Na'(H;0), and the Nal'(H,0), probe signalé, where p represents the detected product
cluster size, were evaluated after propagating the Nal"(H,O), dynamics on the probe state
for 4 ps to account for the long time delay between the probe pulse and detection by time-
of-flight mass spectrometry. As done previously, the newly Nal' ionized species is

considered dissociated if the internal energy exceeds the binding energy of 10.4 and 4.2

200

kcal/mol for the X state for the I state, respectively, and water molecules are

considered evaporated from the cluster if their energy exceeds that of the Na*(H,0) or
I(H,0) binding energies. The resulting histogram distributions of various probe species

are convoluted with a single Gaussian function, with variance 100 to 250 fs,171 in order to

account for the presumably Gaussian experimental pump and probe pulse envelopes.207

5.3 Results and Discussion

5.3.1 Franck-Condon Energy Gaps

As mentioned earlier, the OPLS model potential employed in previoush work
predicts a continuous increase of the Nal excitation energy, or Franck-Condon (FC)
energy gap AEpc, with cluster size, while experimental and ab initio data suggest a
convergence of the shift in excitation energies relative to that of bare Nal at cluster size
~4.572% Dye to this discrepz'mcy,205 it was not possible to simulate Nal(H;0),
photodissociation dynamics for cluster sizes greater than 4 because the stabilization Qf the

ground state relative to the excited state would be unrealistic at larger cluster sizes. It
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should be noted, howeve-r, that neutral clusters produced by jet expansion in molecular
beam experiments, such as Nal(H;O),, cannot‘ be mass-selected prior to Nal
photoexcitation, and therefore the pre’dicted cluster sizes for which excitation energies are
measured correspond to the mean of the cluster size distribution produced by jet
expansion. However, Multi-Reference Configuration Interaction (MRCI) calculations do
confirm that the shift in the Franck-Condon energy gaps relative to bare Nal converges

rapidly with the addition of only a few water molecules.”®

The distributions of Franck-Condon energy gaps P(4Epc ) as a function of cluster
size predicted by OPCS are shown in Fig. 5.2a. The peaks in the distribution move
towards llarger Franck-Condon energy gaps as a function of cluster size. The convergence
of the AErc with increasing cluster size is not evident from the P(AEpc ) distributions.
The average shifts in the FC energy gaps relative to bare Nal AAEpc are then displayed in
Fig. 5.2b, where they are compared to those obtained with OPLS, and where the standard
deviations shown on the figure reflect the broadness of the P(AEgpc ) distributions.
Obviously, the OPLS shifts in the FC energy gaps increase linearly with cluster size. The
AAEgc obtained with OPCS, on the other hand, follow an exponential growth function of

the form AAE,. =a[l—-exp(b*n)], where a=1.832 kcal/mol and 5=0.268 are fitted

parameters, which converges towards an asymptotic limit at n ~ 16. The convergence of
AAEgc with increasing cluster size for OPCS is in relatively good agreement with the
experimental and MRCI predictions, in contrast to OPLS where a sharp linear increase is

observed. Although experiment predicts a shift of 1.3 eV for n = 16, and OPCS a shift of
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Figure 5.2 Probability distributions of the Nal ground to excited
state Frank-Condon energy gaps P(AErc ) as a function of cluster
size, Fig 5.2a, and average shifts in the Franck-Condon energy
gaps AAErc relative to bare Nal as a function of cluster size, Fig.
5.2b. '
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1.8 eV, this latter value is in reasonable agreement considering the large' standard
deviation} in the P(AErc ) distributions, as shown in Fig. 5.2. Moreover, the average
AAErc for cluster size 4 obtained with OPCS is in excellent agreement with the results of
MRCI calculations. It should be noted, however, that the OPCS data corresponds to the
average Franck-Condon energy over a thermal distribution of structures at 200K, while

the MRCI energy is that of the 0K minimum energy structure.

The reasons for the continuous increase of the Franck-Condon energy gaps
predicted by OPLS as a function of cluster size can be traced to the continuously
increasing stabilization of the (ionic) ground state upon addition of water molecules,
accompanied by a continuously increasing destabilization of the (covalent) excited state
with reversed Nal polarity. By allowing the Nal solute and solvent molecules to polarize
each other in both the ground and first excited states with OPCS, the excited state is
| much less destabilized upon addition of water molecules, as the water molecules polarize
'to minimize the destabilization, and the differential solvation between the ground and
excited states converges rapidly, which explains the rapidly converging Franck-Condon
energy gaps observed. Therefore, we believe OPCS to describe the effects of solvation on
the Nal(H,0), electrohic states more rigorously than OPLS, and thus, this more realistic
model, which properly describes the Franck-Condon energy gaps as a function of cluster
size, allows to extend simulations of Nal(H;0), photodissociation dynamics to larger

cluster sizes.
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5.3.2 Nal(H20)n Photodissociation Dynamics

The Nal excited-state population decay is displayed in Figure 5.3a as a function of
simulation time and cluster size. In previous simulations with OPLS, the excited-state
population decay after Nal reached the curve-crossing region for the first time resembled
that of bare Nal due to evaporation of 99% to 95% of the water population within 100 fs
after Nal photoexcitation, due to the reversal of the Nal polarity in the Franck-Condon
region of the excited state. With OPCS, however, the excited-state population decays
much more drastically with increasing cluster size. For cluster sizes 2 and larger, most of
the excited state population is depleted within 1 ps. after Nal photoexcitation, and for
cluster size 1, the decay occurs over 1.6 ps, which happens to correspond to the
‘vibrational period of bare Nal in the first excited state. As will be shown shortly, the
differing behavior of the excited state population decay between OPLS and OPCS is due

to differing water evaporation dynamics.

The excited-state population has been enlarged in Figure 5.3b, in order to better
visualize the population decay over the first 1.2 ps for n > 2. It is clear that the excited-
state population decay increases with cluster size, and at a cluster size 8, the full excited-
state population is depleted when Nal reaches the curve-crossing region for the first time.
The ionic state is increasingly stabilized relative to the covalent state as water molecules
are added to the cluster, as is demonstrated by the change in FC energy gaps with cluster
size, shown in Fig. 5.2. As a result, the curve-crossing region moves towards larger Nal
internuclear separations. Since the nonadiabatic transition probability is inversely

proportional to the Nal internuclear separation, the probability that Nal undergoes a



Photodissociation dynamics of Nal(H,0), with OPCS

146

o
o0

o
)

=
Y

Excited State Population

o
[\"]

<
BN

o

(O8]

T
__;;.:.;--m-—;_- cmamar
:'.i....i: LT .

o ;
)

Excited State Population

i i '! v I--
L 1 . .
- ‘I.I ‘lh--(" -1
N 'I'I" oA

0.1 :- ?"1 ! _: !__, .:-.-.l. -\....l._._......._‘hm ‘ .

b H ._-—"‘l-----_--- ‘..... L

) hr \ n l‘ J_ T
00 Le— 1 daevr o T e

0 200 400 600 800 1000 1200

't (fs)

Figure 5.3 Excited-state population as a function of simulation
time obtained from OPCS simulations of Nal(H,O0), clusters of
size O (solid), 1 (dash), 2 (dot), 3 (dash-dot), 4 (large dash), and 8
(thin solid). Fig. 5.2b is an enlargement of Fig. 5.2a for shorter

times
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nonadiabatic transition upon reaching the curve-crossing region increases with cluster
size. Moreover, the stabilization of the ionic state due to solvation can reach a point
where the ionic state becomes lower in energy than the cox‘falent state at all internuclear
separations that is the ground state is entirely ionic and the first excited state entirely
covalent for the full range of Nal internuclear separations. Fof cluster size 8, we will see
in more detail later that the excited-state population decays completely to a pure, ionic

ground state.

As mentioned earlier, the difference between the excited-state population decay
obtained with OPLS and OPCS is due to differing water evaporation dynamics. The
OPLS model accounts for solute-solvent and solvent-solvent interactions through
Coulombic and repulsion-dispersion terms only. Consequently, the sudden reversal of the
Nal charge distribution upon photoexcitation to the first excited state, where sodium
adopts a small negative charge and iodine a small positive charge (gna=-gr =-0.3¢),2
causes strong Coulombic repulsions between Nal and the water molecules that were
equilibrated to the Nal ground-state charge distribution. With OPCS, the ‘mutual
polarization of the water molecules and the Nal solute attenuatés thé NaI-H20 repulsive
interactions, as the induced dipole on the water molecules can adjust and reorient to the
reversed Nal polarity ﬁpon photoexcitation. This is reflected in the variation of the
Franck-Condon energy gaps with incréasing cluster size, shbwri in Fig. 5.2, and discussed
earlier. If the déstabilization of the excited state in the Franck-Condon region, as well as

the stabilization of the ground-state, are additive upon addition of solvent molecules with
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OPLS, solvation effects with OPCS, on the other hand, are not additive due to the rhany-

body polarization term.

The consequences of the additive Coulombic repulsions with OPLS were
reflected in the excited-state population decay, which paralleled that of bare Nal aftér the
system has reached the curve-crossing region for the first time, due to massive water
evaporation (between 99% and 95% of the water population) occurring within 100 fs
after Nal photoexcitation.205 In contrast, the excited-state population decay is much more
pronounced with OPCS, and does not resemble that of bare Nal for any cluster size. The
| population of evaporated water molecules (%evap) that evaporated due to the repulsive
Nal-H,O interactions, are listed in Table 5.2. In previous work, the reversed polarity of
Nal and the repulsive Nal-H,O forces were found to subsist for 100 fs after Nal
photoexcitation.zo5 The same trend is observed in the present simulaﬁons with OPCS, and
the population of evaporated water molecules listed in Table 5.2 is thus evaluated over
the first 100 fs after Nal photoexcitation, for direct comparison with previous work.
Indeed, thé population of evaporated water molecules decreases from 12% forn =1, to
0% for n = 8, reflecting the fact that the polarization of the water molecules greatly

reduces the repulsive Nal-H,O interaction upon photoexcitation.

The distributions of water evaporation times Ze,qp are shown in Fig. 54 as a
function of simulation time and cluster size. For comparison, the evaporation times for
the small population of long-lived clusters for simulations performed with OPLS are also
displayed. With OPLS, most long-lived clusters dissociate within 2 ps after Nal

photoexcitation. In contrast, a significant population of Nal-bound water molecules
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Table 5.2 Features of Nal(H,O), photodissociation dynamics

1 2 3 4 8

Joevap® 12 9 10 7 0
<Epc> (keal/mol) 33+4  41%4 47 +4 51+5 48+3

%bound® 6 22 34 53 46
<E s> (kcal/mol)® 5+2 4+3 4+3 5+4 4+£3
<E, > (kcal/mol)® 8+3 8§+4 5+4 5+4 3+3

# Evaluated for the population of water molecules evaporating within 100 fs
after Nal photoexcitation. ® Average cluster excess Franck-Condon energy.
¢ Population of trajectories where Nal remains bound over the simulation
timescale. ¢ Average translational <F,,,> and rotational <E,,> energies.

subsists for ~3 ps after Nal photoexcitation for OPCS. Nonetheless, only a very small
population of water molecules remain bound over the simulation timescale, because each
time Nal passes through the covalent region of the excited state, the Nal-H,O interactions

decrease significantly, leading to further evaporation of water molecules.”

The average water rotational <E,,> and translational energies <Ejns> post-
evaporation are listed in Table 5. For n < 4, the water molecules evaporate more

rotationally than translationally hot, suggesting a nonstatistical evaporation process. As

205

was discussed thoroughly in our previous work (Chapter 4),” rotational excitation of the

water molecules arises because the light hydrogen atoms of the water molecules are
attracted towards the negatively charged sodium atom in the Franck-Condon region of the
first excited state, inducing a significant torque on the water molecules, while the water
translational motion is mainly caused by the repulsion Between the water oxygen atom

and the negatively charged sodium atom. For cluster size 8, on the other hand, water
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Figure 5.4 Comparison between OPCS and OPLS distributions
of evaporation times P(%.,4,) as a function of simulation time # for
Nal(H,0), clusters of size 1 (thick solid), 2 (dash), 3 (dash-dot),
4 (large dash), or 8 (thin solid). For OPLS (dark grey), the
distribution is evaluated over all cluster sizes for the 5%
population of water molecules that remain bound for more than

100 fs after Nal photoexcitation.

molecules evaporate with similar translational and rotational energies. Due to the large
number of degrees of freedom in a cluster of this size, the Nal excess Franck-Condon
energy after photoexcitation can be more efficiently redistributed throughout the cluster.

Furthermore, there is a higher probability that energy transfer between water molecules
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occurs. Thus, the water evaporation dynamics may become less impulsive and more

statistical-like at large cluster sizes.

The population of NaI(H,0), clusters where Nal remains bound in the excited
state for long periods of time after photoexcitation is also significantly affected by
solvation, as evident from the excited-state population decay in Fig. 5.3. However, the
population of bound Nal (%bound) listed in Table 5.2 increases as a function of cluster
size. Since the Nal internuclear sepération at which curve crossing occurs increases with
cluster size, one would expect that the population of clusters that undergo nonadiabatic
transitions to form atomic products on the covalent branch of the ground state a_lso
increases with cluster size. However, if enough water molecules remain bqund to Nal
after photoexcitation, the stabilization of the ionic state is significant enough that the
adiabatic states lose vtheir mixed ionic/cov‘alent character, and the excited state becomes
purely cbvalent and the ground state purely ionic over the whole range of Nal
internuclear separations, as mentioned earlier. For perspective, the asymptote of the ionic
state is lower in .ene'rgy than that of the covalent state, and thus the ionic products are
more stable than the atorhic products, if 2 water molecules solvate sodium or 4 water
molecules solvate iodide. Obviously, more water molecules may be needed to stabilize
the ionic state at intermediate Nal intémuclear separations, since solvation of an ion pair
is not as effective as that of ions and, for instance, for cluster size 8, the ionic state is on
“average 5 kcal/mol lower in energy than thé covalent branch at an Nal internuclear
separation of ~ 8.5 A (the distance around which nonadiabatic transitions occur). The

drastic stabilization of the ionic state for cluster size 8 then explains why the (covalent)
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excited-state population decays to the ionic ground state very efficiently for this cluster
size. Fuﬂherrﬂore, the ground-state Nal(H,O), clusterbeither dissociates to form ionic

products, or remains bound in the ionic state well, which explains the population of
bound Nal clusters. The formation of viqnic products is observed for only 0.1% of the
cluster population for cluster size 8, and the formation of ionic products occurs only

when at least 5 water molecules are bound to Nal at the time of the excited-to-ground

state transition.

To summarize, the excited-state population decay increases sharply with cluster
size, and at cluster size 8, the stabilization from the water molecules causes the adiabatic
ground and excited states to acquire .pure ionic and covalent character, respectively, such
that following transition back to ground state, Nal remains bound on the ground ionic
state or the cluster dissociates to form ionic products. For smaller cluster sizes, the
excited-state population decay resembles what was observed for small-cluster simulations
with OPLS, that is increased enhancement with cluster size of nonadiabatic transitions to
form atomic products, but the excited-state population decay is more rapid with OPCS,

because of the lesser extent of water evaporation.

5.3.3 Connection with Experiment

Grégoire et al. performed a femtosecond pump-probe spectroscopy study of
Nal(H,0), clusters employing a two-photon (2x610 nm) detection scheme where
photoexcitation to the probe state occurs from the covalent branch of the excited state.%’

For an initial cluster size distribution between 1 and 7 water molecules, exponentially
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decaying Na*(H,0), experimental probe signals, where p refers to the post-evaporation
product cluster size, were obtained for product cluster sizes 1 to 3, and NaIJ'(HZO)p
éignals were not detected. In previous work (Chapter 4),205 our simulations resulted in a
predominant bare Na* signal for parent cluster sizes 1 to 4, and more intense Nal'(H,0),
signals corresponding to the parent cluster size were obtained with the two-photon probe
scheme. The obtention of a bare Na® si gnal was attributed to photoexcitation to the
repulsive wall of the probe state at small Nal internuclear separations, which resulted in
water evaporation due to high Nal excess Frangk—Condon energies. It was concluded that
the Na+(H20)p [p=1-3] signals obtained experimentally resulted from photoexcitation of
larger parent clusters. The Nal'(H,0), signals with p=n were ascribed to excitation to the
potential energy well of tﬂe Nal® probe states at short pump-probe time delays when
photoexcitation and probe excitation 'océur almost vertically from the ground-state to the
probe states. The minima of the probe state wells are ~ 10 and 4 kcal/mol deep for the X
and I states, respectively.”” At short pump-probe time delays, the water molecules do not
have time to travel far from Nal because of the reversed polarity of Nal in this region,
such that uponb reaching the probe state, the water molecules rapidly reequilibrate to the
newly formed Nal* species, whose charge distribution appears relatively similar to that of
ground-state ionic Nal for the majority of water molecules on the sodium end of Nal.

The simulated OPCS Na*(H,0), and NaI'(H,0), probe signals resulting from the
two-photon probe scheme for photoexcitation to the X and I probe states are shown in
Figs. 5‘.5 and 5.6, respectively. The NalI'(H,0), signals for photoexcitation to the X and I

probe states are very similar, and are thus only shown in Fig. 5.5, in order to facilitate
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visualization of the successive evaporation of water molecules apparent in the Na"(H,0),
signals. In contrast to previous simulations with OPCS, significant Na*(H,O), signals are
| observed for all cluster sizes. Furthermore, the NaF(Hzo)p signals are less intense than
obtained previously with OPLS, and disappear completely for cluster size 8. From Fig.
5.2, it was clear that OPCS predicts lower Franck-Condon energy gaps. energy gaps
between the Nal ground and excited states than OPLS, due to favorable rearraﬁgement of
the water induced-dipoles to the new Nal charge distribution in the excited state.
Accordingly, the FC energy gap between the first Nal excited state and the X and I probe
states is diminished relative to OPLS because the ground state and the probe states are
similarly stabilized by the solvent molecules, and the water molecules are found mainly
around the positively charge sodium in both states. Consequently, photoexcitation to the
probe states with the 2x610 nm probe scheme occurs higher on the probe states with
OPCS, and less bound Nal" is formed. In Table 5.3, we compare the average excess Nal
FC energies after photoexcitation to the probe states with OPLS and OPCS, where the
excess FC energy is evaluated relative tc; the asymptote of the probe

Obviously, NaI has more excess Franck-Condon energy after excitation to the
probe states with OPCS than with OPLSf In fact, for OPLS and excitation to the X state,
the average excess Franck-Condon energy relative to the asymptote is negative,
indicating that excitation occurs mainly to thé potential energy well of this state and that
Nal* will remain bound. The average excess Franck-Condon energy for the I state is.
larger because of the higher population of clusters that are excited to the repulsive wall of

the probe state, relative to the X state. With OPCS, on the other hand, the average excess



Photodissociation dynamics of Nal(H;0), with OPCS 157

Franck-Condon energy is relatively similar for both X and I probe states, and
approximately 10 kcal/mol above the probe state asymptotes. Thus, more intense

Na'(H,0), signals arising in part from dissociation of Nal" species are obtained with

OPCS.

Table 5.3 Average excess Franck-Condon energies (and standard deviation)”®

Two-photon probe scheme

OPLS OPCS
X I X I
1 126 104 | 11+x9 148
2 3+4 3x4 8+7 10+6
3 14  5+4 9+7 11+6
4 -1+6  4x5 8+7 107
8 ’ 7+5 9+6
One-photon probe scheme
OPLS OPCS
X I X I
1 3x4 34 5+5 55
2 1+4 14 | 3x3 3+£3
3 23 2+3 4+4 4+4
4 2+4 2+4 3+3 4+4
8 22 22

?in kcal/mol, relative to the asymptote of both probe states

In fact, the Nal"(H,O), signals obtained with OPCS, shown in Fig. 5.5, arise only
for pump-probe time delays lower than 200 fs, when Nal can be found at short
internuclear separations. At a pump-probe time delay of around 200 fs, when the
Na'(H,0), signals appear, water molecules have started to evaporate on the first excited
state due to the initial Nal-H,O repulsive dynamics upon photoexcitation, and Nal has

transferred a significant fraction of its excited-state excess Franck-Condon energy to the



Photodissociation dynamics of Nal(H,0), with OPCS 158

surrounding water molecules, and the water molecules that have gained already a lot of
kinetic energy on the excited state may continue to evaporate on the probe state. As can
be seen clearly in Fig. 5.6., Na'(H,0), signals for p < n arise at longer pump-probe time
delays than the signals corresponding to the parent cluster size.

In agreement with experimentally-determined probe signals, the Na*(H;0), and
Nal*(H,0), signals resulting from two-photon ionization decay exponentially after 200
fs, which is the time Nal reaches the curve-crossing region for the first time on the
excited state, due to the increased nonadiabatic transition probability caused by solvation.
Furthermore, the simulated OPCS signals, in contrast to the OPLS ones, demonstrate that
the Na'(HO), signals observed experimentally may arise from parent clusters close in
size (p~n) and not necessarily from much larger parent clusters. For cluster sizes 1 to 4,
Na‘“(HzO)p signals are obtained for p < 3, but for cluster size 8, which was outside the
experimental cluster size distﬂbution, larger product signals are obtained. In contrast to
experiment, however, Nal'(H,0), signals are also obtained for both OPLS and OPCS,
even though the signals are much more proﬁounced with OPLS. The comparison between
simulated probe signals obtained with OPLS and OPCS' suggests that obtention of a
Nal*(H,0), signal may depend on the model potential employed. Since OPCS predicts
Franck-Condon energy gaps that are smaller than those predicted by OPLS, but are still
larger than those found experimentally, it is conceivable that the Nal"(H,0), signals
would disappear if more accurate pbtentials with the exact Franck-Condon energy gaps
were employed to simulate Nal(H;O), photodissociation dynamics. However, we note

that the present QM/MM model is already fairly sophisticated, and performing
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nonadiabatic dynamics simulations with intermolecular interactions derived from first-
principles would be computationally prohibitive.

The simulated probe signals obtained with the one-photon (263 nm) probe
scheme, where excitation occurs mainly from the ionic branch of the excited state, are
shown in Fig. 5.7 for photoexcitation to the X state. The signals for photoexcitation to the
I state are not shown because they do not differ from those shown for photoexcitation to
the X state. As seen from Table 5.3, the average excess Franck-Condon energy is about
the same for both states With this probe scheme, because photoexcitation occurs to the
asymptotes of both states, which are equal in energy, resulting in equal signals for both
states. It is clear from Fig. 5.7. that both the Na*(H,0), and NaI'(H,0), signals disappear
by cluster size 3. As mentioned earlier, for large cluster sizes such as 4 or 8, almost ail of
the excited-state population undergoes a nonadiabatic transition upon reaching the Nal
- curve-crossing region for fhe, first time. In previous OPLS simulations, the suécessive
evaporation of the Watér molecules could be monitored from the Nal*(H,O), sigﬁal.
Since the NaI*(H;0), signals arise only from excitation at the outer turning point of the
Nal Vibrational motion in the excited state, the signél is much less intense than the
Na*(H,0), signals, such that the signal is barely perceptible for cluster sizes larger than 1.
Consequéntly, the probe signals resulting from one-photon ionization may reveal at
which cluster size the ionic state is sufficiently stabilized, relative to .the covalent state, to
cause the depletion of the full excited-state population upon reaching the curve crossing

point for the first time, but may not allow to probe much of the other aspects of the
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Figure 5.7 Probe signals for Nal(H,0), photodissociation as a
function of pump-probe time delay, generated using one-photon
excitation from the ionic branch of the first excited state to the X

probe state.

5.3.4 Electron Transfer Reaction in Nal(H20)a Clusters

In previous work on Nal photodissociation in a solution of a weakly polar solvent,
diethyl ethelr,65 it was found that the solvent tremendously stabilizes the ionic state and
fbrmation of ionic products may proceéd via invéﬁed electron transfer. The inverted

regime of electron transfer is characterized by a curve crossing between covalent and
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ionic free energy surfaces at negative values of the solvent coordinate s, as shown in Fig.
5.8 (when the solvent coordinate reference is that of the covalent state at 'equilibﬁum).
The solvent coordinate, in the solution case, is defined as the energy difference between
the solute-solvent and solvent-solvent interactions of the covalent and ionic states.
However, it was found that radiative decay to the ground state occurs over a shorter time
scale than the possible inverted electron transfer reaction, and thus, ions are formed by
radiative decay of excited Nal, followed by recombination of the ions on the ground state.
Extrapolation of the solution results to small clusters suggested that inverted electron
transfer could occur in small clusters, and we now attempt to connect the earlier
predictions with the results of the present simulations.

The change in free energy for the Nal covalent and ionic states is shown in Fig.
5.9 as a function of the solvent coordinate for an Nal internuclear éeparation of 7A  (the
gas-phase crossing-point Nal separation). It should be noted that the definition of the
solvent coordinate is slightly different in the present cluster work than in previous
solution work. In solution, as meﬁtioned above, the solvent coordinate is evaluated as the
energy difference between the solute-solvent and solvent-solvent interaction energies of
the ionic and covalent states, whereas for clusters, the solvent coordinate s also includes
the difference in solute diabatic energies, i.e. it is the difference between the total cluster
energy of the Nal covalent and ionic states. The coordinates, however, have
approximately the same meaning at the Nal curve crossing point (~7A) because the

energy of the Nal solute is very similar for both ionic and covalent states, such that only
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Figure 5.8 Change in free energy AG as a function of the solvent
coordinate s, at an Nal internuclear separation of 7A. From

reference 65.

the difference in solute-solvent and solvent-solvent interaction energies define the solvent
coordinate in that region of Nal internuclear separation. It should also be noted that it is
rather difficult to generate the free energy curves for clusters, shown in Fig. 5.9, dver a
wide range of solvent coordinates Because the solvent coordinate is a large quantity,
‘which dictates the use of rﬂay windows away from equilibrium in the umbrella sampling.
Furthermore, due to the fluxional character of the clusters, large ensembles of
configurations are required to obtain converged statistics. Consequently, the free energy

curves shown in Fig. 5.10 were evaluated over a limited range of solvent coordinates.
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Figure 5.9 Change in free energy AG as a function of the solvent
coordinate s, evaluated as the energy difference between the
ionic and covalent states for cluster sizes 1 (Fig. 5.1a), 2 (Fig
5.1b) and 4 (Fig 5.1c). The dashed lines correspond to the free
energy estimated from solution theory, the solid lines to the
simulated date, where the squares correspond to the ionic state,
and the dots to the covalent state.
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The free energy curves of the Nal covalent and ionic states for Nal(H,0),
clusters, are fitted with a 2" order polynomial, are shown in Fig. 5.10. Interestingly, the
covalent free energy curve along the solvent coordinate is rather flat and independent of
cluster size, while that of the ionic state exhibits a clear cluster size dependence, with the
parabolic curves becoming increasingly broader with cluster size, consistent with
* extrapolation of solution theory to clusters. However, solution theory would predict
parabola with the same curvature, related to the solvent effective force constant, for both
states (and a giyen cluster size). This is due to the fact that the solvent force constant in
not well defined in small clusters. In solution, the motion of the water molecules is rather
collective, but in clusters, the solvent molecules can move freely around the solute
without significantly affecting the free energy of the system, especially for the covalent
state where the Nal-H,O ihteractiqn energy is very low. Thus, it is evident that just a few
water molecules moving around the nonpolar covalent splute is not sufficient to mimic
the collective motion of solvent molecules in soiution, such that the free energy curves
for the covalent state are much flatter than that for the ionic state for very small clusters.

The fact that the covalent free energy surface is flat for small clusters suggests
that electron transfer would pfoceed without an activation barrier along the solvent
coordinate. In solution, the electron transfer process typically proceeds by the
rearrangement of solvent molecules to reach the crossing point between free energy
surfaces along the solvent coordinate. The extrapolat_ed free energy curves reveal that the
curve crossing between the Nal éovalent and ionic states occurs at increasingly large

negative values of the solvent coordinate, from s = 0 kcal/mol for cluster size 1, to s ~ -20
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Figure 5.10 Change in free energy AG as a function of the
solvent coordinate s, evaluated as the energy difference between
the ionic and covalent states for cluster sizes 1 (Fig. 5.1a), 2 (Fig
5.1b) and 4 (Fig 5.1c). The dotted lines correspond to a fit to the
curves with a 2°? order polynomial.
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kcal/mol for n = 2, and to s < -100 kcal/mol for n = 4. The average value for the solvent
coordinate at the curve crossing between the Nal covalent and ionic states in the MDQT
simulations is 0 + 2 kcal/mol for all cluster sizes, and thus, the transition from one state to
the other does not proceed along the solvent coordinate, but along the Nal internuclear
coordinate like in the gas phase. Furthermore, the fact that the solvent does not drive the ,
electron transfer process like in solution arises from rapid solvent evaporation on the
excited state. If the solvent remained close to Nal, it is clear from Fig. 5.10c that a
nonadiabatic transition from the covalent to iqnic states would be extremely unlikely at
cluster size 4 (the free energy curves shown in Fig. 5.10 are generated from thermal
ensembles of stable clusters of a given size, and thus do not account for water
evaporation).

To summarize, the electron transfer process in clusters is not defined by the
collecltive motion of the water molecules, as would be the case in solution, and it does not
proceed along the solvent coordinate, but along the Nal internuclear separation
coordinate like in thé gas phase. Thus, in clusters, water molecules do not directly govern
the electron transfer rate, they only influence the nonadiabatic transition dynamics by
increasing the Nal internuclear separation at which the curve-crossing between the

covalent and ionic states occurs.

' 5.4 Concluding Remarks

In our continuing effort to understand the effects of solvation on elementary

electron transfer reaétions, we extended our previous investigations of Nal(H,O), cluster
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Vphotoldissociation dynamicszos to larger cluster sizes, by implementing the polarizable
OPCS model within the semiempirical valence bond approach employed‘to describe the
Nal electronic structure, along with the molecular dynamics with quantum transitions
method.'” This new model alleviates the assumption of frozen electronic polarizability of
the earlier model, and allows the solvent to polarize as a response to its environment in
both the ground and excited states. The Nal ground to first excited state Frank-Condon
energy gaps AErc predicted by the nonpolarizable OPLS model used earlier increase
linearly‘ with cluster size, in contrast to experimental68 and high-level ab initio
calculations®® results that suggest a convergence of AEpc over the cluster size range 4-
16. Due in part to this discrepancy, our previous simulations were limited to small cluster
sizes. OPLS also predicted ground-state solvent-separated ion pairs to become
overwhelmingly predominant at much smaller cluster sizes than OPCS, producing results
less consistent with experimental observations. The OPCS model employed in the present
investigation predicts a convergence of AFErc at cluster size ~16, in relatively good
agreement with experiment and ab initio calculatioﬁs. Exploration of solyation effects on
the Nal electronic structure and photodissociation dynamics can thus be safely extended
to larger cluster sizes with the present model.

The Nal excited-state dynamics appear to be quite sensitive to the model potential
employed to simulate Nal(H;O), cluster photodissp(:iation dynamics. In éontrast to our
previous simulations with OPLS, where the Nal excited-state population decay resembled
that of bare Nal after reaching the curve-crossing region for the first time, due to the

rapid evaporation of up to 99% of the water population shortly after Nal photoexcitation,
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the excited-state population decay with OPCS ingreases sharply with cluster size. For
cluster sizes greater than 2, the full excited-state population decays within 800 fs after
photoexcitation. Since the Nal solute and solvent molecules are allowed to polarize each
other with OPCS, the Nal-H,O repulsive forces caused by the Nal reversed polarity in the
Franck-Condon region of the excited state upon photoexcitation are attenuated, relative to
the OPLS case, and therefore, water evaporation is significantly reduced. In fact, our
simulations predict that less than 10% of the water molecules have evaporated by the
time Nal reaches the curve-crossing region for the first time, which leads to a more rapid
excited-state population decay than OPLS. At cluster size 8, the stabilization of the ionic
state by the water molecules causes the adiabatic ground and excited states to acquire
pure ionic and covalent character, respectively. Therefore, following the transition back
to the ground state after ﬁhotoexcitation, Nal remains bound on the ground ionic state or
the cluster dissociates to form ionic products. For smaller cluster sizes, on the other hand,
the transition to the ground state leads to the formation of atomic photodissociation
products.'

Simulation of the femtosecond pump-probe signals resulting from two-photon
(2x610 nm) ionization from the covalent branch of the excited state suggest that the
Na'(H,0), signals observed experimentally, where p refers to the post-evaporation
product cluster size, may arise from parent clusters close in size (p ~ n), and not
necessarily from much larger parent clusters as suggested by our earlier OPLS results. In
contrast to experimen_t, Nal*(H,0), signals are obtained for both OPLS and OPCS, but

are less pronounced for the former, which suggests that obtention of a Nal*(H,O), signal



Photodissociation dynamics of Nal(H,0), with OPCS 169

depends on the model potential emplosled. However, performing nonadiabatic
simulations with intermolecular interactions derived from first principles would be
computationally prohibitive. The femtosecond pump-probé signais obtained with one-
" photon (263 nm) ionization from the ionic branch of the excited state, differ also from
those obtained previously. Both Na®(H,0), and NaI'(H,0), signals are barely perceptible
for cluster sizes larger that 1, due to the increased nonadiabatic transition probability
caused by the presence of water molecules. The absence of signals with the one-photon
probe scheme in the cluster case is consistent with experimental findings: this probe

171

scheme, which was used earlier to probe the Nal gas-phase dynamics, '~ was later

abandoned in éxperimental studies of clusters®” simply because no femtosecond signal
céuld be detected.

Another important aspect of Nal photodissociation in clusters lies in the precise
mechanism of electrén transfer involved after photoexcitation upon increasing solvation.
Free energy curves for both ionic and covalent states, analogous to those of solution
theory, have been generated as a function of a collective solvent coordinate, defined as
the energy difference between the two diabatic states, for this purpose. Inspection of the
free energy curves reveals that the electron transfer process in clusters is not governed by
'the collective motion of the water molecules, as would be the case in solution, and it .does
not proceed along the solvent coordinate, but along the Nal internuclear separation
coordinate, as in the gas phase. Therefore, solvation in small clusters mainly influences
the nonadiabatic transition dynamics by increasing the Nal internuclear separation at

which the curve crossing occurs, but does not directly govern the electron transfer
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process as in solution. If the evaporation of water molecules could be prevented by
embedding the Nal(H,0), clusters in a matrix or a sufficiently dense buffer gas, the

collective motion of the water molecules could become important and therefore govern

electron transfer.
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6.1 Infroduction

A good candidate system to investigate solvation phenomena is the Nal ion pair in
polar solvent clusters. The Nal system has been a paradigm for femtosecond studies of
photodissociation dynamics involving curve crossing of covalent and ionic states:
photoexcitation of Nal results in bound oscillatory motion in the excited-state potential,
modulated by electron transfer and predissociation to the ground state. This system has

16416 and has allowed exploration

thus served as a prototype for cluster phofochemistry,
of solvent effects in the dynamics of fundamental processes such as electron transfer.”*®
Previous theoretical work on Nal(H;0), clusters'?**® has shown that the presence of
solvent greatly affects the Nal nonadiabatic photodissociatioh dynamics. Femtosecond
photo-ionization experiments204 confirmed these findings by demonstrating the dramatic
short-time increase of the atomic product population and the monotonic decay of the Nal
excited-state populatibn in the presénce of water molecules, in contrast to the oscillatory
motion observed for gas-phase Nal.

Multi-photon ionization experimental studies of Nal ion pairs in polar solvent
clusters of water, acetonitrile and ammonia®® show a very clear, solvent-selective,
behavior in the distribution of the detected Na*(solvent), product ions. More specifically,
product clusters up to size 50 have been observed experimentally with water, but no
clusters larger than size 9 and 6 have been observec% with ammonia and acetonitrile,
respectively, in multi-photon ionization experiments. The difference in experimental

results for the various solvents was attributed to a varying degree of ground-state charge

separation for the ion pair in the different cluster types.
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In previous theoretical work,”” Nal ion pairs were found to be stable with respect
to ionic dissociation even in very large water clusters, but solvent-separated ion pair
(SSIP) species become rapidly predominant over contact ion pair (CIP) species past
cluster size 32. Interestingly, the structure of ion pairs in water clusters could be related
to that of the individual ions in water clusters,> and the “hydrophobic” nature of the

158,176,177 was shown to result in surface-solvated Nal ion

iodide ion in aqueous clusters
pair structures at small cluster sizes.®* Model electronic structure calculations showed that
he oscillator strength of CIPs remains about constant upon addition of solvent molecules,
implying that the presence of solvent molecules perturbs the Nal CIP electronic structure
only marginally.”’ SSIPs, however, have a much reduced oscillator strength and may not
possess optically accessible excited states akin to that of gas-phase N al.”” A similar study
of the NaCl ion pair in aqueous clusters also suggests that charge transfer to solvent
(CTTS) may become increasingly important with cluster size increase, and may in fact
compete with the ion-pair multi-photon ionization mechanism.””?% This is consistent
with the experimental observation® that multi-photon ionization produces Na*(H;O),
cluster products.of size no larger than n~50, implying that large Nal(H,O), clusters,
‘which exist predominantly as SSIPs, are not photoexcitable. This also supports the
assignment of the lack of large cluster products in multi-photon ionization experiments to
ground-state charge separation.

Completely analogous investigations of Nal(CH3CN), and Nal(NHj), clusters
demonstrated that Nal CIPs are also stable for these types of clusters, but SSIPs do not

appear before cluster size 32.7%7 Thus, ground-state charge separation seems to occur

much earlier for water than for ammonia and acetonitrile clusters. Since model electronic
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structure calculations showed that the Nal CIP surrounded by solvent molecules
possesses optically accessible excited-states relatively similar to those of the isolated Nal
molecule, in contrast to SSIPs, this suggests favorable conditions for multi-photon
ionization experiments of large Nal(CH3CN), and NaI(NH3),. Yet only small clusters are
observed as products of multi-photon ionization for these cluster types, in contrast to
water clusters, which makes the ground-state charge separation argument questionable.
The lack of experimental product signal beyond cluster size 6 in Nal(CH3CN),
multi-photon ionization experiments could be rationalized by alternative photoexcitation
mechanisms, involving for instance charge transfer to solvent (CTTS), which has been
observed in ionic clusters and could be followed or not by electron photodetachment,”’5 2

or even direct ionization, resulting in different dynamics. As the molecular dipole

moment of acetonitrile in the gas phase is about twice that of water, CTTS states can be

210

expected to occur at smaller sizes in acetonitrile than in water clusters,” which would be

consistent with experimental observations. Photoekcitation of Nal(H,O), clusters was
shown to induce massive solvent evap'oration,zo5 and solvent evaporation dynamics on the
ionized state may be even more significant for acetonitrile clusters. For instance, the Nal
CIP is typically stretched to a smaller extent in acetonitrile clusters than in water
clusters,” possibly resulting in larger Franck-Condon excess energies (due to excitation
to the probe state repulsive wall), and in increased evaporation further reducing the size
of acetonitrile product clusters. Furthermore, probe-state dissociation of Nal(CH;CN),"
clusters with interior solvation structures may be more prone to reorganization than that

of surface-structure NaI(H,0)," clusters, where iodine is essentially free to leave the
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cluster without major solvent network disruption, possibly allowing large Na'(H;O)y
products to survive.

As for ammonia clusters, the small dipole moment of ammonia obviously
precludes the possibility of CTTS in small clusters. Recent simulations’® suggest that
large Nal(NHj3), clusters might not be formed under the conditions of the multi-photon
ionization experiments. For instance, the maximum Nal(NHj3), cluster size that can be
produced at room temperature corresponds to 9 solvent molecules, which incidentally is
the size at which the product signal vanishes in multi—photm; ionization experiments.
Room-temperature simulations also suggest that large ionic ammonia clusters containing
more ammonia molecules than a single ion solvation shell readily undergo solvent
evaporation at high temperatures. As a result, hot Na"(NH3), products of photoexcitation
might undergo further evaporation on the ionized state and very few cluster products
containing more solvent molecules than a single ion solvation shell (coordination number
of 5 for sodium) may be observed in multi-photon ionization experiments. Full-fledge
nonadiabatic simulations ’of the photodissociation process of Nal in Qaﬂous solvent
clusters analogous to our previous work on Nal(H;O), clusters>® might be necessary to
confirm or refute these hypotheses.

Asides from CTTS and massive solvent evaporation, which would require costly,
convoluted simulations, and alternative explanation may lie in inhibition of the
photoexcitation route because of tremendous differential solvation of the cluster states.
The Nal ground ionic state is stabilized by polar solvent moleculeé to a much greater

extent than the excited state in the Franck-Condon region, which is covalent. As the jon

pair is increasingly solvated by solvent molecules, the Nal Franck-Condon energy gap
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may increase to an extent that would render the laser wavelength inadequate for
photoexcitation. This inhibition of photoexcitation might be less pronounced in water
clusters, not only because of weaker ion-solvent interactions, but also because of their
characteristic surface solvation structures. Addition of solvent molecules on one cluster
side, remotely from the ion pair, could result in moderate additional stabilization of the
ion pair and, in fact, very little change in the differential solvation energy of the ionic
(ground) and covalent (excited) states (since water molecules tend to interact with each
other rather than with Nal). Thus, in water clusters, it is conceivable that the excited state
remains accessible for larger cluster sizes, consistent with the large product clusters
observed in Nal(H,O), multi-photon ionization experiments. Accordingly, we turn our
_attention to the photochemical properties of Nal ion pairs in water, acetonitrile and
ammonia clusters.
The outline of this article is as follows. The computational methodology is
presented in Section 6.2. Results are presented and discussed in Séction 6.3. Concluding

remarks follow in Section 6.4

6.2 Computational Methodology

6.2.1 @M/MM Molecular Dynamics Simulations

Distributions of Franck-Condon energy gaps are obtained for canonical ensembles
of ground-state cluster structures generated by constant-temperature molecular dynamics
(MD) simulations. Nosé-Hoover MD simulations, *"1*? thermostated at .200 K with a
modified version of the velocity Verlet algorithm,143 were used to that effect. A quantum

mechanics-molecular mechanics (QM/MM) model is adopted to describe intermolecular
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interactions in NaI(H,0), clusters, in which the Nal solute electronic structure is obtained
from semiempirical valence-bond theory, as described in great detail in previous work,”®®
and polarizable model potentials are employed to describe the solvent-solvent and solute-
solvent interactions, following our previous work for water,97 ammonia’® and
acetonitrile” clusters.

Briefly, a semiempirical valence bond (VB) approach is used to calculate the
Hamiltonian matrix elements of the diabatic, constant-charge character, ionic Na'I” and

covalent Nal states. Only two electrons are treated explicitly, while the contribution due

to the remaining electrons is embedded in a core-core potential, and the charge-localized

VB states are expressed as the normalized Slater determinants @, =N1|}7X | and

d,=N, QM—X I-—IM}_( ‘) for the ionic and covalent states, respectively, where the core

electrons have been omitted, X represents the iodine valence p orbital lying along the
bond axis, and M represents the sodium valence s orbital. All electron integrals are
evaluated under the point-charge, Pariser and Mulliken approximations,180 resulting in
analytical expressions for all diabatic matrix elements:

2.e%

HY(R) =(@,|A%®,) = H (R) — IP(X) - EA(X) - 6.1)
HS(R) = (®,A°|® >=___.1—{HCC(R)—2113()()—2119(M)—2"'32 }
2 ’ 21+ Shy (R)]
_ S ®
s (3IP(X) +3IP(M) + EA(X) + EA(M)
2-¢* :
+ +20(X)+2p(M)} (6.2)

with the electronic coupling
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HY(R) =(® |A°|®,)

20+ 52, (R)]

2-e?
R

1 1
—5p<X)—5p<M>} (6.3)

while the diabatic state overlap is

Su(R) = (@, |®,) = S (R) (6.4)

J21+ 82, (R1

where R is the Nal internuclear separation, IP and EA are the ionization potential
and electron affinity, o(y) is a one-clectron integral of the form < le/ r| ;() and S, is

the overlap between the metal s and halogen p orbital. The 5p Slater orbital With
exponent £=1.9 and the 3s Slater orbital with exponent £=0.7333 are used here for
iodine and sodium, mspectively.lgl’182 The ionization potentials for sodium and iodine are
5.14 and 10.45 eV, respectively, while the electron affinity of sodium and iodine is 0.55
and 3.06 eV,‘ respectively.126 The core-core potentials are chosen for both VB states to
reproduce experimental gas-phase Nal Franck-Condon (FC) energies and Nal potential

- curves predicted by high-level ab initio calculations: %

8 2
HY(R)=IP(X)+IP(M)+ [Am'n + (B—R—] }e‘R/R""" + % +E s o0 (R) (6.5)

where the van der Waals attraction and polarization energy term is expressed as
Cow (@, +a, )-e ~ Qa,.c,.)-e’

6.6
R¢ 2R* R’ (6.6)

Evdw/pol (R) ==
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with A= 2760 €V, Bo= 2.398 eVIBA, Riy= 034894, Con= 11.3 eV-AS, . = 0.408

A3 and o, =6431 A3,192185 404
Hi(R) = IP(Xj +IP(M) + A, e P FFer) 6.7)
where A, = 0.8 eV, B, = 2.5 Al and R, = 2.65 A. Adiabatic ground and

excited-state energies are then simply obtained by diagonalizing the Hamiltonian matrix
in the VB (diabatic) state basis.

Solute-solvent and solvent-solvent interactions are described by medel potentials.
Because of the large diabatic state energy gap, the ionic and covalent states are only
weakly coupled in the Franck-Condon region, which ‘is‘ indicative of the Bom-
Oppenheimer regime of solvation,” where the solvent electrons move much faster than
the solute electrons. Accordingly, the solvent effectively “feels” charge-localized solute

charge distributions, and the instantaneous solute-solvent (and solvent-solvent) energy for

each solute VB state V. is computed and incorporated in the individual Hamiltonian

ii
matrix elements, i)efore solving for adiabatic energies

H,Rr)=H)R)+V, Rr); V, =V 1V 1V * %  (6.8)

where H, is the isolated Nal diagonal Hamiltonian matrix element for state i
(1=ionic, 2=covalent), R repres;ents the Nal solute coordinates and r the solvent
coordinates, Vl.,.c""’. is the Coulombic interaction energy between the solute and solvent
charge distributions, V,/* is the solvent polarization energy and V;* “” is the solute-

solvent (and solvent-solvent) repulsion-dispersion energy. For simplicity, the solvent-

solvent interaction energy, which is the same for both VB states, is embedded into the

solute-solvent interaction term. The Coulombic energy V,.,.C""’ is then given by
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n ik ik k Kk
VCdul (R,r) — QNa 'qS I + ql 'qS + Z Z %— (6_9)

o siom [ Ry, —r;‘ IR, ‘rfl i ssoam |¥s —Ts |

where ¢., and ¢ are the solute point charges associated with VB state i at position and
R,, and R, , respectively, and g% are the point charges associated with sites rsk of the &

solvent molecule. The solvent polarization energy V,?* (which includes both polarization

by the solute charge distribution and by other solvent molecules) is obtained as
V. (R,r) = —%Z pi -EY (6.10)
k

where p,, represents the set of induced dipoles on each solvent molecule andEgk the

electrostatic field due to all permanent charges, including those of the solute for VB state

i, at the induced dipole site r§ s

(rNa”rZ;) i (l‘z—rﬁ) +Z Z qél(r;_rg)

IR, —r‘i‘ |3 ! IR, _rak |3 =k S=H M 1'; —r§ |3

6.11)

0 _ i
Ek —QNa

The induced dipoles p, are evaluated as a linear response to the total electric

field

u;c:aE;( :a'[Eg’l—i-ZTklu;] (612)

1%k
where « is the solvent polarizability and T the dipoie tensor.'?® The self-consistent
induced-dipole problem, Eq. (6.12), is solved in matrix form by LU decomposition and
backsubstitution.”® The short-range repulsion-dispersion interaction energy is modeled

by a sum of modified, generalized Lennard-Jones potentials over all repulsion-dispersion

sites (the ions/atoms and the solvent sites) separated by a distance r,
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i Al B ‘ - .
Vi =(Z —1%+%+C—§‘J (1+ D}y cos Eyp) (6.13)
ko Tu T  Ta

The last term in Eq. (6.13) adds directionality to the potential and was found in some
cases necessary to account for hydrogen bonding between halide ions and solvent
molecules; ¢ in Eq. (6.13) is the angle between an halide ion, a solvent hydrogen atom
and a given solvent donor atom. Finally, the solute-solvent contribution to the off-
diagonal Hamiltonian matrix element is simply evaluated with the Mulliken

approximation183

S
H;R,r)= H?(R)+—21{V,.,. (R,r)+V,(R,n)} (6.14)

i
where S, is the off-diagonal element of the VB state overlap matrix.

The Nal partial point-charge distributions gy, and g; of both VB states, required

to compute the solute-solvent interaction potential, are extracted from high-level ab initio
calculations of the gas-phase dipole moments for the first two Nal adiabatic states.'®® We
note for future discussion that gas-phase excited-state Nal has a reversed polaﬁty to that
" of the ground ionic Na'I™ state in the Franck-Condon region, and as a result, when polar
solvent molecules stabilize the (ionic) Nal ground state, they tend to_ destabilize the Nal
excited state (with reversed Nal polarity).

All solvent models, referred to in previous work as OPCS for optimized potentials
for cluster simulations,” employ a rigid water molecule with experimental gas-phase
geometry. For water, both of the hydrogen atoms carry a fractional charge, while two M
sites located on the bisector of the H-O-H angle but off the water plane carry a chérge of

opposite sign. The oxygen atom carries one polarizable site and one repulsion-dispersion
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(Lennard-Jones) site. The model potential also includes H-H repulsion terms of the Born-
Mayer form.?!! The acetonitrile model employs point charges and repulsion-dispersion
sites on all atoms, and a distﬁbuted molecular polarizability on the N, C, and methyl C
(Cw) atoms. As for ammonia, the hydrogen atoms each bear a positive charge and the
compensating negative charge is placed at a site M situated down the C3 molecular axis
from the nitrogen atom. The nitrogen atom carries a polarizable site and all atoms carry a
repulsion-dispersion site. For all model potentials, some parameters were derived from
available experimental data and the remaining (repulsion-dispersion) parameters were
fitted to small pure solvent, ion-solvent and atom-solvent cluster data obtained from ab
initio calculations. While extensive experimental and theoretical pure solvent and ionic
cluster data has been reported earlier, little is known about atom-solvent complexes. The
structure and binding energies of atom-solvent complexes, which serve as the basis for
parameterization of the Lennard-Jones potentials, were then evaluated with MF"Z/6-
311+G and are listed in Table 6.1. All model potential parameters are collected in Table
6.2.

We note that these model potentials allow the ion pair and solvent molecules to
polarize each other in both the Nal ground and excited states. Not only are solvent

molecules allowed to polarize each other, but the solute charge distribution (which enters

‘the V,** term) is also allowed to polarize solvent molecules. In turn, solvent molecules

also polarize the solute electronic structure by affecting the composition of the ground

and excited adiabatic states in the VB state basis.
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Table 6.1 Properties of atom-solvent binary complexes®

‘Geometry Dy
Na(H,0) Co’ 53 INao=2.4 A
I(H,0) Co® 0.9 "Rro=404A
Na(NH;) Cs’ 6.5 man=2.5 A
I(NH;) Cs* 0.2 Rin=37A
Na(CH;CN) Csy’ 4.0 Nan=2.5 A
I(CH5CN) CsS 0.9 Ric, =42 A

a. Obtained with MP2/aug-ccPVTZ. Dyis the complex binding energies in kcal/mol.
b. The solvent most electronegative atom points towards the atom.
c. The solvent hydrogen atoms point to the atom.

6.2.2 Model Quantum Chemistry Calculations

The distributions of Franck-Condon energy gaps were also calculatéd for the
ensembles of cluster structures generated by ground-state MD simulations with quantum
chemistry. The size of the large clusteré obviously precludes the straightforward use of
high-level ab initio calculations fpr large ensembles of cluster structures. The solvent
molecules are thus represented by a point-charge distribution in the electronic structure
calculation. The p'oi‘nt charge distribution for each solvent molecule is extracted from the
total molecular dipole moment (i.e. the sum of the permanent and induced dipole
moment) of the solvent molecule predicted by the model potentials for a given cluster
configuration. For water and ammonia, a distribution of 4 charges (on the same sites as
those of the model potentials) is calculated exactly from the three components of the
molecular dipole moment vector under the constraint of overall charge neutrality, while

for acetonitrile, the 6 charges on the atomic sites are evaluated by fitting the three
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components of the molecular dipole moment vector with a nonlinear least-squares fit

125 also under the constraint of overall charge neutrality.

algorithm,

We'note that the calculation of the cluster electronic states with this approach
only takes into account the ground-state polarization of the solvent molecules, and
therefore neglects possible solvent electronic polarization in the excited state. However,
this choice of model, where solvent effects are taken into account in the calculation of the
Nal electronic states only via the electric field generated by the solvent molecules,
precludes any charge-transfer-to-solvent process. This allows to unambiguously
characterize the CIP Franck-Condon energy gaps for various cluster sizes and types, and
thus, to completely untangle the roles of charge separation and differential solvation on
the photochemical properties of Nal ion pairs in clusters. We also note that these model
quantum chemistry calcuiations allow evaluation of the oscillator strength for the Nal
electronic transition in the solvent environment. A weakness of the semiempirical VB
theory approach outlined in the previous section lies in its inability to describe
quantitatively the transition dipole because of the small, minimum basis set
approximation.212

The model chemistry employed is Configuration Interaction with Singles
excitation (CIS) with a 6-31+G basis set for all the atoms for the electronic transition
from the ground Nal state to the third ¥ excited state, which is the first optically
accessible excited state, The model was validated by comparing the regults of gas-phase

Nal calculations with available experimental data and small cluster calculated data (cf.

Table 2)



Photoexcitation of Nal in Water, Ammonia and Acetonitrile Clusters 185

Table 6.2 Model potential parameters®

Nal
Na* T
" 1.0 1.0
04 0.2 7.0
H,O
Ron Roa” 0 oM’ Onox
0.957 0.342 +434 104.52
H M O
" 0.57 057 ;
o - 8 145
0-0 Na*-O I'-O H-H°
A 1152920 137540 31811095 A’ 100000
C -1075 -150 -10400 B’ 5.5
Na-O I-O
A 226515 17907960
C -2200 -8120
NH;3
Ry Run , Ruat® OuNH
1.012 1.625 0.180 112.07
H M N
" 0.56 -1.68 -
@ ; ] 222
: N-N Na*-N Na*-H I-N . I'-H
A 2676713 11200 40800 29126500 149750
B 0 23000 -4100 63400 -1000
C -127 -1650 -50 -11800 -500
Na-N I-N
A 387810 1247130
C -3180 -990
CH;CN
Tey-B Ie,—c Ien Orcn
1.089 1.46 1.17 109.80
N C Cum H
gi -0.49 048 -0.56 0.19
0 091 1.56 1.99
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N-N N-C N-H C-C C-H H-H
A 6410 1271400 72850 2100 37800 1
C =35 -930 -160 -20 -115 -1
Na"™-N Na*-C Na*-H I-N I-C I-H
A 73180 812500 39100 44536700 14432900 1085300
B 7700 -4800 660 76200 -56700 1450
C -1050 -1425 -940 -10 -5 -460
D 0 4 0 0 0 0 0.60
E 0 0 0 0 0 2.01
Na-N I-Cum
A 286170 23152940
C -2130 . -9050

a. Parameters not listed are zero. Distances are in A, angles in degrees, point charges (g;)
in fractions of e, polarizabilities (04) in A3, Ain kcal.Alz, B in kcal.AS, Cin kcal.A6, and
Ein inverse degrees. D is unitless.

b. M is generally located along the molecular symmetry axis, towards the hydrogen

atoms. For water, there are two M sites off the water plane by an angle 0 p,0.m.
c. Repulsive potential of the Born-Mayer form A'e®", with A’ in kcal/mol and B'in A,

6.3 Results and Discussion |

The OPCS distributions of Franck-Condon enérgy gaps are shown in Fig. 6.1 for
all 3 solvents as a functiqn of cluster size. Not surprisingly, the Franck-Condon energy
gap distributions are shifted to larger values as a function of cluster size, as the ion pair
ground state is increasingly stabilized by solvent molecules. The average shifts in the
Franck-Condon energy gaps, shown in Fig. 6.2, relative to bare Nal are much more
revealing. The average shifts in the Franck-Condon energies are larger for water than for
ammonia at all cluster sizes, while those for acetoni;[rile tend to be much. smaller and not
to vary much with cluster size. We note, as observed earlier in:Chapter 5, that the average
OPCS Franck-Condon energy gaps for water are in reasonable agreement with

experimental data.%® In general, all average shifts of the Franck-Condon energy gaps
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Figure 6.1 Franck-Condon energy gap distributions P(AEpc) as
a function of cluster size (left panel) for (a) H,O, (b) CH3CN and
(c) NH3, obtained with OPCS

seem to plateau around cluster size 16. Based on these results, the solvent-selective
behavior of Nal multiphoton ionization can definitély not be ascribed to different extents

- of differential  solvation which would render the laser wavelength
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Figure 6.2 Shift in the average Franck-Condon energy gaps
relative to bare Nal AAErc as a function of cluster size, obtained
with OPCS.
inadequate for photoexcitation, because, within the exact same methodology, water is
predicted to possess the largest Franck-Condon energy gaps of all solvents, and yet it is
the solvent for which the largest products of multi-photon ionization Vare observed.

We now turn our attention to the Franck—Cohdon energy gaps prediéted by model
quantum chemistry calculations, in which the solvent molecules are represented by frozen
point charge distributions. One advantage of this approach is that it allows the
célculation, not only of the Franck-Condon energy gaps, but also of oscillator strengths.
Eoth distributions are displayed in Fig. 6.3 for all 3 solvents as a function of cluster size.

Again, the average shifts of the Franck-Condon energy gaps and average oscillator
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Figure 6.3 OPCS Franck-Condon energy gap distributions
P(AErc) as a function of cluster size (left panel) for (a) H,O, (d)

CH;CN and (e) NH3
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Figure 6.4 Shift in the average Franck-Condon energy gaps
relative to bare Nal AAErc as a function of cluster size (Fig.
6.2a), and variation of the oscillator strength f as a function of
cluster size (Fig. 6.2b).
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strengths, shown in Fig 6.4, are much more informative. The average shifts of the Franck-
Condon gaps are still largest for water, but are closely paralleléd by those for acetonitrile,
while those for ammonia do not seem to vary after cluster size 4. All shifts seem to
plateau around cluster size 16. The average oscillator strengths are similar for all 3
solvents and tend to increase as a function of cluster size, suggesting slightly more
efficient absorption for large clusters.

The average Franck-Condon energy gaps predicted by model quantum chemié_try
calculations are significantly overestimated, compared to experimental data for water and
compared to the OPCS data. This can be attributed to the frozen point charge distribution
/that is used to representvthe solvent molecules. In contrast, with OPCS,< the solvent
molecules are allowed to polarize in response to the solvent environment, 'both in the
ground and exciied states. This generally results in smaller Franck-Condon energy gaps.
For the model quantum chemistry calculations, very much like previous calculations with
the nonpolarizable OPLS model, Franck-Condon energy gaps are much larger because of
the combined stabilization of the (ionic) ground state and destabilizatioil of the (covalent)
excited state.

One coulci ascribe the fact that Franck-Condon energy gaps plateau rapidly for
water clusters to the surface solvation structure of Nal(H,O), clusters.%? Todide adopts a
surface solvation structure up to quite iarge cluster sizes, n > 60,'?? and it was found that
iodide drags sodium to the surface of the water cluster,62 such that the Nal molecule
resides near the surface of the cluster. Therefore, the addition of wate;r molecules occurs
on the opposite side of the Nal moiety. As such, the addition of more water molecules, -

beyond a certain cluster size, will occur far away from Nal, such that its electronic
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structure will no longer be affected. However, the fact that the Franck-Condon energy
gaps seem to reach a plateau cannot really be ascribed to the peculiar surface solvation
structure of ion pairs in water clusters, since this also happens for other solvents, for
which ion pairs are known to adopt well-defined interior solvation structures.” Thus,
apparently, regardless of the solvation structure, around cluster size 16, solvent molecules
accumulate far from the ion péir, whether it is because of surface solvation for water, or
corﬁp‘letion of solvation shells for the other solvents, causing marginal changes in the
differential solvation of the ground (ionic) and excited (covalent) states.

Overall, there seems to be no correlaﬁon between the average Franck-
Condon energy gaps (and oscillator strengths) and solvent properties such a solvent
polarity, dielectric constant, hydrogen-bonding strength, or preferential solvation
* structure. As mentioned earlier, water favors surface solvation structures and the other
two solvent interior solvation structures. Water is much more polar than acetonitrile and
ammonia. Acetonitrile has a much larger dipole moment than both ammonia and water,
and tends to form much weaker hydrogen bonds than water and ammonia; as a matter of
fact acetonitrile self-interactions are mainly dipole-dipole interactions, whereas water and
ammonia typically for hydrogen bonded networks. Yet, ion pairs in all 3 solvents tend to
have similar oscillator strengths.

The calculated Franck-Condon energies and similar oscillator strengths reported
| here cannot explain the solvent-selective behavior of Nal multiphoton ionization in
clusters by different extents of differential solvation which would render the laser
wavelength inadequate for photoexcitation for some solvents and not others. It should be

noted that CIS calculations, and OPCS to a minor extent, predict Frank-Condon energy
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shifts larger than those predicted by Multi-Reference Configuration Interaction
calculations in which the solvent is considered explicitly in the quantum chemistry
calcu}lation.205 The high-level ab initio calculations predict a shift of 1.1ev for Nal(H;0),,
and 1.3 eV for Nal(H,0),, which agree well with experimental data.%® This is due to the
fact the solute-solvent and solvent-sovent polarization effects are not taken into account
in our simple point charge representation of the solvent charge distribution in CIS
calculations. Nonetheless, high-level ab initio calculations are hardly feasible for large
ensemble of cluster structures and large cluster sizes, and the trends reported here for all

3 solvents can be used for relative comparison as they are obtained within the exact same

computational approach.

6.4 Concluding Remarks

This Chapter focused on the photoexcitation of Nal in water, ammonia and
acetonitrile clusters, in an attempt to explain the solvent-selective behavior ‘of Nal multi-
photon excitation in clusters observed experimentally. Franck-Condon energy gaps and
oscillator strengths, calculated with two different methods for thermal ensembles of
cluster structures, are similar for all seeded solvent clusters, suggesting very similar .
photochemical behavior. There is obviously much more to characterizing multi-photon
ionization processes than simple inspection of ground to first excited state Franck-
Condon energy gaps and oscillator strengths. For instance, multi-photon ionization
involves resonant states and photon absorption depends on Franck-Condon factors, both
featurés that are beyond straightforward computational reach and were not considered in
this investigation. The Franck-Condon gaps from the excited to ionized state were not

considered either, primarily because we believe that solvent effects will be more
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pronounced for the first electronic transition. Overall, the zero-th order picture painted by
the present simulations suggests similar featufes for photoexcitatién of the ion pair in all
solvent clusters.

To our knowledge, investigations of Franck-Condon energies or oscillator
strengths are usually performed for ground-state minimum energy structures, and this is
the first calculation of photochemical properties based on thermal ensembles of species.
This approach is rendered necessary by the fluxional character of the clusters of interest,
but precludes the use of high-level quantum chemistry methods to evaluate the ground
and excited state properties of the clusters.

As mentioned earlier, ground-state charge separation within the cluster can be
ruled out as possible explanations for the differences observed in the outcome of the
multi-photon ionization experiments with different solvents, since ground-state charge.
separation occurs earlier for water than for the other two solvents. Sincé the present work
also seems to rule; out differential solvation arguments as a possible reason for the
solvent-selective behavior, alternative explanations must be sought. The disappearance of
the multi-photon ionization product signal at small cluster size, compared to water, could
then be attributed to the predominance of photoexcitation to a charge-transfer-to-solvent
(CTTS) state for acetonitrile clusters, and to the instability of large ground-state clusters
with reépect to evaporation for ammonia clusters.

As demonstrated for Nal(H,O), clusters in Chapters 4 and 5, howgver, massive
solvent evaporation could also occur on the excited states, and future work will involve
simulations of the 'dynamics post-multi-photon ionization, i.e. on the jonized state to

investigate possible differences in the solvent evaporation dynamics between water on
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one hand, and ammohia and acetonitrile on the other. Again, because of the surface
solvation structure of Nal(H,0), clusters, it is conceivable that the ionized state
dissociation to produce Na'(H,O), cluster'products occurs more readily, with little
solvent reorganization, because iodine sits at the surface of the cluster, therefore allowing
larger cluster products to survive than in the case of acetonitrile and ammonia clusters,
for which dissociation of interior ionized species may cause the whole cluster to blow

up. This hypothesis will be explored further.
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- Theoretical Studies of Seeded Water Clusters: Structure,
Thermodynamics and Photochemistry

Chapter 7

Outlook and Future Directions
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7.1 Solvation Thermodynamics from First Principles

7.1.1 Infroduction

In our previous investigation of the structural properties and thermodynamics of
halide-water clusters, two classical model potentials were empldyed, the Optimized
Parameters for Liquid Simulations (OPLS) and the Optimized Potentials for Cluster
Simulations (OPCS), to generate potentials of mean force (PMF) along the ion-water
center-of-mass distance 7., coordinate. Our simulations revealed that subtle polarization
effects and the precise shape of the charge distribution of the water model significantly
affect the solvation structure and thermodynamics of halide-water clusters. The entropic
contribution to the free energy was concluded to govern the solvation thermodynamics,
and therefore determine the most favored solvation structure ddopted by the ions in the
clusters. The induced polarization of water molecules, built in OPCS but not OPLS, was
found essential in allowing for increased mobility and flexibility of the water molechles
in the clusters. However, due to the simplicity of the model potentials and the
discrepancies between the results with different models, it was concluded that a reliable
and quantitative description of the solvation structure and theﬁnodynamics of halide-
water clusters would only be obtained by treating intermolecular interactions from first
principles.

Various avenues were explored to obtain more accurate thermodynamics. Since
the generation of PMFs requires evaluation of energies (and forces) fof millions of
structures, the use of “on the fly” ab initio quantum chemistry is prohibitively
computationally expensive. Therefore, one must resort to employ approximate quantum

chemistry methods “on the fly” to generate first-principles PMFs or design strategies that
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greatly reduce the number of ab initio quantum chemistry calculatioﬁs required to
generate the PMFs. Accordingly, in the first part of this section, the use of semiempirical
molecular orbital (MO) methods is explored to generate PMFs for halide-water clusters,
while in the second part, methodologies are designed to allow refinement of PMFs
generated from simulations with model potentials (or approximate quantum chemistry
methods), making use of a limited number of high-level quantum chemistry calculations.
Semiempirical methods are readily applicable to large chemical systems at a
relatively low computational cost, since they employ a series of approximations that
greatly reduce the cost of solving the self-consistent field equations of MO theory.
Semiempirical MO methods are based on three aésumptions: (1) only valence electrons
.are treated explicitly, (2) minimum basis sets are used, and (3) some electron integrals are
neglected while others are parameterized based on empirical data. Weak interactions such
as hydrogen bonding, however, are ofte;n underestimated by semiempirical MO theory,
due mainly to the small basis-set approach and the resulting lack of electronic
polarization. Furthermore, halide-water clusters were not included in the training sets of
molecules employed to parameterize the semiempirical Hamiltonians. For these reasons,
various ways to imp.rove. available semiempirical MO methods for seeded water <':1usters‘
in particular, and systems where weak interactions are essential in generél, are also
“explored in the next section. Our efforts are conéentrated on chloride-water clusters since

chloride has an intermediate ionic radius and polarizability in the halide series.
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7.1.2 PMFs Generated with Se'miempirical Quanftum Chemistry

7.1.2.1 Simulation Methodology

Serrﬁempiricai methods have been employed for theoretical studies of diverse
problems due to theit applicability to large chemical systems. Tﬁe most frequently used
methods, the Modifiegl Neglect of Differential Overlap (MNDO), Austin Model 1 (AM1)
and Parameter Modpl 3 (PM3) methods, are based on the Neglect of ’ Differential
Diatomic Overlap (NDDO) approximation. In a nutshell, the molecular wave function is
expressed as a product of ﬁlolecular orbitals constructed as a linear combination of
atomic orbitals. Three- and four-center integrals are ignored, and the remaining one- and
two-center terms depend on adjustable parameters. These parameters have been derived
from experirhental data such as bond lengths, heats of formation, and dipole moments for
a set of small molecules. The CI"(H;0), and (H,O), 300K binding enthalpies from
MNDO, AMI1, PM3, high-level ab initio quantum chemistry calculations and
experimental data are compared in Table 7.1. Obviously, the binding enthalpies obtained
with MNDO are in gross disagreement with the results of high—level ab initio
calculations,'*° w‘hichv are found in excellent agreement with évailable experimental data,
while those obtained with AM1 and PM3 are both in relatively good agreement with the
ab initio data. Recently, Coe and co-workers have shown that AM1 does not predict the
appropriate ,geobmetn'es for small water clust.ers.213 As found in our previous
investigations, properly describing the geometry of water clusters can be very important
for determining the exact solvation Struc-ture of halides in water clusters, and PM3 was
therefore selected to investigate the solvation thermodynamics and structural properties

of halide-water clusters.
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Table 7.1 CI"(H,0), and (H;O), 300K binding enthalpies (in kcal/mol) from
MNDO, AM1, PM3, ab initio calculations and expen'mental data

MNDO AMl1 PM3 ab initio® Expt.”
CI"(H,0) 7.5 13.8 17.3 14.4 14.4
CI"(H,0), 14.8 28.1 32.0 274 25.8
CI'(H,0); 209 422 43.0 40.7 40.7
(H,0), 1.1 2.5 1.7 3.6
(H,0)3 22.2 10.2 8.7 94

? Halide-water cluster binding enthalpies obtained from Reference 130, and water
cluster binding enthalpies from Reference 215. All ab initio enthalpies are calculated
under the rigid rotor-harmonic oscillator approximation. ® Average values from
many experiments as available from the NIST Chemistry Webbook

(http://webbook.nist.gov/chemistry/)

The Monte Carlo (MC) methodology with statistical perturbation theory that was
Vemployed in our investigation of iodide-water clusters (Chapter 3) was used here to
generate PMFs | for CI'(H;0), clusters.*'® Semiempirical MO theory was - also
implemented within the molecular dynamjcs (MD) method employed in Chapter 4, but
simulations with this approach are incqmplete. The simulations explicitly include thermal
effects within the canonical ensemble, and as such PM3 must be reparameterized so that
it yields OK binding enthalpies, rather than the 300K binding enthalpies normally
obtained from semiempirical caiculations. The semiempirical molecular orbital package
Mopa.c7217 was modified for this‘pquoee, and a nonlinear least-squares fit algorithml.25
was used to reparameterize PM3 to reproduce the OK binding enthalpies predicted by
high-level ab initio calculations, and the minimum energy structures obtained from ab

initio calculations performed with the Gaussian98>™® suite of programs using Moller-

Plesset 2™ order perturbation theory with an augmented triple zeta correlation-consistent
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basis set (MP2/aug-cc-pVTZ). The new set of parameters is referred to as PM3spc, for
PM3 with specific parameters for classical simulations, as listed in Table 7.2. As shown
in Table 7.3, the OK bihding enthalpies with PM3spc are in very good agreement with the

results of high-level ab initio calculations. We have therefore employed PM3spc to

generate the PMFs for CI"(H,O), clusters, as now discussed.

Table 7.2 PM3 and PM3spc parameters

Atom  Parameter® PM3 PM3spc
H Uss -13.073 -13.076
H Gs 5627 -5.624
H (s 0.968 0.968

H o 3.356 3.356.
H Gys 14.794 14,792
H by 1.129 1.129
H b1z -1.060 -1.060
H boy 5.096 5.096
H b 6.004 6.005
H b3 1.537 1.538
H b 1.570 1.570
O Uss -86.993 -86.994
(0] Up -71.880 -71.877
0 Bs 45203 -45.201
o) 5, 24753 24752
0 e 3797 3797
0 & 2380 2.389
o o 3.217 3.217
o Gss 15.756 15.758
0] Gsp 10.621 10.643
8] Gpp 13.654 13.656
@) Gpy 12.406 12.407
o Hgp 0.594 0.607
o by -1.131 -1.134
8] b1z 1.138 1.136
0] by 6.002 6.003
0] by 5.951 5.950
O b3 1.607 1.607
O bs, 1.598 1.598
CL Uss -100.627 -101.743
CL Upp 53614  -53.613
CL Bs -27.529 -27.038
CL B 11594 -11379
CL Ls 2.246 2.281
2.151 2.161

@]
-
g
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CL o 2.517 2512
CL Gss 16014  13.551
CL Gsp 8.048 8.048
CL Gyp 7.522 7.513
CL Grs 7.504 7.504
CL Hgp 3.481 3.482
CL biy 0172 . -0.172
CL bia 20.013  -0.013
CL bas 6.001 6.649
CL b 1.967 2.179
CL bss 1.088 1.010
CL by 2293 2264

% Uy are the ith atomic orbital one-electron one center integrals, £ are ith
atomic orbital one-electron two-center integrals, ¢; are the ith-type Slater
atomic orbital exponent, o is the atom core-core repulsion term, G; are the
ith-type atomic orbital one-center two-electron repulsion integral, Hy, is
the s-p atomic orbital one-center two-electron exchange integral and by,
are Gaussian exponent multipliers for the nth Gaussian of atom a.

Table 7.3 CI"(H,O), and (I-Iz(i))n OK binding enthalpies (in kcal/mol) from PM3spc

and ab initio calculations

PM3spc Ab initio®
CI'(H,0) 13.8 13.6
CI'(H20), 25.8 25.7
CI'(H,0)s 39.3 38.1
(H20), 3.6 33
(H,0)3 9.8 9.4 |

? Halide-water cluster binding enthalpies were obtained from Reference 130, and the
water cluster binding enthalpies from Reference 215.
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7.1.2.2 Preliminary Results
The ion-water;center-of-mass distance probébility distributions P(r.y, ), which are
just the Boltzmann f;ctor of the PMFs, obtained with OPLS, OPCS and PM3spc are
compared in Fig. 7.1. The peak in P(rc, ) occurs at approximately 2.6 A with PM3spc.
‘The distribution of angles between the water molecules, the ion and the water cluster

center of mass were not suggestive of either a surface or an interior solvation structure at

60

Figure 7.1 C1(H,0)5 ion-to-water center-of-mass distance
probability distributions P(r.), generated with the OPLS (line)
OPCS (dashed line) model potentials, and PM3spc (dotted line).

this ., value. Inspection of the configurations for that ensemble reveal that chloride is

found just below the surface of the water cluster, as shown for a representative structure
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in Fig. 7.2. The minimum energy structures for C1"(H,0); and CI"(H,0), generated with
PM3spc predict a chloride-oxygen distance of 2.7 A; which is 14% shorter than the
distance of 3.1 A obtained from high-level ab initio calculations.130 Therefore, the water
molecules tend to bind to the ion too closely, resulting in a solvation structure which is

somewhat in between interior and surface solvation.

Figure 7.2 Representative CI"(H,O), structure from the PM3spc
~ ensemble of configurations at 7., = 2.6 A.

Due to tﬁis discrepancy of the chloride-oxygen distance predicted with PM3spc,
PM3 does not seem to provide a good description of both the OK binding enthalpies and
the structure of sniall clusters, and thus does not produce reliable structural properties for
lérger halide-water clusters. It is well known that hydrogen bonding is not well described
by NDDO methods,?" because the nucllear—n'uclear repulsion is represented by Gaussian

functions which can lead to false minima along the internuclear distance coordinate.
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Many functional forms have been proposed to improve the nuclear-nuclear repulsion of
the NDDO methods,m'222 and we implemented many of these functional forms within
Mopac7.217 However, none of these proposed functional forms reproduce both the proper
geometry and the OK binding enthalpies for small chloride-water and water clusters. The
nuclear-nuclear repulsion - energy profile along the oxygen-chloride 'distance was -
generated with MP2/aug-cc-pTVZ calculations, and fit to an appropriate functional form.
However, attempts to obtain a-good set of parameters for the clusters failed, mostly due
to the fact that a function could :not be found that properly describes both the chloride-
water and water-water interactions in larger clusters.

The difficulty in oi)taining a proper description of the properties of chloride-water
and water clusters is mainly due to the fact that semiempirical methods employ a minimal
basis set, and the use of impfoved functional forms to model the nuclear-nuclear
repulsion does not appear to be sufficient to describe subtle hydrogen bonding
interactions. In another attempt, p-orbitals were added to the minimal 1s h;drogen basis
set to better account for the electronic polarization involved in hydrogen bonding, but
while this approach seemed to tremendously improve the description of water-watef
‘interactions, the description of the geometric features of chloride-water clusters
deteriorated, presumably because of the resulting imbalance in the chloride and hydrogen
basis sets and treatment of polarization. The next logical step to reduce this imbalance is
to include d functions on the chloride and dxygen atoms in Mopac7, but this colossal task
is left for future work. This .will be worthwhile, given the renewed interest in

semiempirical methods in the context of "on the fly" dynamics simulations, and the

intense research in trying to improve semiempirical Hamiltonians for water clusters, and
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systems involving weak interactions in general. At this point, however, semiempirical
quantum chemistry methods in their present form are not accurate enough, due to the
assumptions inherent in these methods, to properly describe hydrogen bonding, which is

a key factor driving the solvation structure and thermodynamics of halide-water clusters.

7.1.3 Ab initio Refinements of Model lon-Water Cluster PMFs

| Other avenues to obtain a more quantitative and rigorous description of lthe
sozlvation structure and thermodynamics of halide-water clusters were explored. In tﬁis :
section, we discuss a methodology where thé PMFs generated with approximate models
for describing intermolecular interactions are fefined with more rigorous, but more
computationally intensive, calculations of the interaction on a subset of structures using

standard sampling techniques of statistical mechanics.'*>??

7.1.3.1 Simulation Methodology

A number of sampling techniques have been developed recently to refine PMFs
geherated with model potentials, making use of a limited number of single-point quantum
chémistry calculations.”“"'229 Briefly, thermal ensembles of configurations are genefated
‘us:ing either Monte Carlo (MC) or molecular dynamics (MD) simulations performed with
model potentials V,,, and a first-principles. PMF is calculated for a first-principles
potential V; from a sample of statistically independent configurations within the initial
ensemble generated with the model potential. The model-based PMF can be refined with

first-principles calculations by simple reweighting of the distribution of

configurations.m’223 The ensemble average < ) p of any given property M of a given

system, using a given (first-principles) potential Vp, is
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jMe“ﬂ"f @ Ix

<M >f - Ie—ﬂvf(X> IX (7.1)

where = 1/kgT, kg is the Boltzmann constant, T is the temperature, and X corresponds to
the system coordinates. This ensemble averége can be evaluated, based on an ensemble
of configurations generated with another (model) potential V,, , by introducing 4V = Vy—

Vi, SO that

J‘ Me PV X g=BVn(X) gy

<M >f J‘ B (0 =BV (X) g (7.2)
and the ensemble average becomes
| Me ™™
(M), = ﬁW})ﬂ (7.3)

m

where ( )m indicates an ensemble average from a simulation with V.

Different methods can be employed to evaluate the first-principles PMF, Whicvh
mainly differ in the fpractical details of the implementation. Within the framework of
statistical perturbation theory evaluatjon of free energy differences, deseribed in Section
2.2, where M is the Boltzmann factor of energy differences be‘gween configuration at 7.
and 7¢p + 87, the first-principles PMF is

<e—'ﬁ[vf omE0)=V f )] e-ﬂAV>
AWf (}'L‘m) = —kBT 11’1 < -—ﬂAV> 7 (7.4)
: e

In practical terms, for every given point along the 7., coordinate, a sample of the model-

based ensemble of configurations is chosen and single-point quantum chemistry
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calculations are performed in order to obtain first-principles Vy (%, * 7,) and V(7)) ,

and AV for each configuration, and the average over the sample configurations is simply
evaluated following Eq (7.4). We note that this approach requires a model potential and
a first-principles method that yield similar (or parallel) interaction energies in order to
avoid convergence problems and numerical noise that may arise if AV is too large.

Doren and co-workers employed a slightly different scheme to adjust the model-
based PMF based on similar arguments of statistical mechanics.?>® In this method, the

PMPF is evaluated as

W, (7,) =W, (1)~ ks TIn{e ™) @)

such that the first-principles PMF is simply the refinement of the model PMF by a term
involving the average of the Boltzmann-weighted energy difference between the model
and the first-principles interaction energies over a sample of configurations. Again, this
approach requires that the first-principles method and the model potential yield very
similar interaction énergies so that AV is small, very much like in standard free energy
difference calculations.”®

More recently, Schofield and co-workers have developed a method where the

first-principles PMF is evaluated as******

Tem £ )=V g ()] :
(7.6)

AW, (,,) = —kBT1n<e‘ﬂ[Vf< f

which is the analog expression to that used to evaluate model-based PMFs, but the
Metropolis algorithm is applied to a sample of model-based configurations on the first-

principles potential energy surface. In other words, a model potential is used to drive the
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generation of statistically very independent configurations, which are used as input for
Monte Carlo Metropolis sampling with interaction energies calculated from first
principles. Not surprisingly, it was shown that the more accurate the model potential, the

faster the procedure converges, and the more efficient is the evaluation of the first-

principles PMF.

7.1.3.2 Preliminary Results

‘We first benchmarked various quantum chemistry methods to obtain reliable
chloride-water and water-water OK binding enthalpies for small clusters. Since the first-
principles refinement of the PMFs requires single-point energy calculations over
hundreds of configurations, it is important to choose a combination of a level of theory
and basis set that p;ovides reliable energetics but is not too computationally intensive.
Density functional theory (DFT) is usually appropriate for large systems or routine
calculations, since it typically produces energetics comparable to high-level ab initio
‘quantum chemistry methods, but at a much lower computational cost. The OK binding
energies calculated with the Gaussian 98 suite of programs218 for small chloride-water
and water clusters with a subset of the DFT functionals benchmarked are compared in
Table 7.4. The water geometry was kept rigid in the geometry optimization since all
structures generated with the model potentials involve rigid water molecules, fixed at the
gas-phase geometry employed by the model potentials. Overall, the B3PW91/CEP-
121+G* combination yields Ok binding enthalpies in very good agreement with those
from high-level ab initio calculations, and is therefore employed to generate first-

principles PMFs for chloride-water clusters.
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Table 7.4 Cl'(H;;O)11 and (H,0), OK binding enthalpies (in kcal/mol) froin DFT and
ab initio calculations®

B3LYP® PBEO°  B3PWO91? ab initio
Cl-(H,0) 13.7 14.6 13.6 136
Cl-(H,0); 27.8 25.3 25.8
(H,0), 3.7 42 3.2 3.6
(H,0)s 12.1 10.1 9.4

 Minimum energy structures with constrained O-H distances and H-O-H angle to
the gas-phase water geometry. The Stephens/Basch/Krauss effective core potential
triple-split basis, CEP-121+G*, was employed for all atoms. See Reference 231.

® From Reference 232.
¢ From Reference 233.

4 From Reference 234.

® Halide-water cluster binding enthalpies were obtained from Reference 130, and the
water cluster binding enthalpies from Reference 215.

The ion-to-water center-of-mass distance probability distributions for CI"'(H,0)1,

are shown for OPLS, OPCS and B3PW91/CEP-121+G* in Fig. 7.3. A sample of 200
configurations was chosen from each ensemble of configurations along the ., coordinate-
generated with OPCS. Given our choice of model potential and first-principles method,
we found that the first approach outlined in section 7.1.3.1. to evaluate first—pn'hciples
PMFs was the most efficient, as ‘the model seem to overestimate the interaction energy in
large clusters, compared ' to first-principles calculations, but almost
systematically, so that a constant energy difference can be removed in the calculation of
AV. Accordingly, the first-principles PMFs were evaluated using eq. (7.4). We note that

this approach simply implies application of statistical perturbation theory as in our model
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simulations, but with a-reweighting of the configurations to account for the fact that-
configurations were generated with an approximate model in the first place.

The DFT potential of mean force predicts interior solvétion for CI"(H;0)12, as
obtained with OPLS. Fronﬁ the results discussed in Chapters 2 and 3, OPLS has a
tendency to'favor interior solvaﬁon' over a wide range of cluster sizes where surface
solvation would normally be expected. It is therefore surprising that the first-principles

results also suggest interior solvation for chloride at such a small cluster size. This

Figure 7.3 CI (H,O);; ion-to-water center-of-mass distance
. probability distributions P(r.), generated with the OPLS (line)
OPCS (dashed line) model potentials, and B3PW91/CEP-
1214+G* (dotted line). The first-principles PMF/distribution was
evaluated from OPCS cluster configurations. '

finding is even moré‘surprising, considering that the PMF was evaluated from OPCS
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configurations that predict a surface solvation structure. The chloride-oxygen internuclear
distance predicted by OPCS is 3.23 A, relative to 3.12 A for B3PW91/CEP-121+G*. This
implies that the DFT calculations are typically performed on structures where the water
'molecﬁles are furthér away from the ion than what an actual DFT simulations Would
predict, and therefore hydrogen bonding to the ion will be underestimated. One would
intuitively think that underestimating solute-solvent interactions would favor surface
solvation structures, but the reweighting procedure apparently removes the bias. Since the
competition between solute-solvent and solvent-solvent interactions plays a key role in
the solvation structure of the ions, both the model potentials and first-principles methods
chosen must reproduce the relative strengths of the interactions properly. Moreover, the
present findings prove that a model that rigorously reproduces the first-principles cluster
interaction energies and geometries is needed for cc;nsistency. It would therefore be more
appropriate to evaluate first—pringiples PMFs, based on PMFs generated with improved
semiempirical MO calculations "on the fly", which would allow for the flexibility of
water molecules, and thus provide a more accurate representation of the chloride-water

and water-water hydrogen bonding interactions.

7.1.3.3 Conclusions

Cha;acterizing and describing the exact nature of hydrogen bonding in chemical
systems involving water remains a formidable challenge for experimentalists and
theoreticians alike. Our investigations of the structural properties and thermodynamics of
halide-water clusters have revealed the importance of properly describing the subtle
halide-water and water-water interactions. Our efforts so far in this endeavor have

unequivocally demonstrated that a proper description of hydrogen bonding is essential for
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predicting the solvation structure of halide-water clusters. For this reason, we have tried
to reparameterize the semiempirical PM3 method to better reproduce the binding
enthalpies and geometries of small Halide-water and water clusters. The simple
reparametrization of PM3, or the inclusion of functional forms to better describe the
nuclear-nuclear repulsion within semiempirical MO theory were not sufficient to properly
account for the subtle hydrogen-bonding interactions occurring in halide-water clusters.
Increasing the minimal basis set employed in PM3 to include p-orbitals on the hydrogen
atoms and d-orbitals on heavy atoms provides an avenue to account for the polarization
invol\zed in hydrogen bonds, and dispersion interactions could bé introduced by 2™ order
perturbation theory,61 but this colossal task is left for futuré work. We also showed that
first-principles PMFs can be generated from model-based PMFs at a manageable
computational cost. First-principles PMFs based on cluster configurations genérated with
model potentials produce unexpected, counter-intuitive, preliminary results, and the
appfoach may fail when the model potentials and first-principles methods paint potential
energy surfaces that are too different from one another. This brings further support for the
development of a low-computational-cost semiempirical method geared towards a proper

description of weak interactions.

7.2 Quantum effects in halide-water clusters

7.2.1 Introduction
It was previously believed that water molecules typically form four hydrogen
bonds with neighboring water molecules in the bulk.’> However, recent experiments have

revealed that the solvent molecules form only two hydrogen bonds due to the high degree
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of fluctuations within the liquid.15 Previous theoretical studies employing techniques
based on ‘first—principles have found that quantum (nuclear) effects such as zero-point
energy are paramount in determining the hydrogen-bonding structure of liquid water, due
in part to the high frequency OH vibrations within the water molecules, which hinder the
~ formation of directional hydrogen bonds with neighboring water molecules.'> This
suggests that zero-point vibrational energy may be a very important issue to consider
when describing the ~thermodynamics‘ of interior vs. surface solvation of halides in water
clusters. Since hydrogen bonds obviously involves hydrogen atoms, whicﬁ are light and
quantum-mechanical in nature, and auto-ionization of water could produce protons,
whose quantum-mechanical nature is also notorious, it would not seem balanced to
design a computat'i(;nally intensive methodology that takes into account the subtle details
of the system electronic structure, while neglecting quantum nuclear effects, which may
be equally important for fully quantitative simulations of seeded water clusters. Therefore
to provide a thorough investigation of the thermodynamics of solvation in seeded water
clusters, it is important to investigate the importance of quantum effects within these
clusters.

The Feynman path integral formulation of quantum statistics represents the
Boltzmann statistics of a quantum atom as a set of replicated atoms, or “beads”,
connected to each other in a Cyclic chain, which caﬁ spread out, as a reflection of the
Uncertainty Principle. As such, rather than solving a complex differential equation to
describe the ane/paﬂicle duality of a quantum particle, as done in quantum mechanics,

the quantum statistics of the chemical system is obtained by simulating a system
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composed of many replicas, typically following classical methodologies such as Monte
Carlo and.moleculaf dynamics (MD) techniques.

We implemented a path integral molecular dynamicé (PIMD) scheme within the
umbrella sampling and weighted histogram analysis method described previously in order
to assess the importance of zero-point vibrational eﬁergy and low temperature effects on

the structure and thermodynamics of halides in water clusters.

7.2.2 Simulation Methodology

One of the fundamental pﬁﬁciples of quantum mechanics is that the state of a
system is cofnpletely specified by its wave function, and the probability for the system of
being in a given quantum state is obtained as the square of the system wavefunction. The
Feynman path integral formulation of quantum me(;hanics is an alternate method of
describing the probabilistic nature of quantum particles, where it is stipuiated that the
probability for a system of being in a given quantum state can be obtained by summing
the amplitudes of e{lery possibl¢ path leading to that given quantum state. In the pgth
integral formalism,‘ the amplitude for a quantum particle to go from state a at time t, to

state b at time t is given by

. 1 lSpath .
= (r@|it))= . Xeh : : (7.7)
_ all paths
where r(t) are the atomic coordinates, A is the probability amplitude for a given path, Zis

the Planck constant, and Span is the path dction, which is expressed as the integral over

thé Hamiltonian H, i.e.

Slr 7rtg,1] = ]H(r, Fdr . (7.8)

fo
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Typically, the Hamiltonian for chemical systems is expressed as a sum of kinetic X and

potential V energies,
H( 1) = K() +V () = mi +V(0). 19)

Any given mechanical properfy can be obtained through the evaluation of the
partition function. To be directly applicable to constant-temperature MD or Monte Carlo
simulations, the partition function for the canonical ensemble derived from statistical
mechanics is applied to the path integral formalism. The partition function Z(f) for the

canonical ensemble is evaluated as v
Z(B) = Idr <r| e~ | r) =Idr <r| e =PI | r> (7.10)

Generally speaking, the kinetic and potential energy operators do not commute, so that
the exponential in eq. (7.10) cannot be evaluated directly. In these cases, the Trotter
theorem can be applied,> which yields the following partition function

Z(p) = 1131_1)130 Idr<r‘ QP’ r>, Q= e%Ve_ﬁKe—E%V ; (7.11)

where eq. (7..11) involves a product of P factors of the operator Q. Through a series of

mathematical manipulations, the partition function becomes

P [ mp . |
Z(B) = (—2—7’:},3?] far---r, exp{— Z{E’Z’Eh—z— (ro =7, ) + gvm}} (7.12)

Tp1™h
where m is the atomic mass, and A=h/27. To simplify this equation a chain frequency

JP

@, =—— and an effective potential of the form

P 1 '
v, ("1,"',’}:)=mew§(nﬂ -r)’ +;V(r)} (7.13)
=1 P=h
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are introduced, such that the partition function becomes

P2
Z,(p)= (2231;2} Idrl codrye 7 (7.14)

Under this form, the partition function is a configurational partition function where each
atom is represented as P particles, or beads, connected together in a cyclic chain. This
form can be evaluated with MD or Monte Carlo simulations with a Hamiltonian of the

form

< .PZ ¢ P2 1 2 2, 1
H(p,r)=Y =—+V_ = +=map(r,, ) +=V 7.15
P = 2 Vet 2| g M0 i =1 V) 715

i=1 1 —
4 TP =h

The main problem with this Hamiltonian is that the chaiﬁ frequency awp increases
linearly with P, whereas the potential energy term will be attenuated by a factor of 1/P,
such that the harmonic term will dominate. For this reason, the harmonic term and the
potential term must be decoupled. Many possible ways have been proposed to
| accomplish this, we have chosen the staging transformation approachb proposed by

Ceperley and Pollock,*® which involves a simple change of variables of the form

Uy =n
u, =r,—r,, where , (7.16)
o _(=Drtn

r o= .
1

The effective potential using the staging coordinates is expressed as
51 2 2 1
Vi (y,etip) = S +;V(x,. (U5 p)) - (7.17)
i=1

The masses in this expression are called the staging masses, and are given by
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(7.18)

m, =——m

-1
In eq. (7.17), the quadratic term is completely uncoupled in terms of the u variables from
the interatomic potential term V. This uncoupled term represents the collective motion of

the entire bead chain representing a given atom. The Hamiltonian equations of motion

employed in molecular dynamics ére evaluated as

i, =2r
" | (719
aVeﬂ' * 2 aV .
px == =- i wP P
ou, du,
where p refers to momenta. The forces are obtained by the chain rule as

W _1gov
du, P ou, - |

2o ' (7.20)

These equations of motion must be coupled to a thermostat to obtain a proper
canonical ensemble with path integral molecular dynamics (PIMD). The Nosé-Hoover
chain (NHC) method has been chosen for this purpose. In this approach, a set of M heat

bath variables 7y, ..., 7 is added along with a set of momenta p, ,---,p, 10 form an

extended system. PIMD is governed by the harmonic motion due to the quadratic term in
eq. (7.15), and as such, it was found important to couple at least one thermostat to each
degree of freedom, that is to each Cartesian coordinate of all the beads comprising the

system.237 The complete PIMD equations of motion, which include the Nosé-Hoover

thermostats, become
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and the total extended Hamiltonian is

= | 2m; 1| 20,

o o
H =Z{—’)-"—+%V<n>+2{pg" +kBTm.,}} (7.22)

where Qj, .., Ou is a set of thermostat mass parameters that control the time scale of

ey

thermal equilibration, and are each assigned a values Q, = 1/ B} . The set of thermostat

8

momenta are evolved using the Suzuki intcgratorépropagator algorithm,23 and the

equations of motion for the beads are propagated with the velocity Verlet algorithm.'®
The Mopaé7 semiempirical program217 was incorporated within the PIMD simulation

scheme to evaluate the interparticle interaction potentials and forces.

7.2.3 i’reliminary results

The path integral molecular dynémics (P]]\(ID) program developed to evaluéte the
""importance of quantum effec_ts such as zero-point energy motion of solvent molecules
and the lbw temperature typical of experimental conditions for seeded clusters is still . |

under development. In order to propeﬂy test the implementation of the PIMD program,v
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the PM3 semiempirical potential was reparameterized, following the same procedure

discussed in Section 7.1.2.1, to the OK binding energies (D,, rather than the OK binding

enthalpies (Dy), and geometries of small chloride-water and water clusters, since zero-

point energy is accounted for within the path integral formulation of quantum mechanics,

as listed in Table 7.5. This reparameterized semiempirical potential is hereafter referred

to as PM3spq, for PM3 with specific parameters for quantum simulations.

Table 7.5 PM3 and PM3spq parameters

Atom Parameter® PM3 PM3spc

H Uss “13.073
H Bs -5.627
H Ls 0.968
H a 3356
H Gss 14.794
H by 1.129
'H b2 -1.060
H by 5.096
H by  6.004
H bs; 1.537
H bz 1.570
0 Uss -86.993
0 Uy -71.880
0 fs 45.203
o) ﬁp -24.753

13117
-5.624
0.966
3.356
14.918
1.129
-1.060
5.099
6.001
1.537
1.570
-86.963
~71.887
-45.270

-24.727
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CL

CL

CL

CL

CL

CL

CL

Ps
By
Cs
Co
’OC
Gss

Gsp

3.797

2.389

3.217

15.756

10.621

13.654

12.406

0.594

-1.131

1.138

6.002

5.951
1.607
1.598
-100.627
53614
-27.529
-11.594
2.246
2.151
2517
16.014

8.048

, 3.794
2.390
3.220
15.768
10.449
13.668
12.402
0.521
-1.142
1.127
6.003
5.988
1.608
1.598

-110.459

-53.613

-26.678

-11.587
2.234
2.140
2.508
11.720

8.039
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CL Gyp 1522 1508
CL Grr 7.504  7.500
CL Hgp 3481  3.441
CL biy 0172 -0.172
cL b1z -0.013  -0.013
CL b 6.001 6992
CL b 1967 1.955
CL bar 1.088 - 0.926
CL b 2293 2309

2 U;; are the ith atomic orbital one-electron one center integrals, f3; are
ith atomic 'orbital one-electron two-center integrals, {; are the ith-type
Slater atomic orbital exponent, o is the atom core-core repulsion term, Gy;
are the ith-type atomic orbital one-center two-electron repulsion integral,
Hy, is the s-p atomic orbital one-center two-electron exchange integral and
by, are Gaussian exponent multipliers for the nth Gaussian of atom a.

The 0 K and 300 K binding enthalpies obtained with the PIMD/PM3spq method
employing 5 beads for each atom, an integration step size of 0.1 fs, and 3 Nosé-Hoover
thermostat chains on each degree of freedom, are compared to available experimentél
data in Table 7.6. The PM3spq binding enthalpies were evaluated as an ensemble average
over 1000 configurations collected at intervals of 500 fs along a 500 ps trajectory for
each cluster. As seen from Table 7.6, the calculated binding enthalpies overestimate their

experimental counterpart by no more than ~5 %. These preliminary results are very

promising since both the zero-point energy motion, as reflected in Do, and the thermal
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Table 7.6 C1I"(H,0), and (H,0), binding energies and enthalpies (in kcal/mol) from
PIMD simulations, ab initio calculations and experiment.

0K 300 K
PM3spq  D.* PM3spy D,* PM3spq AH>"®
(H20)> 5.1 5.0 4.0 3.6
CI'(H;0) 141 148 14.2 13.6 14.9 14.4
CI(H;0), | 286 29.4 28.2 25.8 28.8 274

2 The water dimer binding energies and enthalpies were obtained from Reference 127
and the small chloride-water cluster binding energies and enthalpies from Reference
21. '

" motion of the clusters, as reﬂected in AH300, are well reproduced with the PIMD
method. Simulations are currently being performed to generate PMFs for CI'(Hz0)zo for
comparison with the OPLS, OPCS and PM3spc P(r.) probability distributions discussed
earlier. As mentioned préviously, the simple reparameterization of PM3 produces
chlorideQWAter cluster geometries which are too tight to provide accurate themodyn@cs
in larger clusters. Similar géometn'es were naturally obtained for the parameteﬁzation of
PM3spq. The underestimation of the chloride-water distance obtained with PM3 may
have less drastic effects on the solvation structure of large halide-water clusters for
simulations performed with PIMD, than those performed with the Monte Carlo procedure
described in Section 7.1.2. The water molecules are kept rigid in Monte Carlo simulations
~ with PM3spc,-but not’ in PIMD simulations with PM3spql. Becausé of the stfetching.and
bending yibrational motions of the water molecules, the rigidity of the chloride-water
interaction might be reduced. Simulations employing the molecular dynamics method

described in Chapter 3 and PM3spc, where the water geometry is allowed to fluctuate,
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may be useful for comparison, both of the role of flexible water molecules and of the
importance Lof quantum effects, but employing flexible weiter molecules may lead to
artificial zero-point energy flow in the simulations, an issue that may deserve some
attention. As mentioned earlier, truly quantitative simulations of the structural and
therrnodynamic properties of halide-water clusters will require an appropriate method to

describe the intermolecular interactions in the cluster properly.

7.2.4 Conclusion

Our efforts so far have demonstrated that an accurate description of hydrogen-
bonding in these clusters is crucial to obtain a quantitative assessment of the
thermodynamics of surface vs. interior solvation in halide-water clusters. As such, the
quantum nature of the hydrogen bond may "have significant effects on the structural
properties of the clusters.. The path integral formulation of quantum mechanics has been
incorporated within zi molecular dynamics methodology (PIMD) in order to assess the
importance of quantum effects in these clusters. A ’semiempin'_cal PM3 Hamiltonian,
PM3spq, reparameterizcd to rcprcduce small chloride-water and water cluster OK binding
energies and geometries is empicye(i for the calculation of interatomic interactions. The
developed PIMD methodolcgy is stili in the testing phase, but preliminary results so far
are very promising. Indeed, the OK and 300K hinding enthalpies for small chloride-water
and water clusters | generated with PIMD/PM3spq are in good agreement with
expenmentally—detennined values, which indicates that the zero-point vibrational motion
of the water molecules is well repres‘ented with PIMD. Simulations of the structural and
thermodynamic properties of Cl'(sz)zo are currently being performed for comparison

with our previous (classical) findings.
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The use of model potentials with PIMD has also been considered for the
simulation of very large clusters. Flexible models usually employ simple harmonic force
fields to describe the vibrational motion within the water molecules. The use of flexible
Water molecules with high-frequency (O-H) modes is known to cause artificial zero-point
-~ energy flow, that may lead to water dissociation, in classical simulations, and very likely
in PIMD simulations as well. For this reason, rigid waters would preferentially need to be
employed in order to apply the PIMD methodology with model potentials, and maybe
even semiempirical methods. This is not a trivial task within the PIMD framework,
however, since the bead representation of the atoms précludes the use of rigid interactions
and requires a reformulation of the PIMD method, a task which is left for future work.

Firially, we noté that most applications of PIMD have dealt with condensed-phase
problems, where Newton equations are typically soh'/ed with some flavor of the Verlet
aigorithm. While we implemented' the same methodology for cluster simulations,
resulting in a very convoluted c§d¢ of over 5,000 lines, it is conceivable to borrow more
of the traditional :gas-phase classical trajectory approach for cluster simulations.
Accordingly, 1t woukld be worthwhile to explore solving PIMD Hamilton's equations of
motion, eq. (7.21), bdirectly, as typically done for gas-phase trajectory calculations.”
However, because of the multiple timescale associated with the beads motion and the
thermostats, simple, traditional predictor-corrector integration algorithms are likely to fail
and the use. of adaptive stepsize methods for stiff equations could be explored. We note
that Manolopoulos £ecent1y employed a éimilar practical approach to PIMD in a very

different context.!?® Furthermore, following his interpretation of the beads momenta, we
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propose to employ PIMD simulations as a means to generate truly quantum-mechanical

initial conditions for trajectory studies of chemical reactions.

7.3 Vibrational excitation/relaxation of ion pairs in clusters
and solvation control of reactivity

As briefly diséussed in Chapters 4 and 5, previous studies have shown that
vibrational excitation/relaxation of ion pairs in both the ground and excited states can
significantly affect théir photodissociation dynamics. It is evident from distributions of
ground-state Nal internuclear distances that fhe bresence of water molecules broadens the
range of internuclear distances accessed by NaI in the grouﬁd-state. As a result, one can
expect ground-state Nal with short internuclear separations to access very high
vibrational levels of the excited state. Our preliminary Na‘I(HZO)I1 cluster results have also
underlined the importance of solute-solvent energy transfer in photodissociation
reactions. It is therefdré important to study solute-solvent energy transfer mechanisms in
more detail.

In an effort to better understand these mechanisms, the energy transfer
mechanisms between Nal and surroﬁnding wétér molecules after vibrational excitation in
the ground state were investigated using standafd MD simulations with the same mixed4
semiempirical/OPLSi classical model potentials as in Chapter 4. Preliminary results,
shown in Fig. 7.4 for Nal(H,0)s, suggest that excess energy in the Nal vibrational
coordinate is mainly transferred to the rotational degrees of freedom of surrounding’water
molecules, as was found in the anélysis of the energetics of the water evaporation process

. . 4.
in excited state Nal, 24205
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- Another important aspect of the vibrational excitation/relaxation dynamics of ion
pairs in water clusters lies in the possibility of CIP to SSIP solvation state interconversion
following ground-state vibrational excitatiqn, and possible caging of the solute, by
surrounding Water molecuies, in the SSiP state. Due to advances in technology, high-
power infrared lasers could be used to prepare molecules in specific vibrational states.
Accordingly, Vibratiopal excitation‘of the ground-state CIP, and subsequent vibrational
relaxation at larger internuclear distances could lead to the trapping of the ion pair in the
SSIP sol\}ation state. Iﬁterconversion of the CIP to the SSIP was actually observed in MD
simulations of Nal(H,0)16 with an initial excess vibratfonal energy of 30 kcal/mol in the

Nal coordinate, over a 2 ps timescale. Since it is believed that photoexcitation from the

E (keal/mal)
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Figure 7.4 Average rotational B, and translational Eqans energies
as a function of simulation time ¢ for vibrational excitation of
Nal(H;0), with 20 kcal/mol of kinetic energy along the Nal
“internuclear distance coordinate.
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SSIP state leads to charge-transfer-to-solvent (CTTS) excited states, control of CTTS to
Nal excited state product ratio through ground state Nal vibrational excitation could be
possible, providing an avenue for solvation/laser control of cluster photochemistry, and

this deserves further investigation.

7.4 Photodissociation Dynamics of Nal(H20). Clusters in a
Matrix

7.4.1 Infroduction

\ Our iﬁvestigations of thé Nal(H;0), photodissociation dynanﬁcs, discussed in
Chapters 4 and 5, revealed that solvent molecules influence the electron transfer process,
but rapid solvent evaporation precludes the observation of an activated inverted electron
transfer process akin to that in solution. By embedding these clusters in a rare gas matrix,
solvent eva'porati'on could be greatly reduced, and therefore the gradual effects of
solvation on Nal photodissociation dynamics, as a function of increasing cluster size,

could be observed more readily. In this Section, preliminary results of the

photodissociation dynamics in NaI(H,O),®Ary, clusters are presented.

7.4.2 Simulation Methodology

The same semiempirical Valence-bond approach to describe the Nal electronic
structure and both Optimized Parameters for Liquid Simulations (OPLS) and Optimized
Parameters for Cluster Simulations (OPCS) Solvent—solvent and solute-solvent interaction
potentials, along with the molecular dynamics with quantum transitions method
developed by Tully and co-workers was employed,193 as described in Chapters 4 and 5.

The argon-solute and argon-solvent interactions were modeled by Lennard-Jones
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potentials, with parameters derived from high-level ab initio calculations performed with
the Gaussian98 suite of programs.218 The parameters were calculated from a non-linear
least squares fit'? of the OK binding enthalpies and minimum-energy geometries
obtained from calculations employing Moller-Plesset 2% order perturbation theory with
augmented correlation-consistent double-zeta aug-cc-pVDZ basis sets for hydrogen,
oxygen and .aurgon,z‘w:’241 a correlation-consistent core/valence polarized double-zeta cc-
pCVDZ basis set for sodium,242, and the ECP46MDF large-core pseudopotential and
basis set**? for iodine. The resﬁlting parameters, employed for both OPLS and OPCS, are
listed in Table 7.7. An argon matrix contaﬁning approximately 1500 argon atoms was

employed for all Nal(H,0), cluster sizes.

Table 7.7 Argon-solute and argon-solvent Lennard-Jones parameters.

. o (kcal/mol) € (A)
Ar-Ar 0.2755 1 3.738

- Ar-O 0.0584 3.060
Ar-H 0.1391 3.090
Ar-Na* 3.6772 2771
Ar-I? 0.9726 3.912

* The argon-Nal interactions were considered to be the same for the Nal
ground and excited states.

7.4.3 Preliminary Results

The caging effects provided by the émbedding of Nal(H;O), clusters in an argon
matrix are different for OPLS and OPCS. As discussed earlier, the repulsive forces

caused by the reversed polarity of Nal in the Franck-Condon region of the excited state
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are more pronounced with OPLS, relative to OPCS. Preliminary results for the simulation
of the photodissociation dynamics in Nal(H,0),®Ary, clusters reveal that ~ 45% of the
water molecules in Nal(H,O), clusters, [n = 1- 4], are repelled to ~10 A away from Nal
within the argon matrix, due to the re;,)ulsive Nal-H,O interactions after photoexcitation
with OPLS. With OPCS, on the other hand, the full population of water molecules
remains bound to Nal, i.e. at Nal-H,O distances smaller than 5 A, after photoexcitation.

- In Chapter 5, it was concluded that solvent evaporation precludes the observation
of an inverted electron transfér regime in Nal(H;O), clusters. The sutface solvation
structure of iodide in Nal(H,0), clusters may also facilitate Nal large-amplitude motion
that results in efficient electron transfer via nonadiabatic transitions along the Nal
internuclear coordinate. The argon matrix can hinder this process, as shown in Fig. 7.5
from the Nal internuclear distances along the siniulatfon timescale. In fact, the Nal large-
aniplitude motion is quenched by the argon matrix, and since the curve-crossing region
along the Nal internuclear coordinate js hardly reached, electron transfer must proceed
along the solvent coordinate, as in solution. On average, Nal vibrational relaxation occurs
within ~ 800 ps of photoexcitation for both model potentials for cluster size 4. Whetﬁer
vibrational relaxation‘occurs in the ground or excited states, on the other hand, depends
on the numbér of water molecules that reméin bound following the initial Nal-H,O
repulsive dynamics. Preliminary results suggest that when two water molecules remain
bound to sodium, the full excited-state populatior_l decays to the ground state,

independently of the parent cluster size or model potential, in agreement with the almost
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Figure 7.5 Average Nal internuclear distance R as a function of
simulation time for Nal(H,O). '

barrierless electron transfer along the ‘solvfent coordinate inferred from the diabatic free
energyb_curv‘es for Nal(H,0); clusters in Fig4. 5.10, and in contrast to our previous
simulations where ground-state ionic recombination was only observed for free
‘Nal(H,0)s with OPCS. These preliminary results therefore’ suggest a very interesting
electron transfer process analogous to the solution-phase prbblem, possibly in the
activated inverted regime for largér clusters, in Nal(H,O), clusters embedded in an argon

matrix.

7.4.4 Conclusions

Previous investigations of the NaI(H,O), photodissociation dynamics showed that
solvent molecules influence the electron transfer process, but rapid solvent evaporation

precludes the observation of an activated inverted electron transfer process akin to that in
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solution. The present simulations of the photodissociation dynamics of Nal(H,O), cluster
embedded in an argon matrix reveal that the solvent evaporation is entirely prevented by
the matrix with OPCS, while only ~45% of the water population diffuses into the argon
vmatn'x after Nal photoexcitatior, due to the stronger Nal-H,O repulsive forces in the
Franck-Condon region of the excited state, with OPLS. In contrast to previous findings
for free Nal(H,O)n clusters, Nal large-amplitude motion is quenched by the matrix,
resulting in rapid vibrational relaxation, and electron transfer must proceed along the
solvent coordinate, without a barrier for small clusters. Embedding the clusters in an
argon matrix nay then result in activationl;:ss electron transfer, and activated inverted
electron transfer in larger clusters as suggested by the free energy curves‘ evaluated in

Chapter 5, analogously to the solution process, and in contrast to the photodissociation of

free Nal(H,0), clusters.

7.5 Concluding Remarks

In this Chapter, future research avenues that arose in the context of this Thesis were
briefly discussed. Strategies were designed for fully quantitative simulations of the
solvation structure and thermodynamics of seeded water clusters, in which potentials of
mean force are évaluated from first-principles, and include quantum nuclear effects via
path integral molecular dynamics (PIMD) simulations. Much more work remains to be
performed.in the area, in particular to develop computationally efficient semiempirical
quantum chemistry methods that broperly describé weak interactions, and to exploit the
full potentialb of PIMD simulations, bby including constraints or designing simplified
strategies to solve the equations of ‘motion. The use of PIMD simulations as a genral

approach to generate fully quanturh—mechanical initial conditions for trajectory
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simulations should also be explored. Attention was also paid to the ground-state
vibrational excitation of ion pairs in water clusters, a$ a promising potential route for
solvation and laser control of cluster photochemistry. Finally, in the long-standing search
for inverted electron transfer in clusters, embedding NaI(H,O), clusters in a matrix
appears to quench the Nal large-amplitude motion that resulted in electron transfer along
the Nal intenuclear coordinate in free clusters and the gas phase, favoring activationless
(or activated inverted) electron transfer aiong the solvent coordinate analogously to the

solution-phase process. All these avenues will be explored further.
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Theoretical Studies of Seeded Wafter 'Clus’rers: Structure,
Thermodynamics and Photochemisiry

Chapter 8

General Conclusions
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The primary objective of this thesis was to understand how the solvation structure
of paradigm solutes in solvent clusters affects their reactivity; In this endeavér, the
elementary electron transfer reaction occurring upon photoexcitation of Nal is chosen as
a model system to advance our knowledge of solvation effects on reaction dynamics,
mainly because photodissociation of the gas-phase io‘n\p'air has been well characterized.”’
The surface solvation state adopted by large halide ions in water clusters can have
profound effects oﬁ the cluster photochemistry. A portion of this thesis was therefore
dedicated to providing a detailed investigation of the solvation states adopted by halides
in water clusters, before turning our attention to the effects of solvation on the
photochemical behavior of Nal seeded solvent clusters.

In Chapters 2 and 3, a rigorous and quantitative investigation of the solvation -
structure and thermodynamics of halide-water clusters was conducted, in order to
characterize the nature of the ion interior and surface solvation states, and to establish |
which properties govern the 'solve'ltion structure of the ions in water clusters. Chapter 2
was devoted to iodide-water clusters because iodide was the first ion for which the
existence of a surface solvation state was proposed. We evﬁluated the free energy change -
as a function of the distance between the ion and the solvent center of mass r., for
" (H,0)a clusters (n=32 and 64) by means of constrained Monte Carlo simulations, using
both a nonpol‘an'zable‘: OPLS model devéloped for liquid simulations and a polarizable
OPCS model developed .for small cluster simulations. The results jndicafe that iodide

preferentially adopts an interior solvation structure for I"(H,0)3; clusters, and an
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equilibrium between surface and interior solvation exists for I" (H,O)e4 clusters, where

the interior state is preferred over the surface state.

In Chapter 3, this study was extended to the full halide series. Once again, the free
energy change as a function of the distance between the ion. énd the solvent center of
mass 7o in halide-water clusters was evaluated, but by a different theoretical approach:
Nosé-Hoover molecular dynamics simulations thermostated at 200 K with umbrella
sampling, together with the weighted histogram analysis method, using both OPLS and
OPCS model potentials were employed. The resulting potentials of mean force (PMF)
and r., probability distributions P(res) indicate that interior solvation is
thermodynamically favored with OPLS for all cluster sizes investigated and for the whole
halide series, except for iodide, for which the surface solvation state is predominant at
cluster size 32 and 64. With OPCS, on the other hand, our results indicate that fluoride
favors interior solvation at cluster size 20, émd, according to the interior-to-surface
equilibrium constants, the interior and surface solvation states are nearly equally
populated for chloride, bromide and iodide at cluster size 64, with the surface state
bécoming increasingly more favored as the ionic radii and polarizabilities increase down
the halide series. Theée findings are consistent with the variation in ionic properties, such
as polarizability and ion-water binding enthalpy, along the halide series. Fluoride is much
less polan'zable, and the ion-water binding energy much larger than that of the other
halides. It is therefore expected that fluoride will favor interior solvation at a lower

_cluster size than other halides. Chloride and bromide have very similar polarizabilities
and ion-water binding enthalpies, and not surprisingly, our results demonstrate very

similar solvation behaviors as a function of increasing cluster size for the ions.
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Overall, polarization and entropy seem to mostly govern the solvation structure of
the ions in water clusters. The discrepancy between the predictions of OPLS and OPCS
has been attributed to the fact that OPLS does not account for ion-water and water-water
polarization, which has proven to be an essential factor in determining the solvation
structure of ions in water clusters. Simulations of C1"(H,O)y clusters with varyirig ion-
water binding enthalpies and polarizabilities reveal that the polarizability alone drives the
ion to the surfacc or towards the interior of the cluster, and as such, the OPLS model
cannot provide reliable thermodynamics of ionic solvation. The discrepancy between
:model potentials reveals that subtle polarization effects and the precise shape of the
charge distribution of water significantly affects the cluster entropy and, thus, the
solvation structure of ions in water clusters. Hence, methodologies ‘based on first-
principles intermolecular interactions are explored in Chapter 7 in order to eventually
obtain a quantitative and definitive description of the transition from surface to interior
solvation in halide-water clusters.

In Chapfer 4, the photodissociation dynamics of Nal(H;0), [n=1-4] clusters is
investigated using the molecular dynamics with quantum transitions method and a
quantum mcchanics/molecular mechanics description of Nal(H,0),, which involyes a
serrﬁempirical valence-bond approach to describe the Nal electronic structure and model
OPLS interaction potentials. Our simulation results show that the Nal(H,0), excited—staté
population decay ﬁpon reaching the Nal curve-crossing region increases with cluster (sizc,
due to the stabilization of the ionic branch of the Nal excited state by the surrounding
‘water ﬁolecules, and to the resulting increase in the nonadiabatic transition probability.

After reaching the curve-crossing region for the first time, however, the excited-state
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population decay resembles that of bare Nal becaus¢ of rapid evaporation of 99% and
95% of the water molecules for Nal(H,0) and Nal(H,0), [n=2-4], respectively. This
extensive evaporation is due to the reversed Nal polarity in the Franck-Condon region of
the Nal first excited state, which causes strong repulsive Nal-H,O forces, and induces
rapid non-statistical water evaporation, where product water molecules are formed more
rotationally than translationally hot. A few water molecules (5% or less) remain
transiently or permanently bound to Nal forming long-lived clusters, when Nal remains
predominantly ionic, i.e. remains in the excited state, after reaching the curve-crossing
region.

| In order to connect simulatioﬁ results with experiment, femtosecond probe signals
resulting from two-photon and one-photon excitation to the X and I Nal® probe states
were simulated. In agreement with experimental findings, the probe signals resulting
from the two-photon probe scheme, where excitation occurs from the covalent branch of
the excited state, decay exponentially over the Nal first excited-state vibrational period,
with very little evidénce of long-time dynamics. The one-photon probe scheme (not used
for experimentél cluster studies) is shown to be less sensitive to solvation, in that
excitation energies will remain similar over a range of chister sizes, as the ionic branch of
the excited state and the NalI' probe states are stabilized to the same extent by the
presence of water molecules. The resulting probe signals also seem to be more revealing
of the Nal(H,0), photodissociation dynamics than the two-photon probe signals, as they
may allow monitoring of solvation effects on the Nal nonadiabatic dynamics and of
successive evaporation of water molecules. Time-resolved photoelectron spectra provide

limited additional information regarding:the NaI(H,O), photodissociation dynamics. A
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key consequence of the rapid water evaporation demonstrated in Chap‘ter 4 with hybrid
QM/OPLS simulations is that experimentally observed signals most likely arise from the
photodissociation of much larger Nal(H,O), parent clusters. |

In Chapter 5, we éxtendéd the previous investigations of Nal(H;O), cluster
photodissociation dynamics205 to larger cluster sizes, by implementing the polarizable
OPCS model within the semiempirical valence bond approach employed to describe the
Nal electronic structure, along with the molecular dynamics with quantum trénsitions
method.” This new, hybrid QM/OPCS model alleviates the assumption of frozen
electronic polarizability of QM/OPLS, and allows the solvent to polarize as a response to
its environment in both the ground and excited states. The Nal ground to first excited
state Frank-Condon energy gaps predicted by fhe nonpolarizable QM/OPLS model used
earlier increase linearly with cluster size, in contrast to experimental and high-level ab
initio calculations results that suggest a convergence of the gaps over the cluster size
range 4-16. Due in part to this discrepancy, our previous QM/OPLS simulations were
| limited to small cluster sizes. On the other hand, the QM/OPCS model predicts a
convergence of the Franck-Condon energy gaps at cluster size ~16, in relatively good
agreement with experiment and ab initio calculations, therefore demonstrating once again
the importance of solvent polarization, and allowing us to safely extend the range of
cluster sizes to be simulated.

The excited-state population decay with QM/OPCS, in contrast to the simulations
with QM/OPLS, increases sharply with cluster size. For cluster sizes greater than 2, the
full excited-state population decays within 800 fs of photoexcitation. Since the Nal solute

and solvent molecules are allowed to polarize each other with QM/OPCS, the Nal-H,O
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repulsive forces caused by the Nal reversed polarity in the Franck-Condon region of the
* excited state upon photoexcitation are attenuated, relative to the QM/OPLS case, and
» fherefore, water evaporation is significantly reduced. In fact, our simulations predict that
less than 10% of the water molecules have evaporated by the time Nal reaches the curve-
crossing region for the first time, which leads to a more rapid excited-state population
decay than QM/OPLS. At cluster size 8, the stabilization of the ionic state by the water
molecules causes the adiabatic ground and excited states to acquire pure ionic and
covalent ‘éharacter, respectively. Therefore, following the transition back to the ground
state after photoexcitation, Nal remains bound on the ground ionic state or the cluster
dissociates to form ionic products. For smaller cluster sizes, on the other hand, the
' transition to the ground state leads to the formation of atomic photodissociation products
as observed earlier.

~ Simulation of the femtosecond pump-probe signals resulting from two-photon
(2x610 nm) ionization from the covalent branch of the excited state suggest that the
NaJ’(HzO)p signals observed experimentally, where p refers to the post-evaporation
product ciuster size, may arise from parent clusters close in size (p ~ n), and not
necessarily from much larger parent clusters as suggested by our earlier QM/OPLS
results. In contrast to experiment, Nal'(H,O), signals are obtained for both QM/OPLS
and QM/OPCS, but are less pronounced for the former, which suggests that obtaining a
Nal*(H;0), signal depends on the model potential employed. However, performing
nonadiabatic simulations with intermolecular interactions derived from first prin'ciples
would be computationally prohibitive. The femtosecond pump-probe signals obtained

with one-photon (263 nm) excitation from the ionic branch of the excited state, differ also
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from those obtained previously; Both Na'(H;0), and Nal"(H,0), signals are barely
perceptible for cluster sizes larger that 1, due to the increased nonadiabatic transition
probability caused by the presence of water molecules. The absence of signals with the
one—photon probe scheme in the cluster case is consistent with experimental findings: this
probe scheme, which was used earlier to probe the Nal gas-phase dynamics,'”" was later
abandoned in experimental studies of clusters®” simply because no femtosecond signal
could be detected.

The precise electron transfer mechanism followiﬁg photoexcitation was also‘
investigated. Free energy curves for both ionic and covalent states, analogous to those of
solution theory, were generated as a function of a colléctive solvent coordinate, defined
as the energy difference between the two diabatic states, for this purpose. Inspection of
the free energy curves reveals that the electron transfer process in clusters is not governed
by the collective motion of the water molecules, as would be the case in solution, and it
does not proceed along the solvent coordinate, but along the Nal internuclear separation
coordinate, as in the gas phase. Therefore, solvation in small clusters mainly influences
the nonadiabatic‘ transition dynamics by increasing the Nal internuclear separation at
which the curve crossing occurs, but does not directly govern the electron transfer
process as in solution. If the evaporation of water molecules could be preventéd by
embedding the NaI(H,0), clusters in a matrix or a sufficiently dense buffer gas, the

collective motion of the water molecules could become important and therefore govern
electron transfer. As a matter of fact, this issue is investigated in Chapter 7.
In Chapter 6, a different aspect of Nal photodissociation was explored. Multi-

photon ionization experimental studies of Nal ion pairs in polar solvent clusters of water,
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acetonitrile and ammonia®® have shown a very clear, solvent-selective, behavior in the
distribution of the detected Na'(solvent), product ions. More specifically, product
clusters up to size 50 have been observed experimentally With water, but no clusters
larger than size 9 and 6 have been observed with ammonia and acetonitrile, respectively,
in multi-photon ionization experiments. Ground-state charge separation within the cluster
and resulting loss of absorption of solvent-separated ion pairs, can be ruled out as a
possible explanation for the solvent-selective behavior of multi-photon ionization, since
ground-state charge separation occurs earlier for water than for the other two solvents.
Chapter 6 then focused on the photoexcitation of Nal in water, ammonia and acetonitrile
clustérs, in an attempt to find an alternative explanation. Photochemical properties based
on thermal ensembles of species, and not for a single ground-state minimum energy
structure as usually done, both with the hybﬁd QM/OPCS model (extended to ammonia
and acetonitrile) and model (configuration interaction with single excitations) quantum
chemistry calculations, indicate that Franck-Condon energy gaps and oscillator strengths
are similar for all seeded solvent clusters, suggesting very similar photochemical
behavior.

| The disappearance of the multi-photon ionization product signal at small cluster
size, compared to water, could then be attributed to the predominance of photoexcitation
to a charge-transfer-to-solvent (CTTS) state for acetonitrile clusters, and to the instability
of large ground-state clusters with respect to evaporation for ammonia clusters. As
demonstrated for Nal(H,0), clusters in Chapters 4 and 5, however, massive solvent
evaporation typically occurs on the excited states, and future work will involve

simulations of the dynamics post-multi-photon excitation to probe possible differences in



General Conclusions , 243

the ionized-state solvent evaporation dynamics with different solvents. Tt is conceivable
that the ionized state dissociation té produce Na'(H;0), cluster products occurs more
readily, with little solvent reorganization for surface-solvated Nal(HO), clusters,
because iodine sits at the surface of the cluster, therefore allowing larger cluster products
to survive than in the case of acetonitrile and ammonia.clusters, for which dissociation of
interior ionized species may cause the whole cluster to blow up upon multi-photon
excitation. |

Chapter 7 is devoted to future research avenues that arose in the context of this
thesis. Strategies for fully quantitative simulations of the solvation structure and
thermodynamics of seeded water clusters have been designed, in which potentials of
mean force are evaluated from first-principles and include quantum nuclear effects via
path integral molecular dynamics (P]MD) simulations. Much more work remains to be
performed in the area, in particular to develop computationally efficient semiempirical
quantum chemistry methods that properly describe weak interactions, and to exploit the
full potential of PIMD simulations. The use of PIMD simulations as a general approach
to generate fully quantum-mechanical initial conditions for trajectory simulations is also
péinted out. The ground-state vibrational excitation of ion pairs in water clusters was also
explored as a promising route for solvation and laser control of cluster photochemistry.
Finally, simulations of the photodissociation dynamics of Nal(H,O), clusters embedded .
in a matrix suggest quenching of the Nal large—amplitudermotion that resulted in electron
transfer along the Nal internuclear coordinate in free clusters and the gas phase, favoring
activationless (or activated inverted) electron transfer along the solvent coordinate

analogously to the solution-phase process. All these avenues deserve further exploration.
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quantum chemistry methods that properly describe weak interactions, and to exploit the -
full potential of PIMD simulations. The use of PIMD simulations as a general approach
to generate fully quantum-mechanical initial conditions for trajectory simulations is also
pointed out. The ground-state vibrational excitation of ion pairs in water clusters was also
explored as a promising route for solvation and laser control of cluster photochemistry.
Finally, simulations of the photodissociation dynamics of Nal(H,0), clusters embedded
in a matrix suggest quenching of the Nal large-amplitude motidn that resulted in electron
transfer along the Nal internuclear coordinate in free clusters and the gas phase, favoring
activationless (or activated inverted) electron  transfer along the solvent coordinate
analogously to the solution-phase process. All theée avenues deserve further exploration.
To summarize, this‘thesis presented an array of simulation methodologies that
were developed to investigate various aspects of the structure, thermodynamics and
photochemistry of seeded water clusters. Valuable insight was obtained into the solvation
structure of ions in water clusters and solvation effects on the elementary electron
transfer reaction occurring upon photoexcitation of paradigm Nal ion pairs. We hope that
the simulation methodologies developed and the newly gained knowledge for simple,
prototypical systems can be applied to better understand other chemical processes in

more complex molecular systems.
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