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ABSTRACT

Space-Time Spreading and Transmit Diversity for

DS-CDMA Systems over Fading Channels

Mohamed AlJerjawi

The application of space-time coding in wireless communication systems has shown
to improve the quality of the received signal at the mobile user by placing the
spatial diversity at the base station. In this thesis, we propose a simple space-time
spreading scheme for code-division multiple-access (CDMA) systems over fast-fading
channels. The proposed transmit diversity scheme is based on two transmit and M
receive antennas and is suitable for Rayleigh fast-fading channels. In this we em-
ploy orthogonal spreading codes to exploit the time diversity introduced by the
channel, and hence a two-fold of the diversity order obtained using existing space-
time spreading schemes is achieved. Neveftheless, for slowly-fading channels, we
show that the proposed coding scheme reduces to existing schemes introduced in
the literature with no performance degradation. Then, we examine the effect of
using nonorthogonal spreading codes on the receiver performance. Our results show
that using a simple adaptive decoder, based on the minimum mean-squared error
(MMSE) criterion, the diversity order is still maintained and only a small loss in
the signal-to noise ratio (SNR) is incurred relative to the ideal case with orthogonal

codes. Furthermore, for the single user case, and using orthogonal spreading codes,
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the underlying transmit diversity scheme is analyzed over fast-fading channels. On
the other hand, for the multiuser case we derive closed form expressions for the prob-
ability of bit error for a receiver that employs the decorrelator muitiuser detector
for both fast and slow-fading channels. These results prove that the diversity order
is maintained as a linear inverse relationship with the average SNR per channel.
We verify the accuracy of our analytical results by comparison with simulations for
different system loads. We show that the diversity order is maintained even for a
heavily loaded system.

Finally, for a system with N transmit and M receive antennas, we demon-
strate that regardless of the system load, the full diversity order of NM is always
maintained and only an SNR loss is incurred on the slowly-fading channel when
using a decorrelator detector. This SNR degradation is shown to be a function only
of the number of users and independent of the number of transmit and/or receive
antennas. Using our theoretical results, we show that the loss in SNR from the
single-user bound is upper bounded by 10l0g{C/2) where (C) represents 'ghe sum of
the two consecutive diagonal elements of the inverse of the cross-correlation matrix

for the user under consideration.
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Chapter 1

Introduction

1.1 CDMA Communications

The area of wireless communications for mobile telephone and data transmission is
currently undergoing very rapid development. Many of the emerging wireless sys-
tems will incorporate considerable signal processing intelligence in order to provide
advanced services such as multimedia transmission. Since the bandwidth is a valu-
able resource, the problem of interest is to be able to accommodate as many users
as can be reliably demodulated for a given bandwidth. In order to make an optimal
use of the available bandwidth and to provide maximal flexibility, many wireless
systems operate as multiple-access systems, in which channel bandwidth is shared

by many users on a random-access basis.



Code-division multiple access (CDMA) is one of the several methods of mul-
tiplexing wireless users that has become very popular in recent years. In CDMA,
users are multiplexed by distinct codes rather than by orthogonal frequency bands,
as in frequency-division multiple access (FDMA), or by orthogonal time slots, as
in time-division multiple access (TDMA). In CDMA, all users can transmit at the
same time, each being allocated the entire available frequency spectrum. Hence,
CDMA is also known as spread-spectrum multiple access (SSMA), or simply by
spread-spectrum communications. CDMA is a promising technology for wireless
environments with multiple simultaneous transmission because of several features:
asynchronous multiple access, robustness to frequency selective fading, and multi-
path combining.

Three major factors that limit the performance of CDMA systems in the cel-
lular channel are multiple access interference (MAI), the near-far effect, and mul-
tipath fading. In DS-CDMA systems, the users are multiplexed by distinct code
waveforms and MAI is caused by non-orthogonal code sequences. Considering cellu-
lar mobile systems, mobile units transmit independently so that their signals arrive
asynchronously at the base station. Since their relative time delays are randomly
distributed, the cross-correlation between the received signals coming from different
users is nonzero.

To achieve a low level of interference, the assigned signatures need to have

low cross-correlations for all relative time delays. A low cross-correlation between



signature waveforms is obtained by designing a set of special random sequences.
However, there is no known set of code sequences that is completely orthogonal
when used in an asynchronous system. The non-orthogonal components of signals
of other users will appear in the demodulated desired signal as interference. If the
conventional receiver is used in such a system, the number of users is limited by
the interference coming from other users. In conclusion, the capacity of DS-CDMA
systems is interference limited, as opposed to other multiple access schemes which
are bandwidth limited, and the performance of the system for all users considerably
degrades as the number of active users increases.

The MAI in turns is due to not only the non-perfect orthogonality of the
spreading sequences, but also the multipath effect. The multipath structure of the
channel also causes signal fading, and may result in important power imbalances
between the arriving signals of different users. Moreover, CDMA systems are par-
ticularly susceptible to the near-far problem [1]. A near-far situation is one in which
a user or a group of users closer to the base station are likely to be received with sig-
nificantly more power than those close to the cell boundary. As a matter of fact, the
near-far effect is due to both multipath fading and to signal power loss as a function
of distance from the base station. In this thesis, to mitigate such phenomena, we
utilize space-time coding as a space-time processing technique that is well known to

combat multipath fading, along with multiuser detection to combat MAIL



1.2 Motivation and Objective

Among the spread-spectrum techniques, the most popular one is Direct-Sequence
CDMA (DS-CDMA) where each active user’s data is modulated (multiplied) by a
unique signature waveform. When the signature waveforms are not orthogonal, each
user suffers from MAI emanating from the other active users.

Given the fact that Space-Time Codes (STCs) were initially designed for quasi-
static fading channels, where the time variations of the channel are fixed within a
frame and vary independently from one to another, no attempt was made to exploit
the time diversity introduced by the channel. Recently, Firmanto et al. [2] have
proposed a space-time trellis code (STTC) for fast-fading channels where the fading
coeflicients change independently from one symbol to another. The proposed STTC
makes use of an exhaustive search to find codes that satisfy Tarokh et al. [3] design
guidelines. Motivated by [2], we introduce a modified space-time transmit diversity
scheme suitable for DS-CDMA systems over fast-fading channels. The proposed
coding scheme is simple to implement, and adds minimal computational complexity
to the original space-time block codes (STBC) in [4], [5]. In fact if the channel is
slowly-fading, we show that the proposed transmit diversity scheme reduces to that
of conventional transmit diversity schemes (for CDMA systems). We focus on the
uplink scenario, where we use orthogonal codes to spread the transmitted signals
according to a specified scheme and before transmitting them from the different

antennas. As it will be shown, the proposed code design satisfies the orthogonality



condition required for efficient decoding operation. The proposed scheme in its
beginning employs a STBC matrix that achieves its orthogonality condition using
two orthogonal codes per user. The main objective of this thesis is to design a STC
scheme for fast-fading channels that can improve the BER performance and at the

same time, provide the full-promised diversity gain.

1.3 Thesis Contributions

In the light of the above mentioned objectives, the contribution of this thesis can

be summarized as follows:

e We present a new space-time transmission scheme for a DS-CDMA system

over fast-fading channels, and define the appropriate combining scheme.

e For the multiuser scenario, we analyze the performance of the proposed scheme
when using the centralized MMSE, adaptive MMSE, decorrelator based re-
ceivers, where we obtain the centralized MMSE for this scheme. We show
that even when the orthogonality condition is destroyed, using the adaptive
MMSE multiuser detector offers only a small SNR degradation compared to

the centralized MMSE, while the diversity order will be maintained.

e For the single-user case, and using orthogonal signature waveforms we conduct
performance analysis, where we show that the probability of error has a a linear

inverse relationship with the average SNR per channel.



e The study of the performance analysis of the proposed scheme for a DS-CDMA
system with a decorrelator based multiuser receiver is studied for both fast
and slow-fading channels. In this study, an upper bound that characterizes

the degradation in BER for different system loads is defined.

The contributions of this thesis have resulted in three referred conference pa-

pers: [37], [40] and [45].

1.4 Thesis Outline

The thesis is organized as follows: In Chapter 2, we provide an overview of multiuser
detection, where a description of a DS-CDMA multiuser system is given. We review
and compare several multiuser detectors including the conventional and optimum
multiuser detectors. Then we consider linear suboptimal detectors, where we discuss
the advantages and disadvantages of each multiuser detector.

Chapter 3 introduces the proposed space-time spreading scheme for DS-CDMA
systems designed for fast-fading channels. We provide the single and multiuser sys-
tem models and the appropriate combining schemes used to recover the transmitted
symbols. Then, we show that using orthogonal spreading codes one can achieve a
two-fold of the diversity order obtained using existing space-time spreading schemes.
We also show that even if the orthogonality condition is not satisfied (due to signal

correlation between users and among themselves), one can still achieve the same



diversity order as the orthogonal case using an adaptive MMSE receiver. Further-
more, closed form expressions for the bit error probability of the single and multiuser
systems are obtained.

In chapter 4 we study the performance of the proposed space-time spreading
scheme over slow-fading channels with a decorrelator based receiver. We derived a
closed form expression for the bit error rate, where we show that the full diversity
order is maintained regardless of the number of active users and only an SNR loss
is incurred. Using our theoretical results, we show that the loss in SNR from the
single-user bound is upper bounded by 10 log(C'/2) where (C') represents the sum of
the two consecutive diagonal elements of the inverse of the cross-correlation matrix
for the user under consideration.

Chapter 5 provides a brief summary of the accomplished work throughout this
thesis with important conclusions. Some future suggestions are also made to extend

the research in this area.



Chapter 2

Multiuser Detection and

Space-Time Coding

Many advanced signal processing techniques have been proposed to combat multi-
ple access interference and multipath channel distortion, and these techniques fall
largely into two categories: multiuser detection [6] and space-time processing [7].
It has been well established that multiuser detection techniques can substan-
tially enhance the receiver performance and increase the capacity of CDMA commu-
nication systems. Multiuser detection techniques exploit the underlying structure
induced by the spreading waveforms of the DS-CDMA signals to jointly reduce the
effect of interference. Various linear and nonlinear multiuser detectors have been

developed over the past decade [6].



On the other hand, multi-antenna systems are well known as an effective tech-
nique to combat fading and to reduce the interference from interfering signals. Di-
versity techniques assume rich scattering where the signal arrives over several paths,
and in order to achieve the maximum diversity it is necessary that fading signals
at different antennas are uncorrelated or slightly correlated. Hence the probability
that all paths are in deep fade at the same time is significantly smaller than that of a
single transmission path. Multi-input multi-output systems or MIMO systems allow
the receiver to see independent versions of the transmitted information which yields
to spatial diversity and/or coding gain compared to single antenna systems. One
approach that uses multiple transmit antennas and, if possible, multiple receive an-
tennas to provide reliable and high data communication is space-time coding (STC)
31, [4]-

In what follows we discuss briefly previous works in these areas. An outline of
this chapter is as follows. In Section 2.1 we present the signal model for a DS-CDMA
multiuser system. Then throughout this section we review different multiuser detec-
tors, including the optimal, the decorrelator, the MMSE and the adaptive MMSE
multiuser detectors. Section 2.2 gives a brief overview of space-time codes and
MIMO Systems. The two most common signal processing space-time techniques:

STBCs and STTCs are also discussed. Finally, Section 2.3 concludes this chapter.



2.1 Multiuser Detection

Multiuser Detection (MUD) is a technique that can be employed to improve the
capacity and coverage in CDMA systems (Figure 2.1). In theory, MUD can provide
an improvement in capacity in additive white Gaussian noise channels [6]. It has
been shown in [6] that MUD is able to exploit the structure contained in a multi-

access interference signal and in that way can be near-far resistant.

Matched Filter 1 X Y £

Matched Fiter 2 X Y2 | f
Multiuser
A Detection
Algorithm

X Yk fx

Matched Filter K

Figure 2.1: The concept of multiuser detection.

Research in the area of multiuser detection started in the late 1980s. In early
stages, optimal solutions with best p.ossible performance in Gaussian noise channels
were investigated and developed. Unfortunately, the complexity of these solutions
increases exponentially with the number of users, which is not suitable for practical
applications. This problem has been tackled subsequently and resulted in less com-

plex suboptimal multiuser detection algorithms such as the decorrelating detector,

10



the MMSE detector, and subtractive interference cancellation detectors [6].

2.1.1 Multiuser Signal Model

We consider a synchronous DS-CDMA system, where all users share the same band-
width. The signaling interval of each symbol is T seconds, and the transmitted
symbols take the values {+1, -1}. The received baseband signal in a single-path

BPSK system for user % is given by

T}c(t) = Z Akejo’“xk(i)sk(t —_ ZT) (21)

=00

where zx(7) is the ith time-independent transmitted symbol by the kth user. A
and 6 are the signal amplitude and phase shift of user k, respectively. si(t) is
the kth user signature waveform assumed to have unit energy, where this spreading

waveform can be written as

sp(t) = Z pe[i) ¥ (t — iT2) (2.2)

with ¥(¢) is the chip pulse shape, T is the chip duration, N = T'/T, is the processing
gain and pi[i] €{*1/V/N},i=0,...,N — 1, is the real-valued spreading sequence.
In the remainder of this thesis we assume U(¢) to be a square pulse on the interval
[0, Te).

At the receiver side the received baseband signal is the noisy sum of all users’

11



signals. Considering a K-user system, the received multiuser signal is given by

r() = Y Awzp(i)si(t —iT) + n(t) (2.3)

where n(t) is the complex additive white Gaussian noise with variance o2 per di-
mension. The received signal in (2.3) is sampled at the output of the chip matched

filter. It is more convenient to express (2.3) in a vector form according to

r=SAx+n (2.4)
where S = [s1, Sq,..., %] and si is the column vector of spreading sequences for
user k, A =diag[A;, As, ..., Ax], x =diag[z1, Ty, ..., zx]7 is the symbol vector where

the superscript “T™ denotes matrix transpose, and n is the complex channel vector
with covariance ¢2I where I is K x K diagonal matrix. It is worth to mention that
we consider throughout this dissertation that some parameters are perfectly known,

including amplitudes, phases and delays of the received signals.

2.1.2 Spreading Codes

In chapter 3 and 4, we have chosen a set of 32 Gold sequences that offer good cross-
correlations [8]. Each of these sequences has a length 31 chips, where we assign
two spreading codes for each user as the proposed space-time scheme dictates in the

following chapters.

12



In the following we briefly review several previously proposed multiuser detec-
tors of interest. Before doing so, we begin our discussion with the simplest detector,

namely, the conventional detector.

2.1.3 Conventional Detector

Multiuser detectors commonly have a front-end whose objective is to obtain a
discrete-time process from the continuous-time waveform in (2.3). Continuous to
discrete time conversion is achieved by conventional sampling, or more generally, by
the correlation of r(t) with deterministic signals. Therefore, the first step in multi-
user detection is to pass the received signal r(¢) through a bank of matched filters
[8] (or correlators). The conventional detector corresponds to a bank of K matched
filters, where each filter is matched to the signature of the desired user, and followed
by a sampler as shown in Figure 2.2.

The performance of this detector depends on the properties of the correlation
between codes. For synchronous CDMA, the output of the kth matched filter at the

sampling time is given by

- /0 r(t)s(t)dt

T K
= /0 sk (t) {Zijjsj(t)m(t) dt
' .
= AkiL‘k—f— Z ijijyj%—/ sk(t)n(t)dt (25)

=157k

13



y
Matched Filter 1 X .

Matched Filter 2

a

Matched Filter K 1

Figure 2.2: Block diagram of the conventional detector.

where

Ry, = /0 ' sk(t)s;(t)dt (2.6)

is the cross-correlation between the spreading codes assigned to user k and user j.
Note that y;, consists of three terms. The first term is the desired user’s information,
the second term is the result of the multiple access interference, and the last term
is due to the noise. It is convenient to introduce the matrix-vector notation of (2.5)

to describe the output of the conventional detector as follows
y=RAx+n (2.7)

17

where R is the K x K cross-correlation matrix with elements Ry ;, ¥y = [y1, Y2, - - -, Yk

14



and n is zero-Gaussian random vector with covariance matrix equal to

E[nn”] = ¢2R. (2.8)

Here, each code waveform is regenerated and correlated with the received signal
in a separate detector branch. The outputs of the correlators or matched filters
are sampled at the bit times, which yields “soft” estimate of the transmitted data.
The final hard data decisions are made according to the signs of the soft estimates

according to

T = sgn(yx). (2.9)

Since the conventional detector ignores the MAIL, thus its existence has a significant

impact on the capacity and performance of conventional DS-CDMA systems.

2.1.4 Optimum Detector

The optimum multiuser detector shown in Figure 2.3, proposed by verdd in [9], is
based on the Maximum-Likelihood (ML) detection. This ML detector selects the
set of symbols corresponding to the signal among the possible ones which resembles
most closely the received signal.

The optimum multiuser detector according to [9] can be expressed mathemat-
ically as

. (2.10)

X =arg max
xe{-1,+1}¥

K
r(t) — Z Ajzis5(t)

15



Matched Filter 1 X _¥ | 5
y %
Matched Filter 2 X% -t
) Maximize
] (2x7Ay-xT ARAX)
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Figure 2.3: Block diagram of the optimum multiuser detector.

For a synchronous CDMA system, (2.10) may be written as

T K 2
X = ar max r(t) — Ajzgs;(t)| dt
gxe{—1,+1}K 5 { (t) ; g J( ):|
T K T
. 2
= arg min / ré(t)dt — 2 A-a:'/ r(t)s;(t)dt
xe{-1,+1}* Jo ) ; 7 0 !
K K T
b0 Adse, [ su(0sds (2.11)
u=1 j=1 0
or equivalently in matrix notation as
% =arg max (2x"Ay—x"ARAx). (2.12)
xe{~1,+1}¥

This kind of multiuser detectors provides the most reliable outputs and rejects

the effect of MAI, Therefore, its performance is superior to all other detectors. In
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spite of its superior performance, this ML detector as can be seen from (2.12),
requires an exhaustive search over 2K possible combinations of the vector x [10].
Hence, when the number of active users is large, the ML turns out to be too complex
to implement. As a result, in what follows we discuss some suboptimum multiuser
detectors that are less complex while offering a reasonable performance compared

to the optimum multiuser detector.

2.1.5 Decorrelator Detector

As a linear mapper, the decorrelator detector applies the inverse of the cross-
correlation matrix (R™!) to the conventional detector output in an attempt to cancel
interference. Figure 2.4 shows the block diagram of a system that employs such a

detector.

Matched Filter 1 X 4 -

—+
X % H—— P~

Matched Filter 2

0] R

Matched Filter K X Y — :1: S

Figure 2.4: Block diagram of the Decorrelator multiuser detector.
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The output of this detector using (2.7) is given by
y=R7ly=Ax+R'n (2.13)

and the decision

%= sgn(y). (2.14)

Thus, this approach, first proposed in [11, 12] and analyzed extensively by Lupas
and Verdi in [13, 14], eliminates the MATI completely in a manner analogous to the
zero-forcing equalizer [8]. The error rate of the decorrelator detector for user k is

found in [6] to be
Ay

P=Q| —————
On (R‘—l)k,k

(2.15)

where the Q-function is defined by Q(z) = [° #exp(—%)dv and (R™")x repre-
sents the element &,k of the inverse of the cross-correlation matrix. (2.15) shows
that the performance of the decorrelator detector degrades as the cross-correlations

between users increase. The decorrelator detector offers many advantages, among

these:

e It does not require the knowledge of the users’ signal energies, hence its per-
formance is independent of the energies of the interfering users, or in other

words it is near-far resistant.

e It provides significant performance gain over the conventional detector.
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e The computational complexity of the decorrelator is much less than the opti-
mum multiuser detector. Excluding the costs of computation of the inverse of

the cross-correlation matrix, its complexity is linear in the number of users.

The disadvantages of this detector can be summarized as follows:

e As it is seen from (2.13), this detector enhances the background noise at its
output. It has been shown in [15] that the output noise of the decorrelator
detector is always equal to or greater than the output noise of the conventional

detector.

e The computation of the inverse of the cross-correlation matrix R is difficult

to perform in real-time, particularly in an asynchronous environment.

e In some special cases, R™ does not exist [6].

In spite of these disadvantages, the decorrelator detector provides a good perfor-

mance which in most cases is close to the optimum multiuser detector.

2.1.6 MMSE Detector

Based on the MMSE criterion, the MMSE detector implements linear mapping to
minimize the MSE between the actual data and the soft output of the MMSE de-
tector. The MMSE detector was studied for both synchronous and asynchronous

channels in [16], [17] and [18]. The linear mapping of the MMSE detector shown in
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Figure 2.5 is given by [16]

Wiss = [R+02A72 7 (2.16)

Matched Fitter 1 X ]

—+
X ] — - -

Matched Filter 2

i [Reo2A7]

X Y _:’:k

Matched Filter K

Figure 2.5: Block diagram of the MMSE multiuser detector.

Hence, the estimate of the transmitted symbol at the output of the MMSE

detector follows simply as

Yy = Wuumsey. (2.17)

As can be seen, the MMSE detector implements a partial or modified inverse of the
cross-correlation matrix. Because it takes the background noise into account, the
MMSE detector generally provides better probability of error performance than the
decorrelating detector. However, from (2.16), as the background noise goes to zero,

the MMSE detector converges in performance to the decorrelating detector. The
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operation of the MMSE detector can be viewed as offering a balance between inter-
ference cancellation and noise enhancement. Compared to the decorrelator detector,
an important feature of the MMSE is that it can be implemented adaptively, as in
[19]-{21], which eliminates the need to know the signature sequences, time and am-
plitudes. Another advantage of the MMSE detector is that the linear transformation
Winvse always exists even when R7!is singular.

A main disadvantage of the MMSE detector is that unlike the decorrelator
detector, it requires estimation of the received signal amplitudes. Another disad-
vantage is that its performance depends on the powers of the interfering users.
Therefore, there is some loss in resistance to the near-far problem as compared to

the decorrelating detector.

2.1.7 Adaptive MMSE Detector

The adaptive receivers applying interference suppression mechanisms have been pro-
posed in [19], [22], [23]. As noted earlier, the MMSE detector requires an exact
knowledge of the signature sequences and that of the amplitude of the received
signals of all the users.

In [22], an adaptive MMSE multiuser detector was proposed, which replaces
the need of a priori knowledge of all other user signature waveforms by using a
training data sequence for each user in the system. The operation of the adaptive

MMSE detector requires each user to first transmit a training sequence that is used
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by the receiver for initial adaptation. After the training phase ends, adaptation for
actual data transmission is realized by making use of the transmitted data. However,
at any time when there is a dramatic change in the interfering environment, a new
training sequence is usually sent. The frequent use of training sequences is certainly a
waste of channel bandwidth. In practice, it is common to perform fine adjustments
of the linear transformation (once the adaptive algorithm has converged and the
transmission of the training sequence is over) by letting the adaptive algorithm run
with the decision made by the detector in lieu of the true transmitted data. This
type of operation is usually referred to as decision-directed.

As shown in [16], [19], [20}, [22], [24] and [25] the adaptive MMSE receiver can
be implemented as an adaptive tapped-delay line filter blindly or with the help of
training sequence (Figure 2.6). The computational complexity involved in adaptive
MMSE detectors is found to be comparable with that of the conventional matched
filter detector [16]. However, adaptive MMSE detectors usually offer significant
improvement in performance. Tracking speed and computational complexity are
two primary concerns in designing adaptive MMSE multiuser detectors. In order
to improve the tracking speed in a time varying wireless communication environ-
ment and to reduce the length of training sequence for tracking, fast converging
adaptive MMSE detectors with low computational complexity are required. Some
algorithms with low complexity, e.g., the least-mean-square (LMS) algorithm, have

been proposed for adaptive MMSE multiuser detection [20].
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Figure 2.6: LMS based adaptive MMSE multiuser detector.

2.2 Space-Time Codes

Systems which use multiple transmit and receive antennas for communication over a
wireless channel are usually called Multiple-input multiple-output (MIMO) systerms.
This section gives an introduction to MIMO systems or more specifically, space-time

coding, a technique used to transmit user data from multiple antennas.

2.2.1 Multiple-Input Multiple-Output (MIMO) Systems

To effectively evaluate the performance of a MIMO transmission scheme, models
which account for all the major effects of wireless channel on various signals are
required. The most commonly used channel model for MIMO systems is the quasi-
static flat Rayleigh fading model. This was employed in [3], [4] and [26] where novel

signal processing schemes for MIMO systems were introduced. The simplicity of this
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channel model made the performance analysis of these schemes less complicated,
allowing to place more emphasis on introducing the transmit and receive signal
processing algorithms. Fundamental information theoretic results on capacity of
MIMO channels [27] and transmit diversity techniques also employ a similar fading
model. The basic assumptions behind the quasi-static flat Rayleigh fading channel

are

o A large number of scatterers are present in the wireless channel so that the
signal at any receive antenna of the MIMO system is the sum of several mul-
tipath components. In this case the distribution of the received signal at each
antenna will be complex Gaussian. The amplitude of such complex Gaussian

distributed signals is Rayleigh distributed.

e The channel delay spread, which is a measure of the difference in the time of
arrival of various multipath components at the receiver antenna, is less than

the symbol rate. This assumption guarantees flat fading.

e The channel characteristics remain constant at least for the period of trans-

mission of an entire frame. This assumption accounts for quasi-static fading.

24



Using all these assumptions, the quasi-static flat Rayleigh fading MIMO channel for

a system with n transmit and m receive antennas can be represented as

hii hiz .. Py
har  ha ... hay

H=— (2.18)
hml hmZ hmn

where h;; is the path gain between receive antennas ¢ and transmit antenna j. The
path gains are usually modelled as zero mean complex Gaussian random variables

with variance 0.5 per dimension.

2.2.2 Diversity Techniques

Let us consider a system with BPSK modulation transmitting over a fading chan-
nel with Gaussian noise. The complex channel coefficient is denoted by A and its
magnitude is denoted by «. It is assumed that the phase of fading coefficients is
perfectly known at the receiver (i.e. coherent detection). The conditional error rate
of BPSK as a function of channel coefficient over frequency non-selective, slowly

fading channel is given by (8]

Py(a) = Q(v/27) (2.19)
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where v = is the received SNR. To find the average error rate, we must integrate
over the distribution of the fading coefficients. Assuming Rayleigh fading, this

integration leads to [§]

Jo (1 Y (2.20)

where § = £ F(a?) is the average SNR. At high SNR, this error probability can be
approximated as

Note that the error rate decreases inversely with SNR. Compare this to the error

rate of BPSK in non-fading (AWGN) channel 8]

P=0 (,/%) (2.22)

which decreases exponentially with SNR. This means that on a fading channel the
transmitter should transmit with more power to achieve a low probability of error.

As mentioned in the first chapter, diversity techniques are very effective against
fading channels. If we can supply several replicas of the transmitted signal to the
receiver, it is unlikely that all of them will undergo deep fade simultaneously. If we
have supplied L independently faded replicas of transmitted signal to the receiver,
and p is the probability that any one replica will undergo deep fading, p” is the
probability that all the L replicas will undergo deep fading. There are several types

of diversity techniques: frequency diversity, polarization diversity, time diversity,
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and spatial diversity.
Traditionally, there is only single transmit antenna and multiple receive an-
tennas. This technique is referred to as receive diversity. The receiver can use one

of three techniques to improve the quality of the received signal
1. Selection: select the received signal with largest received power.

2. Switching: choose alternate antennas if the received power falls below a thresh-

old level.

3. Maximal Ratio Combining (MRC): linearly combine a weighted replica of all

received signals.

In the method of MRC, it is assumed that the receiver has perfect channel state
information. If the transmitted signal at time ¢ is s(¢), then the received signal at
receiver i is given by

ri(t) = hi(t)s(t) + ni(t) (2.23)

where n;(t) is complex noise variable. Assuming that this noise is Gaussian, the

receiver combining scheme is

m

(E) = Do ki) = s(0) 3 1N +7i(0) (2.24)

=1

This detected symbol is then passed through a maximum-likelihood detector to

produce the estimate of the transmitted signal §(¢). MRC provides full diversity,
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but due to channel estimation the complexity is high.

2.2.3 Space-Time Block Codes

The receive diversity scheme is not suitable for the downlink, as it is difficult and
inconvenient to place multiple antennas on handsets. The multiple antenna burden
is preferably placed at the base station. This is called transmit diversity. Transmit
diversity has gained much attraction in the last decade [4, 26]. Unlike receive di-
versity, in transmit diversity, it is not possible to transmit the same signal from all
antennas. If the same signal is transmitted from all antennas, at the receiver the
copies of this signal add incoherently, and no diversity gain can be achieved. Thus
in order for transmit diversity to work, one must find a transmission scheme where

replicas of the signal combine coherently at the receiver.

* Q\‘m
S Sapn
S, S
Source S Modulator——>{ STBC 5 g —h,
2 91jP,/2

i Y1 .
ol Ny, Combiner » Decision ——— $
ht1 h'ﬁ2
h, - y
2 Decision ——— S,

Figure 2.7: Transmitter and receiver structures for Alamouti’s transmission scheme.
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One of the simplest and most attractive transmit diversity schemes shown in

Figure 2.7 which was proposed by Alamouti [4]

51 S2

&0
I

*

%)
—$83 5

(2.25)

where * denotes complex conjugate operation, the rows denote time instances and

the columns denote the corresponding transmitting antenna. Thus, at time t = 1,

s1 and s, will be transmitted from antennas 1 and 2 respectively, and at time £ = 2,

—s5 and s} will be transmitted from antennas 1 and 2 respectively. One can see

that two symbols are transmitted over two time intervals. Hence the code is full

rate. Assuming a single receiver, let h; and hy denote the channel coeflicients for

transmit antenna 1 and 2 respectively. The fading coefficients are assumed to be

constant over two consecutive time slots, hence the received signal is

1 = Az + hezo + 1y

Yo = —hiz} + hoz] + no.

Assuming perfect CSI, this can be maximum-likelihood (ML) decoded as

hiy1 + hays = (Ja|* + |ha|*)z1 4+ my

8
fi

B = My — hayy = (|af? + [hol?)as + na.
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We observe from the above expression that by using two transmit and one receive
antenna, the transmitted signals aré multiplied by |h|? + |ha|?. Hence, if one of the
paths is in deep fade, the other may still represent the true transmitted signal.
Tarokh et al. [26] extended the Alamouti’s 2-transmit diversity scheme to more
than two antennas. This new generalized space-time signaling scheme is known as
space-time block codes (STBC). Later, Alamouti’s scheme was generalized to a
wireless system with n transmit and m receive antennas, hence the name STBC.
Space-time block codes derive their name from the fact that the encoding is done in
both space and time, and their encoder is defined simply by a matrix. A space-time
block code is defined by the relationship between the k-tuple input signal z and the
set of signals to be transmitted from n antenna over p time periods. Such a relation

is given by p X n transmission matrix

11 S12 ... Sin
891 S22 ... So9n
= (2.30)
Sp1 Sp2 ... Spn
where s;; are functions of k-tuple input sequence zi,Zs, ...,z and their complex
7 ’ s )

conjugates. At time slot 7, s;; is transmitted from antenna j. Since k information
bits are transmitted over p time intervals, the rate of the code is defined as R = %.

At the receiver we can use arbitrary number of receive antennas. If IS = ol,
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where & = Y _, [sx|> and I is the identity matrix, the code is called orthogonal
STBC. The orthogonal STBC assumes that the channel coefficients are constant

over a period of n symbols, i.e.

This block fading assumption is required for simple linear decoding of OSTBC.
OSTBC also assumes that the channel is frequency non-selective. If the channel is
frequency selective, one can use orthogonal frequency division multiplexing (OFDM)
to split the input bit stream into large number of low-rate streams transmitted over
flat-fading channels. In our work, we only consider frequency non-selective channels.

At the receiver, the m receive antennas use maximum-likelihood (ML) decod-
ing. In orthogonal STBC, the ML decoding is equivalent to maximum ratio com-
bining (MRC). Assuming perfect channel state-information, the decoder at antenna

j maximizes

P nr n
S =D " byl (2.32)
t=1 j=1 i=1
Since the block coding requires only linear processing at the receiver, the decoding
can be done efficiently. Space-time block codes can be constructed for any type
of signal constellation and provide full diversity. However, only real constellations

such as Pulse Amplitude (PAM) can give full rate for any number of antennas. For

complex constellations such as Phase Shift Keying (PSK), full rate STBCs exist only
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for n=2.

2.2.4 Space-Time Trellis Codes

Space-time trellis codes (STTCs), originally proposed by Tarokh et al. [3], incor-
porate jointly designed channel coding, modulation, transmit diversity and optional
receive diversity. As the name suggests, the structure of space-time trellis code is
given by a trellis. A trellis for 4-state QPSK STTC with two transmit antennas is

given in Figure 2.8.

00, 01, 02, 03
1 \

XA
X

10,11, 12,13 \
0 .

\u.\*_// 20,24, 22,23 /

30,31,32,33

Figure 2.8: Tarokh’s 4-state QPSK space-time trellis code [3].

Here the first QPSK symbol is transmitted from first antenna and the second
QPSK symbol is transmitted from second antenna, at time instance t. Thus, at

each time instance one information symbol is transmitted, and the rate is one.
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The m x 1 received signal is given by

y' = H's' + n* (2.33)
where H=h;;, i« = 1,...,n, j = 1,...,m is the channel coefficients matrix, and
s =[s1,...,8,]7 is the transmitted data vector at time instance t. A codeword c is
defined as _ -

Cl(l) 61(2) NP C](N)
c2(1) e(2) ... ca(N)

c = (2.34)
(1) () ... (M)

where an error event is given by B(c,e) = ¢ — e. The probability of erroneously

decoding e when ¢ was transmitted, called pairwise error probability (PEP), is given

Plc,e) < (H )\i> - ( 4?7\;0) o (2.35)

=1

by [3]

where 7 is the rank of A(c,e) = B(c,e)B(c,e) and ) are the nonzero eigenvalues

of A(c,e). From (3.21), the design criteria can be given as

1. Rank criterion: To achieve maximum possible diversity, n X m, matrix A(c, e)

should be full rank for all the codewords.

2. Determinant criterion: To maximize the coding gain, minimum determinant

of A(c,e) should be maximized over all codewords.
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2.3 Conclusion

In this chapter, we presented the signal model of a typical DS-CDMA system, and
provided a general idea of the concept of multiuser detection. Then, a comprehensive
study of several multiuser detectors was given, where we introduced their advantages
and disadvantages. We demonstrated that the optimum multiuser detector pro-
vides large gains compared to the conventional detector, but due to its complexity,
its implementation is considered impractical. Hence, the decorrelator and MMSE
multiuser detectors were introduced as a tradeoff between performance and com-
putational complexity. The decorrelator detector can operate without knowledge
of the received amplitudes, while the MMSE detector, which offers better perfor-
mance, requires the knowledge of received powers. In real life scenarios, this could
be to much to ask for, therefore adaptive MMSE implementations were proposed.
Furthermore, we reviewed briefly the concepts of space-time codes and MIMO sys-
tems, and demonstrated its major role in multipath fading mitigation. We reviewed
later STBCs and STTCs as two examples of signal processing over fading channels.
Orthogonal STBCs provide an easy and efficient method to utilize the channel mul-
tipath components to achieve higher gains. STTCs, on the other hand, achieves

better performance with coding gains.
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Chapter 3

Space-Time Spreading over

Fast-Fading Channels

According to the discussion in the previous chapter, it is evident that DS-CDMA
systems suffer from two major drawbacks: MAT and multipath fading. To overcome
these drawbacks, we introduced multiuser detection and space-time coding. The
study of the optimum detector showed that despite its superior performance over
the conventional detector, its complexity makes its implementation practically im-
possible. Therefore, suboptimum multiuser detectors were proposed to alleviate the
complexity problem and to offer a tradeoff between performance and complexity. We
showed that although STBCs have simple structure and decoding techniques, they

suffer from significant performance degradation compared to STTCs since they don’t
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offer coding gains. In this chapter we introduce a space-time spreading transmis-
sion scheme for DS-CDMA systems designed for fast-fading channels. This scheme
utilizes the full diversity promised by the channel, and hence provide high diversity
gains compared to existing space-time block codes.

The rest of this chapter is organized as follows. In Section 3.1 previous work
in this research area is summarized and the contribution of this chapter is reviewed.
Section 3.2 introduces the proposed scheme, while Section 3.3 presents the single-
user system model and the probability of error for the single-user case. The proposed
adaptive MMSE receiver for the underlying scheme is given in Section 3.4. Section
3.5 provides the multiuser system model for the proposed scheme. The centralized
MMSE nlapping is then developed in Section 3.6. We obtain the probability of
bit error for a receiver that employs the decorrelator MUD in Section 3.7. The
simulation and analytical results are presented and compared in Section 3.8 for both
the single and multiuser environments. Finally, Section 3.9 concludes this chapter

and summarizes the obtained results.

3.1 Introduction

To reduce the large complexity of STTCs, Alamouti in [4] introduced a very simple,
yet efficient, coding scheme that uses two transmit antennas at the base station (BS)
and one receive antenna at the other end of the down-link. A simple decoding algo-

rithm was introduced for this scheme, which can be extended to arbitrary number of
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receive antennas. Motivated by the simplicity of Alamouti’s scheme, Tarokh, et al.
[26] generalized that scheme to an arbitrary number of transmit antennas, resulting
in the so called space-time block codes. It is known that, for the same number of
transmit and receive antennas, both STTC and STBC normally achieve the same
spatial diversity. However, despite the low complexity they offer, STBCs do not
offer any coding gain, unlike the case of STTCs [28]-[29]. Therefore, STBC needs
to be combined with a channel coding scheme in order to provide such coding gains
[30]-[34].

Given the fact that STCs were initially designed for quasi-static fading chan-
nels, where the time variations of the channel are fixed within a frame and vary
independently from one to another, no attempt was made to exploit the time diver-
sity introduced by the channel. Firmanto et al. [2] proposed a STTC for fast-fading
channels where the fading coefficients change independently from one symbol-to-
another. The proposed STTC makes use of an exhaustive search to find codes that
satisfy Tarokh et al. [3] design guidelines.

Jayaweera and Poor in [35] (and references therein) realized the importance of
space-time coding in multiuser CDMA systems over fading channels. In their work,
they proposed a turbo multiuser receiver for space-time coded systems. Motivated by
their work, in [36], a space-time block coding scheme that achieves its orthogonality
using four codes per user was introduced. Later, in [37], we introduced a transmit

diversity scheme based on space-time spreading and suited for CDMA systems over
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fast-fading channels. The scheme in [37] was shown to utilize both the spatial
and temporal diversities at the transmitter side to enhance the reception quality
of the transmitted signal. Moreover, it was shown in [37] that, if the channel is
slowly fading, the proposed transmit diversity scheme reduces to that of conventional

schemes (for CDMA systems) [5].

3.2 Proposed Space-Time Scheme

In this section, we propose a simple space-time spreading scheme for CDMA sys-
tems over Rayleigh fast-fading channels. The proposed transmit diversity scheme is
based on N = 2 transmit and M receive antennas and is designed for fast-fading
channels. In this we employ orthogonal spreading codes to exploit the time diversity
introduced by the channel, and hence a two-fold of the diversity order obtained us-
ing existing space-time spreading schemes is achieved. Then, we examine the effect
of using nonorthogonal spreading codes on the receiver performance. Our results
show that using a simple adaptive decoder, based on the MMSE criterion, the di-
versity order is still maintained and only a small loss in the signal-to noise ratio is
incurred relative to the ideal case with orthogonal codes. For the single user case,
and using orthogonal spreading codes, we develop the performance analysis for the
underlying transmit diversity scheme over fast-fading channels. Further, we con-
sider the case of nonorthogonal codes where we employ a linear MMSE multiuser

detector as a suboptimum detector. The performance of the multiuser system is
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examined for a moderate number of users, where we compare the performance of
the MMSE multiuser detector with the simple adaptive MMSE combining scheme.
In addition, we emphasize on finding a statistical semi-analytical model for the per-
formance analysis of the multiuser system. Then, we prove the accuracy of this
model by comparing the simulations with the semi-analytical results. Furthermore,
we commence the mathematical analysis by finding the probability density function
(pdf) for the signal-to-interference ratio (SIR) through the transformation of random
variables. Moreover, we use numerical integration methods to check the validity of
this pdf. We show that by averaging over this pdf, a closed form expression for
the probability of error using the decorrelator multiuser detector can be obtained.
Finally, using this expression we prove that the full diversity order is maintained
as a linear inverse relationship with the average SNR per channel. We verify the
accuracy of the expression by comparison with simulations for different number of

users.

3.3 System Model

The system under consideration models an uplink of a wireless communication sys-
tem that employs N = 2 antennas at the transmitter side and M antennas at the
receiver side. Without loss of generality, we show in Figure 3.1 the case of two

transmit and one receive antennas for this system. The channel is modelled as a flat
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Figure 3.1: The proposed space-time spreading scheme for two transmit and one
receive antenna.

fast-fading channel where the channel coefficients are considered to be fixed dur-
ing one symbol interval and change independently from one symbol to another. A
space-time spreading scheme that employs two codes per user, and hence reducing

the effect of signal interference, is introduced.

3.3.1 Space-Time Spreading and Encoder Design

Following the system model in [37], and as shown in Figure 3.1, user data is trans-
formed into an even and odd data streams, z1, z2, at the input of the space-time

encoder. The encoder then performs signal spreading to the input parallel data
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streams using two unique code sequences s;,i = 1,2 (i.e., known only to the de-
sired user). Note that, here, we incorporated the signal spreading operation into the
space-time encoder. After signal spreading, the encoder then forms a space-time

code matrix given by

Tx Antenna (1) Tx Antenna (2)
t= 0, ZCTSl + .’E;SQ I189 — I8 (31)

t= T, 189 — Xo81 1’;31 + ZE;SQ.

The code sequences, s; and s, are given by

L-1

si(t) =Y p; [K] U (t — kT.) (3.2)

k=1

where ¥ (¢) is the chip pulse shape, T, is the chip duration, L = T'/T, is the process-
ing gain with T being the symbol period, and p;[k] € {il/\/f} ,k=0,.,L—1,
is the real-valued spreading sequence. In the remainder of this work, we take W ()
to be a square pulse with the interval [0,7;). As seen from the code matrix in (3.1},
the encoder produces codewords «3sy + z%s; and 152 — 2251 to be transmitted
from antenna 1 and 2, respectively, during the first transmission period. In the sec-
ond transmission period, these codewords are switched with respect to the antenna
order. It is important to mention that, in our development, we fix the total trans-

mitted power to that of maximal-ratio combining (MRC) with the same number of
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antennas (i.e., one transmit and two receive antennas).
Note that the proposed space-time spreading code still preserves the orthogo-

nality condition [4]. That is, if

* *
Xy = [ zis1 + 2382, 152 — T251]
and
* *
X2 - [112'182 — 281, T151 + £E282]

then, X;. X = 0 where we assumed that the spreading codes are orthogonal and

have unit energy (fOT lse(®)] dt = 1).

3.3.2 Space-Time Spreading and Decoder Design

The receiver structure is shown schematically in Figure 3.1. Given the transmitted
code matrix in (3.1), the received signal at the mth receive antenna can be written

as

7‘81 = hlm,O(-’EISl + $;82) + hzm,o(xlsg - .’112.5‘1) + ngl (33)

at time ¢, and as

T;n = hlm’l(fL‘lSQ — $2$1) + h2m11($;81 + .'E;SQ) + n{” (34)
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at time ¢ + T, where the noise nj', n* are modelled as independent samples of
zero-mean complex Gaussian random variables, each with variance 02 = Np/2 per
dimension. In (3.3) and (3.4), the coefficients hym; = nme’®™ model the fading
between the n*, n = 1,2, transmit and m*, m = 1, ..., M receive antenna at time
7,5 =20,1, and are assumed to be independent complex Gaussian random variables
with variance 0.5 per dimension.

Before signal combining, the received signals in (3.3) and (3.4) are first applied
to a bank of two matched filters where each filter is matched to one of the two
assigned code sequences. The output of these filters, after sampling, is given in a

vector form by

vo = Xohg'+Ng* (3.5)
at time ¢, and by
yP = X;hp+NT (36)
at time t + 7', where
v =lvon wel"s vi = ol (3.7)
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i 1

Ty + TP Tipiz — T2

TP +T; Ty — Tapar

*
]+ T3P Tiprz — T2

Xl = 3 (38)

* *
I T1p21 + Ty Ty — TP

hlm,O th,l

hg* = , hi'= ; (3.9)
h2m,0 hlm,l

NT = [N7y Ngl®, NP = (N7, N7 (3.10)

where yI* and yT* are (2 X 1) vectors with elements Your Y1 = 1, 2, psj 1 the
cross-correlation between the ith and jth spreading codes. The (2 x 1) vector h}*
represents the channel coefficients with elements h,pmj, n = 1, 2, m = 1,..., M,
J = 0,1, while N7} and N7}, 7 = 1, 2 are complex Gaussian random variables,
each with variance N,/2 per dimension. With perfect channel state information,
the receiver performs signal combining on the output of the matched filter bank

according to

M

T, = Z hlm,Oyg,ll* + hgm,oygfz + hTm,lyTZ + hzm,lyTl* (3.11)
m=1
M

Br o= ) hmolly — Pomoty — PimaTs + hom 1Ty (3.12)
m=1

Assuming orthogonal spreading waveforms, the data estimates in (3.11) and (3.12)
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are given by

M
zy = Z (|h1m,012 + lhzm,o|2 + |h1m,1|2 + lh2m,1|2) r1+ hlm,on{)’ff

m=1
+ h;m,ong,lz + h:Tm,l”Tz + h2m,1n7171*
and
M
Ty = Z (|h1m,0|2 + |hzm,o|2 + 1h1m,1|2 + |h2m,1|2) T3 + himongs
m=1

* m * m TM*
- hzm,o”o,1 - h’lm,lnl,l + h2m,1n1,2-

(3.13)

(3.14)

In other words, the proposed space-time spreading scheme with two transmit

and M receive antennas achieves the same diversity order as the MRC with 4M

diversity branches. An important feature of the proposed transmit diversity is that

it will reduce to original transmit diversity schemes [4], [5], if the channel coeflicients

are fixed for the duration of two consecutive symbols. This is similar to the results

in [36], except that here we only use two spreading codes per user. One can see that

from (3.13) and (3.14) with |Aim0|> = |him1|? and |hemo|?> = |hem,1]?, and hence no

loss in performance is incurred if the channel is modelled as a slowly-fading one.

In the case of orthogonal codes, and considering the case of two transmit and

one receive antennas, where from (3.13) and (3.14), we can write the probability of
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bit error for the single-user conditioned on the channel coeflicients according to

Pb(xl =1 ' hllu 217h’fﬂ—T7ht+T

=Q \/(|h§112+|h | +|ht+T| +lht+T

on

2 2
-Q \/2(|h§1l2+lh§1|2+lh§TTl + [l ) (3.15)

No
where o2 represents the variance of the independent complex AWGN samples, and
the bit energy is assumed to be unity. The expression inside the square root in
(3.15) is Chi-squared distributed according to (14.4-13) in [8] with eight degrees of
freedom. Based on this, we define the signal to noise ratio per bit, 7, as

(IR B BT (R
_ i

with pdf given by

1 _
2

= 3 3.16
() 571 1h° (3.16)

where 7, is the average signal to noise ratio per channel. That is

_ _ E(m)
Te=—N

and E denotes expectation operation. Averaging (3.15) over the pdf in (3.16), we
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have (8]

By = /Q(\/Z_’Y;)P(’Yb)d%

which yields to

n=lta-o] S (1) fovn] 317

k=0

where by definition

At high SNR, the term 1 (1 + p) &~ 1 and the term £ (1 — p) & =-. Therefore, when

e

7. is sufficiently large, the probability of error in (3.17) can be approximated by

By~ < 4;)4 (Z) (3.18)

The expression in (3.18) shows that the probability of error decreases in proportion

with the factor ;.%; raised to the power 4, hence the diversity order achieved is twofold

of the one delivered using existing schemes [5)].

3.4 Adaptive Space-Time Decoding

In the previous section, the proposed space-time spreading scheme was analyzed for
the case when spreading codes are orthogonal. For a CDMA system, this require-

ment may be to optimistic, especially if the number of users is large. In what follows,
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we examine the case when nonorthogonal codes are used. Note that the reason be-
hind this study is to examine the effect of nonorthogonality of the spreading codes
at the decoder side, and not at the transmitter. For this case, we propose a simple
adaptive space-time decoder based on the MMSE criterion. The proposed adaptive
MMSE receiver takes into account the signal interference due to the nonorthogo-
nality of the code sequences. We also consider a fast-fading scenario where channel

coeflicients are independent from one-bit-to-another.

|

i

[Chip-Matched Filter Bank l

| Channel Estimator € a
Adaptive FIR Filter Bank |
hio) haie] hiaf haia & /
I Signal Combining J
' }
X X+

Figure 3.2: Adaptive combining for the nonorthogonal space-time spreading scheme.

The adaptive receiver is.shown in Figure 3.2 where we use the normalized least-
mean squares (NLMS) algorithm for filter tap weights adaptation. As shown, each
chip-matched filter is followed by an adaptive MMSE finite-impulse response (FIR)
filter. The output of these adaptive filters is coherently combined, and then a data
decision is made. To alleviate the channel tracking problem of the standard adaptive
MMSE receiver in fast-fading channels, we incorporate the channel coefficients into
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the error signal fed-back to each filter as in [38].

3.5 Multiuser System Model

S
I Channel Estimator i L1 ITJj } ‘ ......
hite] hae| b b2 y,)(' VZ)J Y3

l Decorrelator |
1 !
I Signal Combining |
} }
Xk X k+1

Figure 3.3: Multiuser receiver structure.

Considering a synchronous DS-CDMA system [39], and using vector notation,

the single-user model discussed in Section 3.3 can be generalized to a K-user system.

In what follows, we consider BPSK transmission and a fast-fading channel. In this

case, the output of the 2K matched filters (shown in Figure 3.3) at the mth receive

antenna can be expressed as

YT= RHTx + N7

at time t, and as

Y= RHPx + NJ°
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at time t + T, respectively. In (3.19) and (3.20), the (2K x 1) vector YT*, 7 = 0,1,

represents the output of the bank of matched filters at times t and t + T, defined as

T
Y;n = [y;?u)y;n,lz, ---:y;tlkla ?J;?z;z, s yTpr;",sz] (3.21)

where y7%;, 7 = 0,1, 4 = 1, 2, represents the ith matched filter output of user k at

times ¢ and ¢t + T. The cross-correlation matrix R is given by

- a
P11 o Prk o P12K
P21 e P2k P2.2K

R=1 . . . . (3.22)
PeK1 e P2KE - P2K2K

If we define

m hlm,O,k —h2m,0,k
0 = , (3.23)
homok  Pimok
r b

m th,l,k _‘hlm,l,k
™ = , (3.24)

I himik  hemik

50



then, the (2K x 2K) channel coefficients matrix H}*, j = 0,1 in (3.19) is defined as

i T
hy 0 .. O 0
0 h% .. 0 0
HY=1 . .. . .. . |- (3.25)
Ah
00 .. 0 h |

The (2K x 1) transmitted data vector, x, in (3.19), for the K-user system is given
by

X = [xl,l, Z1,25 -y Tk, 1, TE,25 -y TR, CUK,2]T (3-26)
where zy; , ¢ = 1,2 represents the even and odd data symbols for user k. In (3.19)
and (3.20), the (2K x 1) noise vector is defined as

N7 = [N7%, NTy, oo, N&, Ny oo, N2y, NS T (3.27)

where N7, j = 0,1, consists of complex Gaussian random variables, N[;, k =
1,...,K,1=1,2, each with variance N,/2 per dimension. Given the matched filter
outputs, the signals at times ¢t and t + T (i.e., 7 = 0,1) are combined according to

(3.11), (3.12). In general, for a K-user system, we can extract the two transmitted
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symbols of user k, Z1 and 2, from (3.19) and (3.20) as follows

M
- _ mx * m * m *
Tk = E , hlm,O,kyo,kl + th,O,kyO,kZ + hlm,l,kyl,kQ + h2m,1,kf‘/1,k1 (3.28)
m=1
and
M v
> —_ M* * ™m * ™m mx
Tgp = E Pam0 kYorke = Mamo kY01 — Mim1 kW% + Pom,14YT ra- (3.29)
m=1

Note that, these data estimates are based on conventional matched filter detection
which is only optimum if all users’ codes are orthogonal (and among themselves).
This orthogonality, of course, cannot be guaranteed especially if there exists a large
number of users in the system. Even if this is possible, the orthogonality condition
will be destroyed due to asynchronous transmission. To overcome this problem, we
assume random spreading codes and use linear multiuser detection to compensate
for the interference arising from signals cross-correlations. In this, we employ the

decorrelator and the linear MMSE multiuser detectors before signal combining.

3.6 The Linear MMSE Detector

Here, we consider the MMSE multiuser detector. We determine the mapping €2

that minimizes the mean-square error (MSE) between transmitted and estimated
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symbols according to

Elx — %[%]. (3.30)

Hence, the MMSE cost function can be expressed as

J = E[Hx-QYJ
= E[(Hx - QY)?(Hx — QY)]
= E[xTHYHx - xTHPQY - YAQ"Hx + Y7Q7 QY]
= HPHE[xxT] - 2E[x"HY QY]+ E[YZQ7QY]
= trace{E[xxT|}H"H — 2trace{ E[QYx"HY]} 4 trace{ E[QYY"Q7]}

= C — 2trace{QE[YxTH]} + trace{QE[YY"Q"} (3.31)

where trace(A) is the sum of the diagonal elements of matrix A,

E[YY"] = E[(RHx+N)(RHx+N)] = RHE[xx"H'R" + ¢’R

= RHH?R +¢’R (3.32)

and

E[YxTH"] = E|(RHx + N)x"H"] = RHH". (3.33)
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Therefore, using (3.32) and (3.33), the MMSE cost function is given by

J = C — 2trace{QRHH"} + trace{QRHH"R + ¢2R)Q7}

= C — 2trace{QRHHY} + trace{QRHH RO} + trace{c?QROT} (3.34)

and by differentiating (3.34) with respect to §2, we have

QRHHR + ¢2OR = HH”R.

Hence, it is straightforward to show that the linear MMSE-MUD is given by

Q=R+ o (HHT)™)™

Although we discussed here the linear MMSE detector, but due to its com-
plexity, in what follows we consider the performance analysis of the decorrelator
MUD. As a matter of fact we can think about the decorrelator MUD performance

as an upper bound for the MMSE detector.

3.7 Performance Analysis

For a K-user system, we can find the estimates of the transmitted symbols for user &

at times t and ¢+ T by employing the decorrelator detector before signal combining.
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Applying the decorrelator to the matched filter outputs in (3.19) and (3.20), we have

RIYP=Hpx + RTIND (3.35)
N —

zy
wz H'x + RN (3.36)

zr
where R™! is the inverse of the cross-correlation matrix defined in (3.22). The
(2K x 1) vectors, Zi* = R™IYD* and ZT* = R™YT" represent the output of the mth

decorrelator at times j = 0, 1 respectively.

Without loss of generality, in what follows, we consider user 1 as the desired
user and for brevity we drop its corresponding subscript. From (3.35) and (3.36)

one can write the first and second elements of the vectors Z7* and ZT* as
Zﬁ,o = h71n1,0331 - hgi,ob + (R_lNBn)ll

231 o = hi oT1 + R} gT2 + R'N§a,
Z{ = hgyz — bl 20 + (RTINT)
Z3 = hi; ym1 + hify 120 + (RN

where Z7',, (R™'NT);y with 4 = 1,2, j = 0,1 represent the ith element of the

(2K x 1) vectors Z7*, R™'NT

T, respectively. Now using the combining scheme in

99



(3.28) to find £ (i.e., symbol 1 for user 1), we have

= (|h11,0|2 + lh21,012 + + lh1M,1|2 + |h2M,112)1171
+ h11o(RTING);; + Ay o(RTNG)a1 + ...
+ o (RTING), + hZM,o(R_lN(J)VI)ZM

+ ha1a (RTIND; + hf (RN a1 + o

+ hopt (RTINY) T, + h;M,l(R—lNi\l)ZM' (3.37)

We can generally express the probability of making an error conditioned on

all channel coefficients from (3.37) as,

Py(21 = 1| h11,0, ho1,0, .- Pansy1, honen)

M
S hamol? + thamol + [hamal? + |homa|®
=qQ| == (3.38)

2

O'jl

where the Q-function is defined by

Qa) = / —jZ:Wexp(—%)dv
and

2 _ 2
0% = On

M M
Rp} (Z |himol? + |h2m,l|2> + Ry} (Z |hamol® + |h1m,1|2)} . (3.39)
m=1

m=1
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The parameters Ry} and R,y in (3.39) denote the first and second elements of the
diagonal of the inverse of the cross-correlation matrix respectively, and o2 is the

variance of independent complex Gaussian noise samples. Substitution of (3.39) in

(3.38) yields

Py(21 = 1| k11,0, h21,0, ---hans,1, honea)

M 2 2 2 2
2= |Pamol” + [hamol” + [hima )" + |hom,1
m=1

M M
Un\/[Rﬁl (Zl |himol” + |h2m,1|2> + Ry (Z |ham,o]? + |h1m,1|2>]
m= m=1

(3.40)

— — MRC (4x1)
~—&-— Decorrelator (Simulation)
—~— Decorrelator (Semi-Analytical)

-6 ] 1 i ] i
0 2 4 6 8 10 12 14 16 18
SNRav(dB)

Figure 3.4: Simulation and semi-analytical results for user 1 in a 5-users DS-CDMA
system.
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Figure 3.4 depicts the simulation and semi-analytical results for user 1 in a 5-
users DS-CDMA system that employs the proposed space-time transmission scheme.
In the simulations, a BPSK modulation and 31-chips Gold codes are employed. The
semi-analytical results are obtained using (3.40), where we generated and averaged
over 10° random realizations of the channel coefficients for each simulation point.
The generalization of the probability of error in (3.40) to the kth user is simply

given by

Py(&1 = 1] h1y,0, ho1,0y -+ -Pans 1, honra)

M 2 2 2 2
> |hampol” + hemol” + 1hima|” + [hom 1]
m=1

-1 M 2 2 -1 M 2 2
Ty R,l/) Z—l Ihlm,0| + thm,ll -+ RG z_:l |h2m,0‘ + |h1m)1‘

(3.41)

=2

where ¢ = (2k—1),(2k—1) and 6 = 2k,2k. It is worth to mention that we can check
the validity of (3.41) by considering the single-user orthogonal case (K = 1). Ob-
viously, when the signature sequences are orthogonal, the parameters R@}C_l),(%_l)
and R2_k1,2k are equal to one, then (3.41) will reduce to the single-user orthogonal
expression.

To evaluate the probability of error in (3.41), one needs first to find the prob-
ability density function (pdf) of the corresponding SNR in (3.41). In what follows,

we obtain this pdf.
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3.7.1 Mathematical Model

Let us define two random variables (RVs) a; and s as

M
) = Z !hlm’olz + lh/2m,1‘2
m=1

M
Qg = Z |h2m,0|2 + |hlm,1|2 .
m=1

In this case, oy and g are chi-square distributed each with 4M degrees of freedom

and pdf

1 (2M-1) Q;
i) = h — . > .
e (202" (2M — 1)!0% P (202) %20 (3.42)

where o2 is the variance of the channel coefficients assumed to be 0.5 per dimension.
By designating the two parameters R;l and Ry 1 as C, C, respectively, then the
argument inside the @-function in (3.41), renamed in terms of another RV (;, can

be written as

C¥1+C¥2

— R 3.43
IBI \/ Cloq + 02012 ( )

Also, let us define a RV 3, as
By = Craq + Caa. (3.44)

Based on this model, next we show how to obtain the pdf of 5.
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3.7.2 Joint Density Function of 3; and f,

One way to obtain the pdf of 8; is through the transformation of random variables.
The first step is to determine the joint pdf of the random variables 5y and (s,

f(B1, B2) according to [41]

f(ﬁhﬁz) = f(ahoéz) |£(51,52)|
= flen)fla2) |L(B1, B2) (3.45)

where |£(8;, B2)| represents the absolute value of the Jacobian of the inverse trans-
formation. Also it is clear that (3.45) is due to the independence of the RVs oy and

a,. Using (3.43) and (3.44), a; and a3 can be expressed in terms of 3, and (3, as

follows
CobivBa — Pa
o = —— 3.46
1 IO2 — Cll ( )
C181VB — Pr
Qg = ———————, 3.47
2 ICl _ Cg' ( )
The Jacobian of the transformation in (3.45) is then given by
|£(61, B2)] VP (3.48)

a-al

60



Finally, after some algebraic manipulation, we have

6y B) = Azgil 2%31 (-1 (ZMk— 1) <2M_— 1) 5.9

k=0 j= J

. . 1 P
(M k=1 2M =1 gaM 1)k~ ﬁ§M+2(k+J D vp (_ BivVB: )

202

where

1
202)*M [(2M — )P (|C, — ™Y

It is straightforward to show that min(C?,C2)5? < B < maz(CE,CEHE , 0<

B < o0.

3.7.3 Density Function of 5

To perform the integration of (3.49) over B, we first introduce the following formula

c2

n_—ar . 1 n _n _ g E n-+1
/:ce dx—a(n-l—l) [%(aq) ze 2M<2, 5 ,acz)

c1
n ac 1
—Macy) Te” T M (—g, —n———;—,aq)} (3.50)

where M(k, m, z) represents WhittakerM function defined as [42]

M(ka)zz%“Lme"%[l—}-%_l—m—k (%+m"k)(%+m_k)2 ..... ]

Wem+ )"~ 2@miD@Emte) ©
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Given this, the integration of (3.49) can be written as

2M-12M-1
(2M — 1\ [2M -1 .
I=\ Z (_1)k+J ( ) ( . )CgM—k—lch—J—l

k=0 j= k J
C388
. 1 i—
f(zM—l)—k—J / B§M+2(k+J 1) exp (_ﬁ;\!?;) dB,. (3.51)
ciB

Using the substitution t = /B, (3.51) can be expressed as

2M ~12M~1
C(2M -1\ [2M -1 )
=2\ 1)k ( ) ( . )C2M—k—1C2M—]—1
g JZS - k j 2 !
Caf .
I@f(2M—l)—k-—j / {AMARS gy <_%) dt (3.52)
Cip

which can be easily solved using (3.50), to yield

2M—12M~1 k+j
(—1) oneMAL (ki) (2M — 1\ (2M — 1N\ oprg1
I=2)\ 2 2 C
2 2 a1 ) ; i )@

1 G}
2’ 202

2
. . iy 1
CpM =371 giM—k=i=3 {CEMW’““)@‘(%L)M <2M + %(k +4),2M + 5(k+ ) +
L c, 8¢ 1 1 2
—oMa) G <2M + %(k +9),2M + 5(k+ )+ 5, %%)] . (3.53)

In terms of the well known confluent hypergeometric function {42, (13.1.32)],

one can express (3.53) using
lim —z 1
M(k,m,z) = z2""e" 2 1F1(m—k+§;1+2m;z)
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where

1Fi(ay by 2) = ; b)nn'

is the confluent hypergeometric function with (a), and (b), being Pochhammer

symbols. Hence, the pdf of f; is given by (shown in Figure 3.5)

2M—12M—
_ Z Z k+J oM -1\ /2M — 1 C2M—k—12M=j~158M~1
s 4M+k+J +1\ & A 1 1

7=0

[C4M+k+J+1 —(_—QL) (1 AM ki +2, 2252%)

) 2
— ORI (G | By (1 AM +k+j+2, lﬁl)] , 0<Bi<oco (354)

where for verification, we used numerical integration methods to check that the
integration of the pdf in (3.54) tends to unity autonomous of the values of the

parameters C; and Cs.

o8]
fipis
6.6

0.4

0.2

Figure 3.5: PDF of 3; for 5 users, N =2 and M = 1,2, 3 antennas.
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3.7.4 Probability of Error

Having obtained the pdf of 3, one can find the probability of bit error by averaging

(3.41) over the pdf found in (3.54) as

T )
= /Q( ﬁ&) f(By) dbh. (3.55)
a [}
Using the preferred form of the Q-function in [43]
1 F o2
Q) = ~ / e~ T, (3.56)
s
0
we have
%//e TS F(5,)drdf
0 0
—_ %/22M212le 1)k+j 2M— 1 <2M_ >O2M —k— lczM—J 1
T = AM+k+35+1 k j
o =U 1=
/ﬁSM 1, - [:C4M+k+1+1 ———ZL) (1 AM k442 255)
" 20

R o JY (FUET SRR 980 | . (357)
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Finally, and as shown the Appendix A, the probability of error in (3.54) reduces to

B i’%—: MZ (—1)Ft7 2M -1\ (2M -1 C2M—k=12M~j-1

L ] =0 aM + k+j+1 k J : 1
r'(4M + ) (3) AM+k+j+1

() e

AM +kE+ 5+ 1,4M;4M + 1,4M + k+ 5 + 2; —2) CAMFk+it

F(4M
3 2( +2 %

1
sFa(4M 4 5 AM k4 + 1LAMAM + 1AM + b+ 5 +2; —%)} (3.58)

[+

where the average SNR per channel 7, = _E(I_]f\;;:F_)’ with E denote expectation, and

sF2(.,.;.;.) is a special case of the generalized hypergeometric function defined by

[44, (9.14.1)]

o

oy, 02y Ot By B B ) = ((2;’2223":(“")’“? (3.59)

k=0

and (op)k, (By)x are Pochhammer symbols. The expression in (3.58) was imple-
mented using Maple, which has the hypergeometric function as one of its built-in

functions.

3.8 Simulation Results

In this section, we present performance results for the proposed space-time spreading
scheme using both orthogonal and nonorthogonal spreading codes. For the purpose

of this study, we only consider two antenna configurations: N = 2, M = 1 and
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N =2, M = 2 transmit and receive antennas respectively. In what follows, we
list the remaining system parameters used in our simulations. Each user signal is
encoded using two spreading codes taken from a family of Gold codes of length
31 chips, or else mentioned. BPSK modulation is used, with an assumption of
perfect channel state information (CSI). Also, the channel is modelled as a fast-
fading channel, where we assume that the channel coefficients to be independent

from one-bit-to-another.

3.8.1 Single-User

First, we examine the performance of the proposed transmit diversity scheme for
orthogonal codes using the conventional detector. The spreading codes used are of
length 32 chips. Figure 3.6 shows the bit-error rate performance of the proposed
transmit diversity scheme compared to MRC with two and four diversity branches.
Also shown, as a benchmark, is the performance of the uncoded case (i.e., no diver-
sity). As seen from these results, the proposed diversity scheme with N = 2 and
M =1 antennas achieves the same diversity order as the MRC with four diversity
branches (1 Tx. and 4 Rx.). In other words, our space-time spreading scheme will
always achieve a diversity order that is twofold of that of the MRC with N transmit
and M receive antennas. Note that the 6 dB difference between the proposed trans-
mit diversity scheme and the equivalent MRC with the same number of receiver

diversity branches is simply due to the assumption of fixed transmission power as
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in [36] (i.e., 3 dB relative to [4]).

10° g

No diversity
;| —4— MRC (2x1)
1| —— MRC (4x1)
‘| —&— Proposed scheme (2x1) (orthogonal codes),
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Figure 3.6: BER performance of the proposed transmit diversity for DS-CDMA
systems in flat Rayleigh fading channels using orthogonal codes of length 32 chips.

Moving to the case of nonorthogonal spreading codes, we examine the perfor-
mance of the proposed adaptive decoder discussed earlier. Also, as a reference, we
include the performancé of the ideal case of orthogonal codes. The results of this
investigation are shown in Figures 3.7 and 3.8 for the BER and the frame error rate
(FER), respectively. In Figure 3.8, we considered a frame length of 130 symbols.
Two important remarks can be drawn from these results: (i) using the adaptive
space-time block decoder, the diversity order of the underlying space-time code is
still maintained even if the codewords are not orthogonal. (ii) the SNR loss in-
curred due to nonorthogonality is quite small, and can be easily compensated using

error-control coding.
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Figure 3.7: BER performance of the adaptive MMSE receiver in DS-CDMA system
over flat fast-fading channels with random spreading codes of length 32 chips.

It is important to mention that both the receiver structures proposed in this
chapter are based on perfect knowledge of the channel state information at the
receiver side. Even though this assumption may be to optimistic especially if the
channel is modelled as a fast fading-one, it can still be used as a benchmark for
future studies where practical non-coherent combining techniques can be used [46],
[47].

In Figure 3.9, we present the system performance using orthogonal codes of
length 32 chips. Since here we only consider the single user case (no multiuser
interference) with two orthogonal spreading codes, we refer to this as the single-user

bound. As seen from the results in Figure 3.9, the proposed space-time spreading
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Figure 3.8: FER performance of the adaptive receiver in DS-CDMA system over
flat fast-fading channels with random spreading codes of length 32 chips.

scheme with two transmit and one receive antenna delivers the same diversity order
as the MRC with four diversity branches. As a benchmark, the MRC with two
diversity branches, and no diversity cases are also shown in Figure 3.9. Also shown
is the performance analysis for the single-user case given in (3.17), which confirms
our previous conjunctures. In general, for N transmit and M receiving antennas, the

space-time spreading scheme in Section 3.3 achieves twofold of the diversity order

&2 ot Madtigser System

To examine the effect of multiple-access interference in a multiuser DS-CDMA sys-
tem, we consider the case where all users spreading codes are random. In what fol-

lows, we present a simulation comparison between the decorrelator, MMSE and the
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Figure 3.9: BER performance in flat Rayleigh fading channels, for orthogonal codes
of length 32 chips

adaptive MMSE detectors. As shown in Figure 3.3, the output of the 2K matched
filters is passed through an interference cancellation stage. Then, with appropriate
combining of the cutput vector for each user, users’ data can be extracted. Asshown
in Figure 3.10, both the decorrelator and the centralized MMSE receivers achieve
the same diversity order as the MRC with four diversity branches. The adaptive
NLMS based receiver [22], [38] offers the same diversity order with only a small SNR
loss is incurred at low BERs. More interestingly, we show that using the adaptive
combining scheme, the system only suffers from SNR degradation but no diversity
loss is incurred. Since original STC are initially designed to provide diversity gain

and not SNR gain, one can concatenate the proposed adaptive transmit diversity
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scheme with a powerful error-control code to achieve large SNR gains (e.g., [28] and

reference therein).

10° &

\| —&— MMSE :
'} —p— Decorrelator |
| —©— Conventional | |
i —*— Adaptive LMS|

10
107
107 i i i i i
0 5 10 15 20 25
Eb/No(dB)

Figure 3.10: BER performance of the conventional, decorrelator, MMSE-MUD, and
the adaptive MMSE receivers in a 5-user DS-CDMA system with random codes of
length 32 chips.

Here we incorporate the adaptive NLMS receiver [38] with the proposed scheme
for the multiuser case. In Figure 3.11, the effect of multiuser interference arising

from the nonorthogonal codes is studied for different number of users. As seen from

these results, using the proposed adaptive decoder, no diversity loss is incurred for

systerpg %{%gﬁr%l%(.jf’ia,t %v%u&lgrer{ir?é %lﬁgr%erformance of the space-time system using

both simulations and analytical results for a DS-CDMA system with different num-
ber of users and for the case of N = 2 and M = 1 antenna configuration. Also

shown, as benchmarks, are the performance results for the single-user system and
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Figure 3.11: BER performance of the adaptive combining scheme for different system
loads and using random spreading codes of length 32 chips.

the MRC with four diversity branches. Comparing the analytical results obtained
using (3.58) to the simulations, one can see that the BER expression in (3.58) is
quite Bégurat8.13 presents the same results as in Figure 3.12 but with different
antenna configuration (N = 2 and M = 2). Note that in both Figures 3.12 and
3.13, we refer to the single-user with orthogonal codes as the single-user bound.
From these results, one can see that the full diversity order is always maintained
regardless of the number of users (i.e., 2NM=4 in Figure 3.12 and 2NM=8 in
Figure 3.13). Also note that the performance of the single-user system is 6 dB far
from the MRC. This SNR loss is simply due to the fixed power constraint set at

the transmitter side (i.e., two transmitted symbols per antenna for one transmission
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Figure 3.12: BER performance for N=2, M=1 antenna configuration over Rayleigh
fast-fading channels.

period).
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Figure 3.13: BER performance for N=2, M=2 antenna configuration over Rayleigh
fast-fading channels.

In Figure 3.14, we examine the performance of the space-time system with

N = 2, M = 2 antennas as a function of the number of users and for a fixed SNR

of 12 dB.

3.9 Conclusion

In this Chapter, a simple transmit diversity scheme for CDMA systems based on
space-time spreading, that exploits both spatial and temporal diversities for fast-
fading channels, was introduced. We have proved that, with the same number of
antennas as the MRC, the proposed coding scheme is able to achieve the full di-

versity promised by the channel (i.e., spatial and temporal). In that, we developed
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Figure 3.14: BER performance as a function of the number of users over fast-fading
channels. N=2 and M=2 antennas and SNR=12 dB.

a semi-analytical model that provides a general representation of the performance
analysis of the proposed space-time transmission scheme. By comparison with simu-
lations the accuracy of this model was investigated in a DS-CDMA system using the
decorrelator multiuser detector. Using our analytical results, and for the two chan-
nel models, we proved that the diversity order of the underlying scheme is always

maintained regardless of the system load.
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Chapter 4

Space-Time Spreading over

Slow-Fading Channels

In Chapter 3, we proposed a space-time spreading scheme designed for fast-fading
channels. In this chapter, we examine the the performance of the proposed scheme
in slow-fading channels.

This chapter is organized as follows. In Section 4.1 we present previous works
and list the contributions of this chapter. Section 4.2 introduces the system model
for the single-user case using the proposed scheme over slow-fading channels. The
multiuser system model is then given in Section 4.3. Section 4.4 provides the deriva-
tion of the probability of bit error for the proposed scheme using the decorrelator
detector over slow-fading channels. Simulations and theoretical results are compared

in Section 4.5. Finally, Section 4.6 concludes this chapter.
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4.1 Introduction

4.1.1 Previous Work

Since the initial proposal of STCs, significant research efforts have aimed at the in-
tegration of these codes with DS-CDMA systems [48]-[50]. An application of STBC
to wideband CDMA systems under the assumption of perfectly known channels was
investigated in [49]. Also in [49], a maximum likelihood multiuser detection scheme
for CDMA systems using orthogonal spreading codes was proposed. In [51], the
performance of a STBC in a DS-CDMA system that uses the Rake receiver was in-
vestigated, while in [52] the same study is performed for different types of multiuser
detectors. Furthermore, in [53] a successive interference cancellation multiuser detec-
tor was introduced to reduce the effect of MAI in a STBC system. A blind multiuser
detector for asynchronous DS-CDMA systems with STBCs was also introduced in
[54] for multipath channels. All these works have examined the optimization of

STBC in DS-CDMA systems using joint space-time coding and multiuser detection.

4.1.2 Contribution

In the previous chapter we examined the performance of the proposed space-time
transmit diversity scheme in fast-fading channels, while in this chapter this study
is performed in a DS-CDMA system over slowly-fading channels. The underlying

space-time system employs two transmit antennas and M receive antennas at the
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user side and base-station receiver, respectively. To combat the effect of multiuser
interference, we employ the linear decorrelator multiuser detector. In our analysis,
we derive a closed form expression for the bit error probability. These theoretical
results are shown to be very accurate when compared to system simulations. Both
simulations and analytical results show that, regardless of the system load, the full
diversity order of NM is always maintained and only a signal-to-noise ratio (SNR)
loss is incurred when using a decorrelator detector at the receiver side. Using our
theoretical results, we show that the loss in SNR from the single-user bound is
upper bounded by 10log(C/2) where (C) represents the sum of the two consecutive
diagonal elements of the inverse of the cross-correlation matrix for the user under

consideration.

4.2 System Model

We consider an uplink DS-CDMA scenario with two transmit and M receive anten-
nas. At the transmitter side, we employ the space-time spreading scheme in Section
3.3 designed for fast-fading channels. However here, we examine the performance of

this space-time spreading scheme over slowly-fading channels.

4.2.1 Space-Time Spreading and Encoder Design

The fast-fading channel system model introduced in Section 3.3, can be easily applied

to slow-fading channels by assuming fixed channel coefficients for the duration of
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two consecutive symbols. Hence, in what follows we drop the time dependence
subscript (i.e., himo = him1 = him and homo = hom1 = hom). Accordingly, the
proposed space-time spreading scheme can be described as follows. If we let z; and
xe be the input symbols to the encoder, then each data symbol is modulated using
two spreading codes, s;, ¢ = 1, 2 followed by an addition operation to form the

space-time code matrix

Tx Antenna (1) Tx Antenna (2)
t=0, 181 + 552 L1589 — T8 (4.1)

t="T, T1S9 — TaS1 zI81 + T58.

As seen from the code matrix in (4.1), the encoder produces codewords z7s; + 352
and ;85 — T8 to be transmitted from antenna 1 and 2, respectively, during the
first, transmission period. In the second transmission period, these codewords are

switched with respect to the antenna order.

4.2.2 Space-Time Spreading and Decoder Design

At the receiver side, the received signal at the mth receive antenna can be written

as

T(T)n = hl,m(.’E’{Sl + 18;52) -+ hg,m(.'ElSZ - iL'QSl) + ng‘ (42)
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’
at time ¢, and as

T = hym(z152 — T281) + hom(]81 + 7582) +ni* (4.3)

at time ¢ + T, where the noise n]', n{* are modelled as independent samples of
zero-mean complex Gaussian random variables, each with variance o2 = N,/2 per
dimension. In (4.2) and (4.3), the coefficients hny, = apme’®™ model the fading
between the n*, n = 1,2, transmit and m**, m =1, ..., M receive antenna, and are
assumed to be independent complex Gaussian random variables with variance 0.5
per dimension.

Before signal combining, the received signals in (4.2) and (4.3) are first applied
to a bank of two matched filters where each filter is matched to one of the two
assigned code sequences. The output of these filters, after sampling, is given in a
vector form by

y(’)” = Xohm+N0 (44)

at time t, and by

vy = X;h"+N; (4.5)

at time t + 7', where y3* and y7* are (2 x 1) vectors with elements yg%, y7%, ¢ = 1, 2.
¢] 1 0,3 J1,4
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In (4.4) and (4.5),

L

* *
Ty + T5p12
ipa + T3
T1p12 — T2

L1 — ZT2pP21

Z1P12 — X2

T1 — Tapn
* *

Xy + TopP12

z1p21 + T3

, (4.6)

where p;; is the cross-correlation between the ith and jth spreading codes, the

(2 x 1) vector h™ represents the channel coefficients with elements hnp,, n = 1, 2,

m =1,..,M while Ny, and Ny, 1 = 1, 2 are complex Gaussian random variables,

each with variance N,/2 per dimension. Now, assuming perfect channel estimation,

the receiver performs signal combining on the output of the matched filter bank

according to

M

BLo= D P Ry + hlndTs + homdTy (47)
m=1
M

Ty = ) hun¥s — Bom¥s — Mim¥T1 + homyis - (4.8)
m=1

Assuming orthogonal spreading waveforms, the data estimates in (4.7) and (4.8) are
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given by

M
53\1 = Z 2 (khlml2 -+ 'h2m|2) I -+ hlmn(')n*

m=1
+ Romng’ + himnt* + homny™ (4.9)
M
T = Z 2 (thlz + |h2m|2) Zg + himng”
m=1,
smMo. = M + hamny™. (4.10)

Note that, for the slowly-fading channel considered here, the space-time spreading
scheme in Section 3.3 with two transmit and M receive antennas achieves the same
diversity order as the MRC with 2M diversity branches. This confirms that the
space-time spreading scheme in Section 3.3 offers no diversity loss, and hence reduces
to existing space-time spreading scheme when the channel is modelled as slowly-
fading.

At this point, it is important to mention that the result in our previous dis-
cussion we only considered the case of two transmit diversity at the user side merely
for practical implications. However, generalization of the above results the case of

N transmit diversity is straightforward.
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4.3 Multiuser System Model

Considering a synchronous DS-CDMA system, and using vector notation, the single-
user model can be generalized for the multiuser DS-CDMA system with K users. To
simplify the notation, in what follows, we consider BPSK transmission. In this case,
the output of the 2K matched filters at the mth receive antenna can be expressed
as

YI'= RH'x + N (4.11)

at time £, and as

Y= RHx + NT* (4.12)

at time t+7', respectively. In (4.11) and (4.12), the (2K x 1) vectors x, Y*, i =0, 1,
hold the same definitions as in (3.21) and (3.26) of Section 3.5. Also, the (2K x 2K)
cross-correlation matrix R have the same definition of (3.22) mentioned in Section
3.5. 1If we define

. Pimyk  —homk . homk —Rimk

h2m,k hlm,k hflm,k h2m,k
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then, the (2K x 2K) channel coefficients matrix H*, ¢ = 1,2 in (4.11) and (4.12),

is defined as

b, 0 .. 0 0
0 h% .. 0 0
HP = | | e | (4.14)
..hZLK__l..
0 0 .. 0 hi

The (2K x 1) noise vector N

7 7

i = 1,2, consists of N[},

k=1, K §j=1,2
complex Gaussian random variables, each with variance N,/2 per dimension. Given
the matched filter outputs, the signals at times ¢ and t + T (i.e, ¢ = 0,1) are
combined according to (4.9), (4.10). In general, we can extract the two transmitted

symbols of user k, Zx; and Zx o, from (4.11) and (4.12) as follows

M
Tk = Z himkYomr + RamkYokz + Bimi¥Tie + Pomay Tk (4.15)
m=1
and
M N
Trp = Z himkYok2 = Pomk¥ok1 — Pimx¥Tk1 T Pom ki k2- (4.16)
m=1

4.4 Performance Analysis

In what follows, we derive the probability of error for a system that employs multi-

user detection using the decorrelator detector.
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For a K-user system that employs the decorrelator detector as a multiuser
detector after the bank of matched filter, and before the signal combining scheme

in (4.15) and (4.16), we have

R7'Y;= Hix + RN
N e’

Zy

RYY=HYx + R7INY (4.17)
N, e’

zg!

R7'Yl=Hix + RN}
A

R'YY=HMYx+ RNV (4.18)
S e’
z
where the decorrelator mapping M = R™! represents the inverse of the cross-
correlation matrix defined in (3.22). The (2K x 1) vectors, Z7* = R™'Y7" and
Z7 = R'YT represent the mth decorrelator output at times ¢ = 0, 1 respectively.
Let us consider user 1 as the desired user and for brevity we drop its corre-

sponding subscript. Using the appropriate combining scheme to find Z; (i.e., symbol
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1 for user 1), yields

21 = 2((h0a* + |har > + oov -+ [hape|® + Jhone) 71
+ b (RTING); + A5y (RTING)os + .
+ P (RTINS ar + hps (RTING o
+ hoy(RTIND)E 4 AL (RTIND) gy + .

+ hZM(R_lN{VI)TM + h?M(R_lNiMﬁM- (4.19)

We can generally express the probability of making an error in #; conditioned on

the channel coefficients from (4.19) as

Py(&1 =1 h11, ho1, ..., honr)

M
2 3 |haml* + [haml*
m=1

=@ (4.20)
J?El
From (4.19) it is easy to show that
M
02, = 0% (R + Ri') D |haml” + |ham” (4.21)
m=1

where by R;}', Ry, we indicate to the first and second elements of the diagonal of
the inverse of the cross-correlation matrix respectively, and o2 is the variance of

independent complex AWGN samples. If we denote the sum of the two elements
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Ry} and Ry, by C, then substituting (4.21) into (4.20) yields

Py(Z1 =11 P11, hor, ..., hanr)

M
2 Z |h1m|2 + lh2m|2
m=1

=Q |2 N (4.22)
If we define v, as
TR
Yo = ﬁ' Z ihlml2 + |h2m|2
2 m=1
with pdf given by [§]
1 _1) B
PO = ¢ (4.23)

Then by averaging (4.22) over (4.23), we have

b= /OOQ <2\/_2——g;> p () dv

and finally [8]

where by definition



and ¥, is the average signal-to-noise ratio per channel. That is

__ E(Jham]”)

c N,

where E denotes the expectation operator.

Let us now examine the asymptotic behavior of the BER expression in (4.24).
From (4.24) and at high SNRs where 4, 3> C, the term 1 (1 + p) &~ 1 and the term
% (1—p) = %. Therefore, when %, is sufficiently large, the probability of error in

(4.24) can be approximated by

C\M /aMm -1
nn ()" (0. 129

Three important remarks on the asymptotic BER expression (4.25) are: (i) The
probability of error decreases in proportion to :117 raised to the power 2M, confirming
that the proposed transmit diversity scheme achieves a diversity order of 2M when
the channel is modelled as slowly-fading, (ii) Relative to the single-user bound, only a
SNR loss bounded by 101og(C/2) is incurred®. (iii) This SNR loss is only a function
of the cross correlations among users, and independent of the number of transmit
and/or receive antennas, N and M. These remarks will be explored further when

we present our simulation results.

INote that by the single-user bound, we mean the single-user system with two orthogonal
spreading codes. In this case the parameter C=2.
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4.5 Simulation Results

To examine the performance of the prescribed space-time system using both theo-
retical and simulation results, we use the following system parameters. Each user
signal is encoded using two spreading codes taken from a family of Gold codes of
length 31 chips. BPSK modulation is used, with an assumption of perfect channel
state information. The channel is modelled as a slow-fading one, where the channel
coefficient is fixed within a frame length of 130 symbols and change from one frame
to another. For the simulation part, similar to Chapter 3, we only consider two
antenna configurations; N =2, M =1 and N = 2, M = 2 transmit and receive

antennas respectively.

4.5.1 Probability of Bit Error

In Figure 4.1, we compare the simulations with the analytical results in (4.24) for a
DS-CDMA system with different number of users and for the case of N = 2 and M =
1 antenna configuration. Also shown, as benchmarks, are the performance results
for the single-user system and the MRC with two diversity branches. Comparing
the analytical results to the simulations, one can see that the BER expression in
(4.24) is quite accurate.

Considering the N = 2 and M = 2 antenna configuration, Figure 4.2 shows the
same results as in Figure 4.1. Note that in both Figures 4.1 and 4.2, we refer to the

single-user with orthogonal codes as the single-user bound. Also the results in these
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figures confirm that the performance of the space-time system with a single-user is
only 3 dB far from the MRC with the same number of diversity branches. This 3
dB difference, relative to the MRC, is simply due to the fixed power constraint set
at the transmitter side where two antennas are used. Furthermore, one can see from
the results in Figures 4.1 and 4.2, the achieved diversity order of the underlying
space-time system (i.e., NM=2,4 in Figures 4.1, 4.2 respectively) is independent of
the system load. This quite clear from the slope of the BER results at high SNRs

for different system loads.

BER

—~ — — MRC (1x2)
—©6— Single-user bound

107°| —&— Decorrelator (Simulation- 5 users)
— 8 - Decorrelator (Analysis— 5 users)
—&— Decorrelator (Simulation- 11 users
— & — Decorrelator (Analysis— 11 users)
—&-— Decorrelator (Simulation~ 14 users
10°%0 — A — Decorrelator (Analysis— 14 users)
—%*—— Decorrelator (Simulation- 16 users)
— % — Decorrelator {Analysis— 16 users)

1
0 5 10 15 20 25 30 35 40 45
SNRav(d8)

Figure 4.1: BER performance comparison for N=2, M=1 antennas for 1, 5, 11, 14
and 16 users over Rayleigh slow-fading channel.
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10} — & — Decorelator (Analysis— 14 users)
—— Decorrelator (Simulation- 16 users;
— % — Decorrelator (Analysis— 16 users)
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SNRav(dB)

Figure 4.2: BER performance comparison for N=2, M=2 antennas for 1, 5, 11, 14
and 16 users over Rayleigh slow-fading channel.

4.5.2 Asymptotic Performance

In Figures 4.3, 4.4, we examine the accuracy of the asymptotic BER expression given
in (4.25) for N =2and M =1, N =2 and M = 2 antenna configurations. As seen
from these results, the BER approximation in (4.25) converges to the true BER at
high SNRs. One should also note ‘ghat the accuracy of this BER approximation is
a function of the system load and hence the interference level. This is clear from
the results in Figures 4.3 and 4.4 where the BER approximation converges to the
true BER values at lower SNR for a system with smaller number of users than a
one with a large number. This agrees well with our previous assumption %, >> C

wherein the parameter C is a measure of the system interference.

9N



BER

1~ — = MRC (1x2)
| —&— Deconrelator (Simutation- 5 users)
1 — 8 — Decorrelator (Asymptotic— 5 users)
| —€— Decorrelator (Simulation— 11 users) |
| — © — Decorrelator (Asymptotic— 11 users
—&— Decorrelator (Simulation— 14 users
— A — Decorrelator (Asymptotic— 14 users;
—— Decorrelator (Simulation-16 users)

— % — Decorrelator (Asymptotic~ 16 users)|[ .

T - — T T h
0 5 10 18 20 25 30 35 40 45
SNRav(dB)

Figure 4.3: Asymptotic performance for N=2, M=1 antennas for 5, 11, 14 and 16
users over Rayleigh slow-fading channel.

Another important remark that can be deduced from (4.25) is that for different
system loads, the BER degradation from the single-user bound is dependent on the
system interference seen from the parameter C. In Table I, we quantify this SNR
loss for systems with different number of users. From (4.25), this SNR loss is given
by

Agp = 101og (%) . (4.26)

Table 4.1: Values of the parameters Ry}, R, C and A for different system loads.

Number of users | R} Ry C A(dB)
5 1.0152 | 1.2948 2.31 0.6258
11 1.9006 | 4.033 | 5.9336 | 4.7229
14 13.7079 | 5.939 | 19.6469 | 9.9226
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BER

Figure 4.4: Asymptotic performance for N=2, M=2 antennas for 5, 11, 14 and 16
users over Rayleigh slow-fading channel.

Note that the values given in Table I are in a good agreement with the results
in Figures 4.1-4.4. More importantly, as was noted from our analytical results in

Section 4.4, this SNR degradation is not a function of the number of transmit and/or

receive antennas.

As a final investigation, in Figure 4.5 we examine the performance of the space-
time spreading scheme for a system with 11 users as a function of the number of

receive antennas. We noted that these results are identical to a MRC receiver with
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Note that the values given in Table I are in a good agreement with the results
in Figures 4.1-4.4. More importantly, as was noted from our analytical results in
Section 4.4, this SNR degradation is not a function of the number of transmit and/or
receive antennas.

As a final investigation, in Figure 4.5 we examine the performance of the space-
time spreading scheme for a system with 11 users as a function of the number of
receive antennas. We noted that these results are identical to a MRC receiver with

the same number of diversity branches, but with 3 dB SNR loss.
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Figure 4.5: BER performance for a system with 11 users as a function of the number
of receive antennas (M).

4.6 Conclusion

In this chapter, we investigated the performance of transmit diversity using space-
time spreading in an uplink DS-CDMA system over slow-fading channels. We in-
troduced an exact expression for the probability of bit error for N = 2 transmit and
M receive antennas for a decorrelator based receiver. Using both simulation and
analysis results, we proved that this scheme achieves the same diversity order as the
MRC with the same number of diversity branches. More importantly, we proved
that the diversity order of the underlying scheme is always maintained regardless of

the system load. Moreover, we verified the accuracy of the derived probability of
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error expression under different system parameters. Also, we developed an asymp-
totic expression for the probability of error at high average SNRs and justified its
importance in systems with large number of users. Finally, and for the multiuser
system, we have obtained a tight upper bound on the SNR loss from the single-user
system. This bound was shown to be only a function of the system load and not

the number of transmit or receive antennas.
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Chapter 5

Conclusions and Future Works

5.1 Conclusions

This section briefly summarizes the accomplished work and the major contributions

in this thesis.

1. We first, proposed a simple STBC transmit diversity scheme for DS-CDMA
systems based on space-time spreading, that exploits both spatial and tempo-
ral diversities for fast-fading channels. We have proved that, with the same
number of antennas as the MRC, the proposed coding scheme is able to achieve
the full diversity promised by the channel (i.e., spatial and temporal). Also
the effect of signal interference arising from the use of nonorthogonal codes
was discussed. In that, we developed a simple adaptive decoder based on the

NLMS algorithm that was shown to achieve the same diversity order as that
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of the ideal orthogonal codes.

. In Chapter 3, we studied the performance of the proposed scheme over fast-
fading channels under different system loads for nonorthogonal spreading codes.
It was shown that the diversity order offered is the same as the ideal orthogo-
nal case. We also demonstrated that the performance of the adaptive MMSE
preserves the same diversity order as that of the centralized MMSE receiver,
but with small SNR degradation especially at high SNRs. Then we derived
theoretical results for the probability of bit error for the single-user. For the
multiuser system, we developed a semi-analytical model that provides a gen-
eral representation of the performance analysis of the proposed space-time
transmission scheme. By comparison with simulations the accuracy of this
model was investigated in a DS-CDMA system using the decorrelator multi-
user detector. We also obtained the pdf of the SIR through the transformation
of random variables. By averaging over this pdf, we obtained the probability
of bit error for the proposed scheme system with two transmit and M receive
antennas. Using both simulation and analytical results we showed that for a
system employing the decorrelator multiuser detector, the diversity order will

be maintained irrespective of the system load.

. In Chapter 4, we investigated the performance of the proposed scheme over
slow-fading channels. We introduced an exact expression for the probability
of bit error for N = 2 transmit and M receive antennas and for a decorrelator
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based receiver. Using both simulation and analysis results, we proved that this
scheme achieves the same diversity order as the MRC with the same number
of diversity branches. More importantly, we proved that the diversity order
of this scheme is always maintained regardless of the system load. Moreover,
we verified the accuracy of the derived probability of error expression under
different system parameters. Also, we developed an asymptotic expression for
the probability of error at high average SNRs and justified its importance in
systems with large number of users. Finally, and for the multiuser system,
we have obtained a tight upper bound on the SNR loss from the single-user
system. This bound was shown to be only a function of the system load and

not the number of transmit or receive antennas.

5.2 Future Works

We address in what follows some topics of interest for the future extension of this

research.

L. In this work, we assumed that the receiver has perfect knowledge of the spread-
ing sequences and channel coefficients for all users. However, this may not be
true in practice. Thus, future studies should investigate the effect of im-
perfect channel state information on the receiver performance. In addition,
throughout this work we assumed a synchronous CDMA system, which is ide-
ally optimistic. Therefore, this study should be carried over an asynchronous
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DS-CDMA system to investigate the performance of the receiver with timing

and code inaccuracies.

. On the other hand, the research conducted in Chapter 3 and 4 has focused
on the study of the performance of the proposed scheme over flat-fading chan-
nels. Hence, to represent a more practical system, this research should involve
the study of the performance of the proposed scheme over frequency-selective

fading channels using the Rake receiver.

. Through out this thesis it has been assumed that the receiver has perfect
knowledge of channel path gains, which seem unrealistic specially for fast-
fading scenarios. Thus, in future, system performance should be investigated
considering unknown path gains at the receiver, i.e. non-coherent detection.
This study should address the effect of imperfectly estimated path gains espe-

cially in rapidly changing environments on the receiver performance.
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Appendix A

The integral in (3.57) over f; involves two integrations denoted by I; g, and I;4,.

The I , integration is given by

L = / C{HMIRHTHL) gBM—1) ~fa | (1 AM + k4§ +2; C;ﬁ;) gy (A1)

where py = 2%%’%%2—2 The integration in (A.1) can be evaluated using [43,

(7.621.4)]

7 —P  Fi(ayc; kt)dt = T(b)(s — k)™ x o Fy <c— a,b; ¢ kkTs> , (A.2)
0

By introducing the substitution r = 82, (A.1) reduces to

Lig = /C(4M+k+3+1)7.(4M 1) g—rr2 1Fr(L4M 4+ k+ § + 2; 5 Z)dr
0
] 92 0 4M O si 5 P
— CAMEERI (g1 (S”; ) JFLAM +k+j+ 1,4M;4M + b+ j +2; ——Q—%L)
(A3)
where 5Fi(.,.;.;.) is the hypergeometric function of the second kind. In a similar

way, one can show that
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o

I, = / CUMAERITD (M) o=ri1 (1AM + k + j + 2; gz)dr
0
) C g .
= QMDD Y (Slj ) S (AM 4 K+ 7+ 1AM AM + k+ j + 2 —— im )
(A.4)

202+4+C1 Nysin? 8

where H1 = 202N, sin? 8

By rewriting (3.57) after combining (A.3) and (A4.4), we obtain

)\M 2M— k?+.7 2M —1 2M —1 OM—k—1,~2M—j-1
A —k— T 4M
wkz Zo M+k+J+1( k >< J )02 “ e

; sin? 9\ *M Cosin? #
/( Z ) [C4M+’°+J+1 F <4M+k+j+1,4M;4M+k+j+2;— Q;y )

fe

AM+k+j+1 , . C, sin%4
—Cy oy (AM + K+ + 1AM AM + K+ + 25 ——— df. (A.5)

Now, the integral in (A.5) over § also involves two parts denoted by I, and

I, 4. The first integration can be expressed as

' Cysin g
Lo= [ (sin®6)™ D o, <4M+k+j+1,4M;4M+k+j+2;— 2 )de

Ve

S —

(A.6)
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which can be solved using [44, (7.512.12)]

1
/:c”_l(l ) LY A (- T y A3 b1y, , bg; ax)dz
0
T'(wI'(v
= %)2 p1Fgr (v, a1, .o yOpi b+ 0,01, ,bg; a). (A7)

By introducing the substitution w = sin? , and using (A.6), (A.7) will reduce to

1
L= /C§4M+k+j+1)w(4M—% (1-w)?
0

JF (4M+k+j+1,4M;4M+k+j+2;—c_2w) dw

Ye
_ I{4M + %)F(%)C(4M+k+j+1)
ramM+1) 2

[+

1 C
3P (4M+§,4M+k+j+1,4M;4M+1,4M+k+j+2;——_3).

(A.8)

Similarly, one can show that

1
Lo = /C£4M+k+j+1)w(4m—-%) (1—w)
0

(S0

o <4M+k+j+1,4M;4M+k+j+2;—01w> dw

_TaM +3)I'(3)

C(4M+k+j+1)
r(aM+1) !

1 , C
3 F <4M+§,4M+k+j+1,4M;4M+1,4M+k+]+2;———_—1>.

Ye

(A.9)
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Finally, substitution of (A.8) and (A.9) into (A.5) yields to the probability of

error expression in (3.58).
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