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ABSTRACT

Optimum Performance of Solenoid Injectors
for Direct Injection of Gaseous Fuels in IC Engines

Henry Hong, Ph.D.
Concordia University, 1995

The growing environmental concerns have prompted the use of alternate fuels and a strong demand for electronically controlled gas injectors. This thesis investigates a solenoid operated fuel injector discharging gaseous fuel directly into the combustion chamber of an engine. A switching circuit is designed to boost the solenoid coil current for quick electromagnetic force generation to perform a fast injector opening. A capacitor incorporated in the switching circuit is used to oppose and to quickly diminish the coil current for fast injector closing. To accurately control the gas injection transient process, within fractions of a millisecond, a model of the solenoid magnetic circuit, including effects from eddy current and flux leakage losses in order to account for the hysteresis of the magnetization characteristics for force generation, is developed and matched with experimental results.

The performance studies showed that the stringent opening and closing timing requirements for the injector can be improved with proper selection of the design variables for the best performance. A systematic multivariable multiobjective constrained optimization procedure is developed to establish an optimal design. An optimized injection system could minimize the time delays and shape the profile of the injector needle motion in order to reduce the deviation between the expected and actual amount of the injected gas dose. A modified version of the Hooke and Jeeves unconstrained
optimization method is used. Boundary constraints are placed on the design variables to ensure that the design is confined within realizable physical limits. To account for these constraints, a procedure is introduced that tracks three successive objective functions as the optimization iteration progresses, and when a boundary is violated. The penalty function method accounts for all other constraints.

There are no known optimization methods that will result in a global minimum. Even if a global minimum is known to exist, then to determine the global minimum is to perform an exhaustive minimization search. The optimization method presented in this thesis results in a global minimization without the need to perform an exhaustive search on the design variables. This is because there is some "a priori" knowledge from the performance study about variable interactions, and about the trend of system performance for changes in the design variables.

The research shows that a solenoid operated injector with small size and weight, can operate fast enough and accurately in direct injection applications, after its design is optimized with the use of a comprehensive solenoid model for fast transient operations.
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NOMENCLATURE

\( a_1, a_2 \) - experimentally determined constants for material reluctance (A/Wb, Wb)

\( a_{cof} \) - correction coefficient for continuity of material reluctance constants

\( b \) - constant in equivalent eddy current loss resistor (Ω)

\( d \) - nozzle orifice / needle seat diameter (m)

\( c_1, c_2 \) - constants in Froelich’s equation (Wb/A-m, A/m)

\( g \) - acceleration due to gravity (9.806 m/s²)

\( g_j \) - constraints, of index \( j = 1, 2, \ldots, n \)

\( h \) - solenoid air-gap / injector needle displacement (mm)

\( h_{max} \) - maximum air-gap / maximum needle displacement (0.635 mm)

\( i \) - current (A)

\( i_e \) - exciting current (A)

\( i_m \) - magnetizing current (A)

\( i_{nom} \) - nominal solenoid current (7 A)

\( k \) - exploratory search index

\( m \) - mass of gas inside injector (kg)

\( m_a \) - mass of air in combustion cylinder (kg)

\( m_c \) - mass of solenoid core (kg)

\( m_n \) - mass of injector needle (kg)

\( m_{fg} \) - injected fuel dose for CH₄ (mg)

\( m_{fh} \) - injected fuel dose for hydrogen (mg)
$m_s$ - mass of spring (kg)

$m_t$ - injector total moving mass (0.02 kg)

$\dot{m}_{12}$ - mass flow rate through orifice (kg/s)

$\dot{m}_{cr}$ - critical mass flow rate through orifice (kg/s)

$\dot{m}_{fg}$ - gas dose discharge rate for CH$_4$ (kg/s)

$\dot{m}_{fh}$ - gas dose discharge rate for hydrogen (kg/s)

$\dot{m}_{in}$ - mass flow rate supplied to injector (kg/s)

$\dot{m}_{out}$ - mass flow rate exiting from injector (kg/s)

$n$ - number of design variables

$r$ - penalty parameter

$r_1$ - radius of base, for frustum of a right cone (mm)

$r_2$ - radius of top, for frustum of a right cone (mm)

$t$ - time (ms)

$t_c$ - delay time in injector closing (ms)

$t_d$ - delay time in injector opening (ms)

$t_f$ - time duration for injector fall (ms)

$t_i$ - injection time (ms)

$t_r$ - time duration for injector lift (ms)

$\hat{u}_i$ - unit coordinate direction for design variable of index $i$

$w_1, w_2$ - subjective weights assigned to the four time objectives

$w_3, w_4$ - subjective weights assigned to the four time objectives

$x_i$ - design variable of index $i$
\( x_{i,\text{max}} \) - maximum of boundary constraint for design variable \( i \)
\( x_{i,\text{min}} \) - minimum of boundary constraint for design variable \( i \)
\( y \) - boss end fixed air-gap (0.5 mm)
\( z \) - altitude, for frustum of a right cone (mm)
\( A_1 \) - effective area normal to magnetic flux path at pole end (4.9265x10^3 m²)
\( A_2 \) - effective area normal to magnetic flux path at boss end (10.733x10^4 m²)
\( A_{12} \) - orifice area between chamber volumes (m²)
\( A_\text{g} \) - required nozzle flow area for CH₄ (m²)
\( A_\text{h} \) - required nozzle flow area for hydrogen (m²)
\( A_m \) - orifice minimum geometric flow area (m²)
\( B \) - magnetic flux density (Wb/m²)
\( C \) - capacitance (μF)
\( C_v \) - orifice flow coefficient
\( D \) - coefficient of viscous damping (Ns/m)
\( F \) - spring preload force (N)
\( F_g \) - gas momentum force acting on injector needle (N)
\( F_s \) - solenoid force of attraction (N)
\( H \) - magnetic field intensity (A/m)
\( H_p(\bar{X}) \) - penalty function to account for current constraint and injector opening conditions, \( p = 1 \) to 4
\( H_s(\phi,h) \) - nonlinear velocity induced voltage coefficient (V-s/m)
\( J^* \) - optimum value of objective function (ms)
$J^+$ - objective function after design vector positive perturbation (ms)

$J$ - objective function after design vector negative perturbation (ms)

$J_{o}, J_{i}, J_{2}$ - three consecutive objective functions (ms)

$J_{\text{temp}}$ - temporary storage of objective function value (ms)

$J(\bar{X})$ - unconstrained multiobjective function (ms)

$J'(\bar{X})$ - constrained multiobjective function (ms)

$J_{e}(\bar{X}, r)$ - reformulated objective function to account for constraints (exterior)

$J_{i}(\bar{X}, r)$ - reformulated objective function to account for constraints (interior)

$K$ - spring constant (kN/m)

$K_c$ - constant term in orifice subsonic mass flow rate equation

$L$ - side length, for frustum of a right cone (mm)

$L_i$ - inductance to account for flux leakage (mH)

$L(\phi, h)$ - nonlinear coil inductance (mH)

$N$ - number of coil turns (230)

$N_{iz}$ - ratio of mass flow rate to critical mass flow rate

$P$ - injector chamber absolute pressure (Pa)

$P_1$ - upstream absolute pressure from orifice (Pa)

$P_2$ - downstream absolute pressure from orifice (Pa)

$P_t$ - intake absolute pressure of combustion cylinder (Pa)

$P_r$ - pressure ratio, cylinder pressure to gas supply pressure

$PI$ - performance index (ms)
\( R \) - gas constant, hydrogen = 4125.6; CH₄ = 518 (J/kg-K)

\( R_a \) - air constant (0.287 J/kg-K)

\( R_c \) - equivalent resistor to account for eddy current losses (Ω)

\( R_l \) - leakage resistor (3.5 Ω)

\( R_i \) - internal coil resistance (1.7 Ω)

\( \bar{S} \) - pattern search direction

\( T_1 \) - upstream absolute temperature from orifice (K)

\( T_2 \) - downstream absolute temperature from orifice (K)

\( T_i \) - absolute temperature of combustion cylinder (K)

\( V \) - general volume (m³) or source voltage (V)

\( V_c \) - capacitor voltage (V)

\( V_{ch} \) - volume of combustion cylinder (m³)

\( V_{sol} \) - voltage across coil, including internal resistance (V)

\( V_s \) - source voltage (V)

\( V_z \) - zener diode voltage (V)

\( V_A \) - solid-state relay output voltage (V)

\( V_φ \) - voltage across coil model, less internal resistance (V)

\( W(\phi, h)_{mag} \) - stored magnetic energy (J)

\( \bar{X} \) - design vector

\( \bar{X}^* \) - optimum design vector

\( \bar{X}_{1, \text{meas}} \) - temporary storage of design vector
$x_{k,0}$ - exploratory search starting or new base design vector

$x_{k,i-1}$ - current base design vector

$x_{k,n}$ - base design vector after $n$ variable perturbations

$x_{\text{temp}}$ - temporary storage of design vector

$\gamma$ - ratio of specific heats, hydrogen = 1.409; CH$_4$ = 1.299

$\delta$ - established incremental value for scalar step length

$\varepsilon$ - small number ($\varepsilon \ll 1$)

$\theta$ - half the angle of the needle conical tip ($^\circ$)

$\lambda$ - scalar step length

$\lambda^*$ - optimum scalar step length

$\lambda_0, \lambda_1, \lambda_2$ - three consecutive step lengths

$\mu_0$ - permeability of free space ($4\pi \times 10^{-7}$ Wb/A-m)

$\nu$ - specific volume ($m^3/kg$)

$\phi$ - magnetic flux (Wb)

$\Delta \chi_i$ - prescribed step length for design variable $i$

$\Gamma$ - exterior penalty function

$\Xi$ - interior penalty function

$\mathcal{R}_1$ - reluctance at pole plus boss end (A/Wb)

$\mathcal{R}_2$ - reluctance of core material (A/Wb)
CHAPTER 1
INTRODUCTION

1.1 General

Two areas of transportation technology deserve special attention in our fast developing world. These are the use of electronic controls and the prevention of air pollution. The research topic presented in this thesis is to benefit these two goals. It is related to the use of alternative gaseous fuels: natural gas and hydrogen, in order to reduce the air pollution caused by vehicular engines. It is also in the field of mechatronics, featuring the conventional mechanical systems now being enhanced by the fast development in microprocessor control technology.

The objective of the research is to develop an advanced engine injector, for direct injection of a gaseous fuel into the cylinder of an internal combustion engine. Existing systems for gaseous fuels deliver the gas to the intake manifold of the combustion engine, similar to the way as it is realized for gasoline supply with the use of a carburettor or with port injectors. However, this technology is not the most advantageous one because it reduces the amount of air delivered to the engine cylinders, and thus the power of the engine. It also limits the engine efficiency by not allowing the use of a high compression ratio because of the "knock" phenomenon. Therefore, injecting fuel directly into the cylinder of an internal combustion engine allows for increased compression ratio and for higher mean effective pressure, as compared with manifold fuel injection. Figure 1.1 is a schematic diagram illustrating the differences between the manifold gas injection
Fig. 1.1 Two methods of gaseous fuel supply
(a) - manifold gas injection
(b) - direct gas injection
system and the direct gas injection system for an internal combustion engine [1]. However, direct fuel injection creates several challenges which are described as follows:

1. The need to inject gaseous fuels instead of diesel oil or gasoline, which are liquid fuels used currently in internal combustion engines, requires to create a very different fuel delivery system. Because of the high compressibility of gaseous fuels, it is not possible to open the injector precisely at the selected injection point in time by using the gas pressure wave, as it is done in diesel fuel injection systems. Therefore, the development of a new fuel injection concept suitable for highly compressed gaseous fuels is required.

2. The electronically controlled solenoid operated injectors which are widely used for gasoline injection in spark ignition engines cannot be accepted for high pressure direct injection of gaseous fuels. This is because these injectors are unable to withstand the high temperatures and pressures of the engine's combustion chamber. The operating pressure of gasoline injection systems is about 100 times lower than that of the diesel system, and about 10 times lower than that required for direct gas injection systems. Therefore, the gasoline injectors could neither sustain such a high pressure nor assure the tight sealing of gas connections. Furthermore, the use of gaseous, instead of liquid fuel creates a challenge for the cooling and lubrication of such injectors, in which these conditions must also be met by the new injector design. Finally, while high speed of operation is not required for gasoline injectors because the sj urk
ignition engine has its fuel intake time several times longer than that required
for direct fuel injection, the solenoids used in gasoline injectors are not strong
enough to open fast an injector charged with high pressure.

3. Injection of gaseous fuel directly into the cylinder of an internal combustion
engine is a very complex process that requires a good compromise amongst
various design and performance factors. For such an injector, the design must
be properly and systematically optimized. The development and application of
an effective multivariable multiobjective computer optimization method is,
therefore, an ultimate goal to meet these design and performance criteria.

It should be emphasized that the above discussions are primarily related to the
dynamic transients of the solenoid operated injector and gas injection process. After the
design of the injector is completed, the injector must next be tested on an actual engine
and more development work would be required before it can be considered finalized as
a commercially viable product.

1.2 Review of Previous Works

The review of previous research studies presented in this section is mainly
concerned with the solenoid operated fuel injectors for spark ignition engines and for
compression ignition engines, as well as for stratified charge (hybrid) engines [2].
1.2.1 Solenoid Operated Gasoline Injectors

Solenoid operated gasoline injectors represent a technology that is already being used in mass production for reliable and durable automotive components. However, this technology cannot be fully utilized in the production of injectors for direct gas injection in internal combustion engines. The reasons are a result from the following differences in system requirement:

1. The direct gas injectors are installed in the cylinder of a piston engine with the injector nozzle protruding into the combustion chamber where the temperature, during the combustion process, exceeds 2000 °C. In contrary, the gasoline injectors are installed in the intake manifold where the temperature does not exceed 200 °C. Thus, the component parts of the direct gas injector must be fabricated to be resistant to the extreme high temperatures.

2. The direct injection of gas must occur within a very short time span of approximately 3 to 5 ms, and the time of injector opening and closing must be extremely short. In addition, the injected fuel dose must be strictly coordinated with the crankshaft position and must be highly repeatable. In gasoline injectors, the time of injection can be much longer, as it is not synchronized with the crankshaft position; as a result, the time of opening and closing of the injector is not critical, while it should be repeatable.
3) The working fluid of direct gas injectors are gaseous fuels which have lower viscosity and heat absorption capability when compared to the liquid fuels used in gasoline injectors. Therefore, the worst lubricating and cooling effects of gaseous fuels have to be taken into consideration.

Still, there is some expertise in gasoline injection technology that could be relevantly applied to high pressure direct injectors. The appropriate topics are reviewed in the following discussions.

The concept of using the solenoid operated gasoline injectors have been first proposed and patented by Bendix, USA in 1973 [3]. However, the first reliable injector design was introduced by Robert Bosch from Germany in 1975, based on the Bendix patents [4] and used in D-Jetronic, L-Jetronic and Motronic gasoline injection systems [5]. These systems were later adapted by Bendix [6], Lucas [7] and other producers with various modifications, all over the world. Custom made solenoids have been used, installed in a metal sheet shell, with its core attached to a pintle type needle which was opening and closing the discharge orifice in the nozzle body. Because of relatively low ambient temperature, soft "O" rings could be applied for sealing of the injector body in the engine intake manifold ports.

Modelling of the solenoid dynamic response for the purpose of design improvements and for development of new fuel injectors, was first attempted by D.H. Smith and D.A. Spinweber from Ford Motor Co in 1980 [4]. The model for liquid fuel injectors included flux density changes resulting from a magnetization curve equation,
to estimated reluctance changes caused by different fixed and variable air-gap lengths and component materials. A leakage reluctance was also included to account for flux leakages. The non-constant reluctance was used to calculate the solenoid coil inductance for their current model, and to determine the magnetic flux affecting the force generated by the solenoid. However, it was not described how the parameters were obtained to model the magnetization curve. Experimental results of the current rise and pintle dynamics for a pulse width of 3 ms were shown, while simulation results at a pulse width of 3.5 ms were reported. Although, the objective of the paper was to study the adequacy of solenoid injector dynamic control for short pulse widths, the results from experiments and simulation indicated a slow rise in the system current which would result in a slow generation of solenoid force. These important delays were not commented upon. Although the time delays in nozzle opening and closing and the rate of needle rise were stated numerically, no other comments were reported. This leads one to conclude that, as long as the nozzle opens and closes following the command pulse width signal and the injector supplies sufficient fuel dose, the delays inherent to the system are unimportant when port injection is considered.

Predicting of solenoid transient performance by computer simulation was next attempted in Delco Remy Division of GM by R.V. Esperti [9] in 1981 and J.P. Henry and D.S. Denis in 1987 [10]. The solenoid was modelled as a spring-mass-damper system with solenoid force as an external input. There was no attempt to predict the solenoid force because the authors stated that this was to be a user supplied input. An equation was given to model the transient current through the solenoid coil. But, the
model was over simplified by neglecting the changes in inductance due to changing air-gaps. Included in the model was a linear approximation of the velocity induced voltage. This term accounts for the electrical energy that is converted into mechanical energy as the air-gap is reduced, and when mechanical energy is converted to electrical energy as the air-gap is increased. The authors stated clearly that the model will be in error for solenoid response times that are less than about one millisecond.

Sensitivity analysis of the Bendix Electronics DEKA pulse-driven gasoline injector has been presented by G. Bata and M. Sosa from Bendix Electronics Division of Allied Automotive in 1987 [11]. The Taguchi Method of fractional factorial experimentation was used in the study. The method is a statistical analysis of the performance of the injector from changing dimension values from their low level to high level values, but only for a limited number of parameter combinations from the seven selected that were considered to influence the performance. Some of the fifty-five performance measurements were, made such as, the operating pulse width which gave information on its relationship to fuel flow linearity; the minimum amount of current needed to open the injector; the maximum current at which the injector starts to close; the inductance of the coil, which gave relation between lift and coil turns; the amount of time it took the injector to completely open, as well as to completely close; the endurance test, where the conclusion was made that the main factor affecting the life cycling is the spring force which should be as large as possible and the lift which should be as small as possible. The study obtained gave an estimation on system optimum performance and about the
parameter values which can then be applied to improve the existing injector design, as well as about simplifying the manufacturing process of certain injector parts.

All the solenoids that have been used in gasoline injectors are very similar in design. They operate with the maximum needle lift between 0.3 to 0.5 mm, and are immersed in gasoline that provides a cooling effect for the solenoids, thus preventing them from overheating.

There is a new trend in gasoline injection that is promoting direct fuel injection systems. This new advancement is presently in its early stage, where solenoid injectors are being developed mainly for the application in the new generation of 2-stroke spark ignition engines. This new development is described by T. Lake et al. as the research work made jointly between Ricardo Consulting Engineers, Ltd. and Isuzu Motors, Ltd. in 1993 [12]. However, the implementation of this new technology is aimed rather for the next century.

1.2.2 Solenoid Operated Diesel Injection Systems

Solenoid operated diesel injectors are a very rare species due to the fact that the present use of hydraulically operated injectors is already representing a proven technology for high pressure injection of liquid fuels. Use of solenoid operated injectors, while simplifying the hardware, would create several problems in obtaining precise amount of the fuel dose and timing accuracy, in the avoidance of post-injection, as well as in fuel leakage at the very high injection pressures which in many cases can approach
and exceed 100 MPa. However, there are some attempts to use solenoids for the control of diesel fuel injection, particularly in the new electronically controlled fuel injection pumps.

Application of solenoid to diesel unit-injectors has been tried for the 2-stroke Detroit Diesel engines since 1985 by GM [13,14]. In the modified electronically controlled unit-injectors, the fuel delivery is still provided by a mechanically operated plunger. However, the injection timing and the injected fuel dose is controlled by a solenoid operated valve that spills back to the tank the excess of fuel delivered by the plunger. The design and application of the solenoid is very different, when compared with the gasoline injectors, where the solenoid has a more conventional cylindrical shape and controls directly the fuel discharge to the engine with the needle lift in the range of 0.3 to 0.5 mm. The solenoid in the GM unit-injector has a flat design that limits the stroke of the core to about 0.15 mm. To improve the closing of the solenoid operated valve, a laminated core is used to realize an instant decay of the solenoid force after shut-down of the current.

Similar unit-injectors have been recently introduced also by Lucas [15] and by Bosch [16]. The concept of spilling the fuel pumped by the plunger has been also used by Bosch in the electronically controlled unit-pumps [16].

In rotary-distributor fuel injection pumps, the solenoid operated spill-valves have been used for fuel metering and timing for several years by Nippondenso [17], Diesel Kiki [18], by Ford [19], by Toyota [20] and recently by Caterpillar [21] and Bosch [22].
In all these cases, the solenoid operated valves are incorporated in the fuel injection pumps and are spilling the excess of fuel delivered by the pump plunger back to the tank in a similar way as the DDEC unit-injector described above.

In the above applications, the solenoids actuating the spill valves have a rather flat custom made design, with the lifts in the range of 0.2 mm. They are operated while immersed in diesel fuel that is helping to absorb the heat released by the solenoid.

1.2.3 Solenoid Operated Gaseous Fuel Injectors

The injection of gaseous fuels is a new technology recently developed for natural gas and hydrogen fuelled engines that are less pollutant and contribute to the protection of the environment. There are two very different types of such injectors: for manifold gas injection and for direct gas injection use. The injectors used in manifold gas injection do not differ much from gasoline injectors, except that in the former, the gas pressure is higher, in the range from 0.8 to 1.5 MPa and the nozzle discharge flow area is larger. While direct injectors are a new technology in its development stage, they are also very different from diesel fuel injectors. This difference is mainly related to the following two factors:

1. Gaseous fuel is much more compressible than the liquid fuel and cannot be discharged to the combustion chamber by the movement of a plunger. It has to be discharged from a common rail containing the gas under pressure, by
opening the solenoid operated injectors according to the firing sequence of the engine cylinders.

2. Gaseous fuel does not need to be atomized during injection and, therefore, it does not require such high injection pressures as the diesel fuel. Still, the pressure must be much higher than that for manifold injection, i.e. in the range of 10 MPa, to provide the proper gas distribution inside the combustion chamber and adequate mixing with the air.

Therefore, special solenoid operated injectors must be developed for direct injection of gaseous fuels that conform to the following requirements:

- high pressure gas injection,
- injector nozzle protruding into the combustion chamber,
- fast opening and closing of the nozzle with precise timing,
- size and shape conforming to the existing diesel injectors.

To operate such injectors, special solenoid driving circuits had to be developed.

A concept of direct injection of hydrogen in internal combustion engines using solenoid operated injectors was proposed by T. Krepec et al. in 1984 [23]. This was followed by the design and development work on a prototype injector, first for hydrogen in 1985-1987 [24,25,26] and next for natural gas in 1988 [27]. The injector was based on a Bosch size “S” conventional diesel injector, and was equipped with a Lendex Model 5-SF solenoid. The solenoid force did help the gas pressure force to open the injector at the right time and for the required amount of fuel dose injected. The injector was also
fitted with a metering valve allowing to vary the injected gas dose by throttling the gas flow to the injector. Thus, with the pulse width included to regulate solenoid operation, a double control of the gas dose was provided. A special driving circuit was used to cut-off the current at the end of the gas discharge and to rapidly close the injector.

In 1989, Green and Wallace [28] developed two different injectors for the injection of hydrogen and natural gas; both operated by solenoids. These injectors were very different in design and application, because they were aimed at different engines. The first one, was for direct injection of hydrogen in a 4-stroke diesel engine. It had a flat type solenoid immersed in the gas which operated the injector needle through a long pull-rod. The solenoid acted in one direction only and a spring was installed near the needle tip to ensure injector closing. The design was aimed at high flow rates of hydrogen, due to the large volumetric dose required to be injected during full power operation of the engine. The second injector was made for a 2-stroke Detroit Diesel engine with the operating pressure much lower because it was injecting gas when the engine piston was near the BDC position. It had a similar solenoid, but was much shorter due to the fact that it was not installed in the engine cylinder head. Both injectors were able to open for a time period not longer than 1 ms. To achieve this goal, a special capacitive discharge circuit of 100 V supplying a boost current of short duration was developed to drive the solenoid for the injector opening. The circuit also provided quick current cut-off when the injector had to be closed. This reduced the closing time period.
An improved concept of the 2-nd generation gas injectors was developed by T. Krepec et al. for Allied Signal Aerospace Inc. between 1990-92 [29]. In these injectors, the large and heavy solenoid of the 1-st generation was replaced by a small high performance Lisk L-5 solenoid. Also, the injector needle was pressure balanced to avoid gas leakage and needle seizure. A family of solenoids with different length and various nozzles was manufactured and tested with natural gas and hydrogen. The design of the solenoid injectors was next optimized in 1993 by H. Hong [30,31,32] and improved by H. Keledjian in 1993 as 3-rd generation with the use of a Lisk L7 solenoid [33].

A different type of high pressure solenoid operated hydrogen injector has been presented by N. Glasson et al. in 1992 [34]. A soft material was used for the sealing of the nozzle seat and to eliminate hydrogen leakage; however, the soft seat proved not to remain durable. Also introduced was a very short stroke (0.15 mm) of the injector needle to reduce the time of the needle lift; however, due to severe needle bouncing, the nozzle critical flow area at full lift was varying and caused the gas discharge rate to be unsteady that resulted in variations in injected gas dose.

The overview of the previous work and the above discussions show clearly that the problems related to the direct injection of gaseous fuels are far from being solved. In addition, as stated by one of the researchers [12], "the development of direct injection technology is a logical step in the process to further improve the engine cold and transient operation". This statement was related to the gasoline engines and shows
clearly that the research work in the field of the direct gas injection for diesel engines is equally relevant to its application for the spark ignition engines, particularly to the 2-stroke engines.

1.3 Thesis Objectives and Thesis Outline

The first objective of this thesis is to develop a comprehensive mathematical model for the solenoid to provide a computer simulation of the solenoid/injector systems dynamic response for design improvement purposes. The model describing the solenoid dynamic characteristics, with the introduction of a flux leakage inductance and an eddy current loss resistance terms, is innovative and has been validated by experimentation. With a better comprehension of the solenoid characteristics, it is the goal to apply the solenoid to applications and performances beyond its nominal intended use. This is the second objective of the thesis, where a novel design for a solenoid switching circuit is used to demonstrate that small off-the-shelf solenoids can function in an "over-powered" mode to give a rapid rise in force without causing solenoid damage, provided that electric power is brought back to nominal conditions rapidly. The third objective of the thesis is to have an injection system that operates at optimum performance. Since the dynamic performance of the injection process is complex and depends on many design parameters, a systematic and computerized method is required. The Hooke and Jeeves unconstrained optimization method is selected to evaluate for the optimum set of system variables. For the design to be physically realizable, boundary constraints are imposed on the design
variables. A new approach to account for boundary constraints are introduced to complement the Hooke and Jeeves method.

Based on the literature review and on the analysis of the available options, the research program leading to the development of the solenoid operated gas injectors for diesel engines can be described as follows:

1. The injector should be equipped with a strong but light-weight solenoid; it should represent a compromise between the strong opening force and the small inertia of the solenoid core; also, it would be advantageous to use commercially available solenoids to reduce the cost of the injector.

2. The solenoid driving circuit should be designed with the objective that it would accelerate the opening and make shorter the closing time of the injector.

3. A multivariable design optimization procedure should be developed to determine the optimum values of the design variables so as to minimize the opening and closing time of the injector, bringing this time close to that of a diesel engine, i.e. well below 1 ms.

It has to be mentioned that there is no attempt found in the literature to thoroughly optimize a solenoid operated injector. One of the possible reasons may be the lack of a valid solenoid model for the simulation of the fast transient responses. Some mathematical models found in the literature used to simulate the dynamic response of a solenoid [8,10,30,32,33] are either based on not very accurate primitive models or are
derived from the data obtained from specific experiments, without creating a more
general mathematical model responding to a voltage step input.

Regarding the driving circuit for the solenoid, allowing for faster opening and
closing of the injector, there are some concepts in the literature that are worthy of
consideration [28,29,30,31,33]; however, they again require the development of a more
valid solenoid model which would be included in the mathematical model of the injector.

The design of the injector under investigation is already known. The framework
has been developed in a research contract for Allied Signal Aerospace Inc. [29]. The
mathematical model for this injector is partly based on the expertise related to diesel
injectors; however, several modifications had to be made which reflect the application
of gaseous fuels.

The research program of this thesis will concentrate on the following items:

1. Development and experimental validation of the mathematical model for fast
dynamic response of the solenoid.
2. Development of a fast acting driving circuit for the solenoid and a model for
   simulation of the fast transient driving processes.
3. Creation of a comprehensive mathematical model for the fast operating gas
   injectors.
4. Development of a computer program for simulation of fast dynamic response of
   the gas injector.
5. Development of a multivariable multiobjective optimization procedure for the gas injector, including all the important design parameters.

6. Optimization of the gas injector design.

7. Drawing conclusions and making recommendations for further injector modifications.
CHAPTER 2
GAS INJECTOR AND METERING SYSTEM DESIGN

2.1 Introduction

The design of the gaseous injectors is a result of the research work done at Concordia University's Centre for Industrial Control at the Fuel Control Systems Laboratory, in the framework of an industrial contract for Allied Signal Aerospace Inc. [29]. The contributions from this author to the research work was in the designing and testing of driving circuits and its application to solenoids, as well as proposing design requirements to improve the injector performance. This research has led to the design and testing of the 2-nd configuration of solenoid operated injectors for gaseous fuels (natural gas and hydrogen), as described in this chapter.

2.2 Pressure Unbalanced Gas Injector Design - First Generation

The basic concept of the 2-nd generation of solenoid operated gas injector design is derived from the 1-st generation of injectors developed and tested a few years earlier in the Fuel Control Systems Laboratory at Concordia University [35]. Figure 2.1 is a schematic comparing the differences between the 1-st generation of injectors and a conventional diesel injector.

As the figure illustrates, the gas injector design was based on the commercially available diesel injectors of size "S", according to the classifications given by Bosch. The injector corresponds to the DIN Standards, except the size of the upper portion
Fig. 2.1 Solenoid injector - first generation (left)
Conventional diesel injector (right)
which became quite "bulky", due to the large solenoid used. Unfortunately, smaller solenoids were not available during that time period of research; while small solenoids already started to appear, their availability was very restricted [36]. Despite the large size and weight of the solenoid, the injectors could be installed on the diesel engine without modification of the cylinder head, and they have been tested on the Peugeot "Idenor" diesel engine for direct hydrogen injection [35].

The gas injectors of the 1-st generation were operated both by the solenoid force and by the gas pressure. This principle of operation was, to some extent, similar to the operation of the conventional diesel injectors. The gas pressure inside the injector housing acted on one side of the injector needle only, while the second side was under the atmospheric pressure. The solenoid force was used to initiate the injection process by starting the needle movement against the injector spring; this allowed the gas to enter the nozzle seat and thus provided the addition of pressure force to help the solenoid to lift the needle even faster. Certain advantages and disadvantages of such an injector design are as follows:

- The use of the unbalanced gas force to help the solenoid force in lifting the needle, resulted in very fast opening of the injector, and was comparable to the opening time of conventional diesel injectors.

- The pressure unbalanced injector needle lead to a substantial leak of gas from the pressure side of the needle to the atmospheric side. Such a situation, although acceptable with liquid diesel fuel, is not acceptable with gas, especially
with hydrogen fuel of much lower viscosity. This is due to the following two reasons:

1) the leaking gas could not be re-used for injection because the injected gas had to be under high pressure,

2) the close machining tolerance between the needle and injector housing had to be used to separate the high pressure side from the atmospheric side; low gas viscosity provides poor lubrication and leads to a seizure hazard of the needle.

The progress made in recent years in the development of high performance solenoids, which became commercially available, allowed to modify the gas injector design, in order to make its size and weight more compatible with conventional diesel injectors.

2.3 Pressure Balanced Gas Injector Design

There are several main differences in the design of the 2-nd generation of gas injectors as compared with the 1-st generation.

The 2-nd generation of solenoid operated gas injectors has the gas pressure acting on both sides of the injector needle; however, at the bottom of the needle, where it touches the seat, the gas pressure is not acting on the needle surface which is limited by the outer seat diameter. Therefore, the needle is only partly pressure balanced and the degree of balancing depends on the ratio of the seat diameter to the needle diameter.
The design of the 2-nd generation injector is shown in Figure 2.2, and Figure 2.3 is a schematic diagram comparing the differences between the 1-st and 2-nd generation of gas injectors.

It is clearly seen from the schematic diagram that the gas pressure in the 2-nd generation of injectors is the same on both sides of the needle because of the common gas supply at these two volume locations and because of the grooves cut longitudinally along the needle axis. The only different pressure occurs underneath the needle seat surface. As a result from these design changes, the needle fit in the nozzle body does not require close tolerances which gives a more free movement of the needle. This is because the needle-body is no longer required to act as a seal, and the beneficial effect is that the seizure hazard is avoided. Still, the piloting of the needle is required in order to bring the conical tip of the needle axially and accurately into the conical seat in the nozzle body; in case of greater misalignment, the seat would leak and wear faster. This concentricity is provided by the lands on the peripheral diameter of the needle.

The solenoid used in the 2-nd generation of gas injectors is much smaller than that used in the 1-st generation. An off-the-shelf, high performance Lisk L5 solenoid with an armature made of rare earth material, is used. However, because the gas pressure is not fully balanced on the needle when the injector is closed, a substantial force has to be created by the solenoid to start open the injector. Because of the small size of the solenoid, the gas injectors of the 2-nd generation can have the same external size as the
Fig. 2.2 Solenoid injector - second generation
Fig. 2.3 Comparison between the design features of first and second generation of solenoid operated gas injectors
conventional diesel injectors of size "S", and can be directly installed into the existing diesel engines.

As experienced during the injector testing [29], the solenoid core remains attracted to the solenoid pole when the two comes into contact even when the applied voltage is removed. To avoid such a situation which results in a big delay for the core return movement, two remedies were used:

1) A gap was set at the end of the core stroke so that it would not come into contact with the solenoid pole

2) An insulation layer was placed at the core end to avoid contact with the solenoid pole (refer to Figure 2.3)

2.4 Special Design of the Nozzle Seat

As mentioned in the previous section, the nozzle seat occupies part of the needle conical tip and causes a partial unbalance of the pressure forces acting on the needle. The unbalanced force to open the injector, must be overcome by the solenoid force and is creating a limit for the maximum gas pressure supplying the injector. The existing situation is illustrated in Figure 2.4 and is explained as follows.

The conventional design of the diesel nozzle seat is shown in Figure 2.4a, with the seat cone angle smaller than the needle tip cone angle by approximately 40 minutes. Such a configuration yields the seat sealing circumferential line of contact at the outer seat diameter, given by the points f & g. When the injector is closed, the gas pressure
Fig. 2.4 Conventional nozzle seat (left) and seat with reversed differential angle (right)
is acting only on the needle surface that is outside the outer seat diameter, thus limiting
the pressure force acting on the needle from the seat side.

At the beginning of the needle lift, the gas starts to flow into the seat through the
gap between the needle and the seat. The critical flow area of the edge-like gap,
determined from the distance \( gg' \), increases with the needle lift, as shown in Figure 2.5a.
At some lift value, the flow area switches from the outer seat diameter to the inner seat
diameter, and the critical flow area becomes determined by line \( ee' \). The flow area
continues to grow with the needle lift.

It is obvious that when the critical flow area is at the inner seat diameter, there
is a substantial increase in the seat pressure due to the throttling of the gas flow at the
seat exit circumference. This, of course, contributes to the increase of the pressure force
acting on the needle from the seat side and is beneficial to the needle acceleration.
Finally, when the inner seat flow area reaches the size of the nozzle orifice area of
diameter \( d \), the critical flow area becomes constant, as shown in Figure 2.5a. The
pressure force acting on the needle in the seat will depend only on the orifice size;
however, at this needle position, the needle lift reaches its maximum and the pressure
force in the seat is becoming irrelevant to the injector opening process.

As proposed [29], the seat design could be changed, by reversing the direction
of the differential seat angle; the cone angle on the needle tip can be made smaller than
the seat cone angle, as shown in Figure 2.4b. In this case, the seat sealing
circumferential contact line would be at the inner seat diameter marked \( mn \) when the
Fig. 2.5  Critical flow area characteristic for nozzle
(a) - for conventional nozzle seat
(b) - for reverse differential angle seat

Fig. 2.6  The utility shape of the nozzle orifice
injection is closed. The increase in the critical flow area versus needle lift is shown in Figure 2.5b. The seat pressure would be equal to the gas supply pressure from the beginning of the injection process and the pressure force acting on the needle conical tip would be much greater when the injector is closed. Thus, this allows the operation of the same injector (equipped with the same solenoid) with a much higher gas supply pressure. Also, gas flow calculations for the injection process for the reversed differential angle nozzle would be much simpler, as compared with the conventional nozzle injector.

It has to be pointed out that, for practical applications, the nozzle must be designed as shown in Figure 2.6. The shape of the exit orifice allows to maintain a constant injector flow area that is not affected by the maximum needle lift (stroke) and by the dimensional tolerances of the seat which are much more difficult to maintain during manufacturing than the orifice diameter. It also eliminates the variation in gas discharge from the injector due to the needle bouncing on its seat, as well as from the discharge variations due to the seat wear. The effect of the end-orifice diameter size on the critical flow characteristics is shown, as a horizontal line, in Figure 2.5b.

2.5 Incorporation of a Metering Valve Before the Injector

To increase the operational flexibility of the gas injector, the gas flow entering the injector could be throttled by a metering valve operated by a stepper motor, as illustrated in Figure 2.7. This concept was already investigated with the 1-st generation
Fig. 2.7 Solenoid injector interfaced by a metering valve operated by a stepper motor
of the gas injectors, however, with the increase of the injector volume resulting from the pressure balancing of the needle, this concept needs to be re-examined.

2.6 Design Optimization of Gas Injectors

There are so many factors affecting the performance of the solenoid operated gas injectors that a proper choice of the design parameters would require a multivariable optimization procedure. The ones presented in references [30,31,32] were made based on a simplified model of the solenoid, where its fast transient characteristic was not adequately simulated. A development of a more accurate solenoid transient model would allow to obtain better optimization results for this thesis; it would also fill-up the gap in the literature regarding the modelling of fast dynamic response of solenoids, thus contributing to the engineering know-how.

2.7 Comments on Other Design Features of Solenoid Injectors

The design of the second generation of solenoid operated injectors developed for Allied Signal Aerospace Inc., was a subject of thorough investigation involving particular components of the injector and its driving circuit, as well as their behaviour at different operating conditions [29]. This involved:

1) The solenoid driving circuit, which was first designed in an H-configuration, used four solid-state relays. This design, although functionally satisfactory, was criticized by Allied Signal Aerospace Inc. as being overly expensive. To satisfy
the company, a driving circuit was proposed, by the author of this thesis, which consisted of only one solid-state relay switch. The circuit is presented in Chapter 4 of this thesis.

2) The control of the gas dose was realized by two methods: by changing the pulse width command signal and by controlling the opening of the metering valve orifice. The impact of the two control strategies for gas dose variations has been investigated by Miele [27]. The objective for the optimization of the injector design presented in Chapter 6 of this thesis considers only one pulse width and one metering valve opening. The optimization procedure is general and is applicable to any combinations of pulse command signal and valve setting.

3) The impact of the operating frequency, as well as the damping of the injector needle system and the related spring-back phenomena resulting in so the called "bouncing" of the needle, have been examined by Kekedjian [33], together with the dynamic forces acting on the needle seat which contributes to its wear.

4) The impact of temperature on the performance of the injector has been, to some extent, investigated during the research made for Allied Signal Aerospace Inc. [29]. In this thesis, however, the temperature factor has been neglected (i.e. the ambient laboratory isothermal conditions have been assumed). This assumption can be justified by the fact that the impact of temperature is primarily related to the injector operating on a particular engine and at particular working conditions, which can be very different and very difficult to generalize. Thus, for the
optimization of an injector dedicated to a particular engine at specific working conditions, the same optimization technique, as presented in this thesis, can still be used. However, the solenoid dynamic response data should be corrected for each particular temperature level.

5) The possible improvement of the solenoid cooling conditions has been proposed by Kekedjian in his third generation design [33] through directing the natural gas inflow to the injector from above the solenoid. In this way, the gas flow can surround and cool the solenoid walls.
CHAPTER 3
MATHEMATICAL MODEL OF INJECTOR

3.1 Introduction

To optimize the injector design, a mathematical model for the injector discharging gaseous fuel should be developed and the basic data for the gas injection process should be derived.

3.2 Injector Dynamic Model

The dynamic model of the injector needle is considered to be a mass-spring-damper system, with positive velocity pointing away from the solenoid pole. The injector motion equation, where \( h \) represents the needle vertical travel, is described by:

\[
\frac{m_t}{dt^2} \frac{dh}{dt} + K \cdot h = F_s + F + F_g + m_t \cdot g
\]  

(3.1)

where \( m_t \) represents the total moving mass which consists of the solenoid core \( m_c \), the injector needle \( m_n \) and the effective spring mass \( \frac{1}{2}m_s \). \( D \) is the coefficient of viscous damping, and is experimentally derived from a similar injector operating on natural gas [33]:

\[ D = 2.0 \times 10^{-6} \cdot P \]  

(3.2)

where \( P \) is the pressure inside the injector chamber. \( K \) and \( F \) represent respectively the spring constant and spring preload force. \( F_s \) is the electromagnetic force of attraction created by the electrical solenoid. \( F_g \) is the gas pressure force acting on the injector.
needle and resulting from the pressure drop across the injector nozzle orifice; it is approximated by:

\[ F_g = A_m \cdot (P - P_s) \]  \hspace{1cm} (3.3)

The pressure is assumed uniformly equal to \( P \) above the minimum geometric flow area \( A_m \) at the seat inner diameter and uniformly equal to the exit pressure \( P_s \) below this area, as explained in Section 2.3. The minimum geometric flow area \( A_m \) after the needle has lifted to height \( h \) is derived in Appendix A, and is expressed as:

\[ A_m = \pi \cdot (h \cdot \sin \theta) (d - h \cdot \sin \theta \cdot \cos \theta) \]  \hspace{1cm} (3.4)

where \( d \) is the seat diameter of the nozzle orifice and \( \theta \) is the half the angle of the needle conical tip.

### 3.3 Gas flow Equations

Gas flow through orifices is considered to undergo an isentropic process and can be subsonic or sonic [37,38]. Sonic flow corresponds to maximum mass flow rate and is established from the "critical" pressure ratio across the orifice given by:

\[ \left( \frac{P_2}{P_1} \right)_{cr} = \left( \frac{2}{\gamma + 1} \right)^{\frac{\gamma}{\gamma - 1}} \]  \hspace{1cm} (3.5)

where \( P_1 \) and \( P_2 \) are respectively the pressure upstream and downstream from the orifice, and \( \gamma \) is the ratio of specific heats for the gas. For sonic flow, the critical mass flow rate is:
\[ \dot{m}_c = \frac{C_v A_{12} P_1}{\sqrt{T_1}} \left( \frac{\gamma}{R} \left( \frac{2}{\gamma + 1} \right)^{\gamma - 1} \right)^{\frac{1}{2}} \]  \hspace{1cm} (3.6)

where \( A_{12} \) is the orifice area between chamber volumes, \( T_i \) is the upstream absolute temperature, and \( R \) is the gas constant. For subsonic flow, the mass flow rate is expressed by:

\[ \dot{m}_{12} = \frac{C_v A_{12} P_1}{\sqrt{T_1}} \left\{ \frac{2 \gamma}{(\gamma - 1)R} \left[ \left( \frac{P_2}{P_1} \right)^{\frac{2}{\gamma}} - \left( \frac{P_2}{P_1} \right)^{\frac{\gamma - 1}{\gamma}} \right] \right\}^{\frac{1}{2}} \]  \hspace{1cm} (3.7)

A flow coefficient \( C_v \) of 0.7 is assumed for all orifice areas, and the relationship between upstream \( T_1 \) and downstream \( T_2 \) temperature of an orifice is given by the isentropic process equation:

\[ \frac{T_2}{T_1} = \left( \frac{P_2}{P_1} \right)^{(\gamma - 1)/\gamma} \]  \hspace{1cm} (3.8)

Equation (3.7) can be rewritten as:

\[ \dot{m}_{12} = \frac{K_c C_v A_{12} P_1 N_{12}}{\sqrt{T_1}} \]  \hspace{1cm} (3.9)

where

\[ N_{12} = \frac{\dot{m}_{12}}{\dot{m}_c} = \frac{\left( \frac{P_2}{P_1} \right)^{\frac{2}{\gamma}} - \left( \frac{P_2}{P_1} \right)^{\frac{\gamma - 1}{\gamma}} \right)^{\frac{1}{2}} \]  \hspace{1cm} (3.10)
and the constant term $K_c$ is:

$$K_c = \left[ \frac{\gamma}{R} \left( \frac{2}{\gamma+1} \right)^{\gamma+1} \right]^{\frac{1}{\gamma-1}}$$  \hspace{1cm} (3.11)

Equation (3.10) is used to track the sonic or subsonic flow status through the orifices.

It should be noted that for subsonic flow

$$N_{12} < 1$$

and for the limiting case of sonic flow

$$N_{12} = 1$$

The pressure within the injector chamber can be determined from the equation of state for an ideal gas, $PV = mRT$, where $V$, $m$, and $T$ are respectively the chamber volume, gas mass, and gas absolute temperature. Differentiating the state equation with respect to time gives:

$$\frac{1}{P} \frac{dP}{dt} = \frac{1}{m} \frac{dm}{dt} - \frac{1}{V} \frac{dV}{dt} + \frac{1}{T} \frac{dT}{dt}$$  \hspace{1cm} (3.12)

It is assumed that the chamber pressure and temperature is related by the isentropic process equation $P\nu^\gamma = constant$, where $\nu$ is the specific volume. Substituting the specific volume term by $RT/P$ from the equation state and differentiating the isentropic equation with respect to time, results in:

$$\frac{1}{T} \frac{dT}{dt} = \frac{\gamma-1}{\gamma} \frac{1}{P} \frac{dP}{dt}$$  \hspace{1cm} (3.13)

Substituting Equation (3.13) into (3.12) yields the chamber pressure as:
\[
\frac{1}{\gamma P} \frac{dP}{dt} = \frac{1}{m} \frac{dm}{dt} - \frac{1}{V} \frac{dV}{dt}
\]  
(3.14)

The rate of gas mass accumulation inside the chamber volume is determined from the application of the continuity equation:

\[
\frac{dm}{dt} = \dot{m}_{in} - \dot{m}_{out}
\]  
(3.15)

where \(\dot{m}_{in}\) represents the mass flow rate supplied to the injector from the metering valve, and \(\dot{m}_{out}\) represents the mass flow rate discharging from the injector into the combustion chamber. Substituting Equation (3.15) into (3.14) and assuming that the pressure change due to the volume change is negligible because the injector needle has very small displacement, the rate of change in the chamber pressure is determined as:

\[
\frac{dP}{dt} = \frac{\gamma RT}{V} (\dot{m}_{in} - \dot{m}_{out})
\]  
(3.16)

### 3.4 Injected Gas Dose and Timing

For the four stroke engine with the displacement volume \(V_{ch}\) of 1 litre per cylinder, the injector discharges gas at every two revolutions of engine rotation. The injected gas dose is assumed at maximum engine torque and the corresponding engine speed of 2000 rpm. Hence, the time corresponding to one cycle is:

\[
\frac{(60 \text{ s}) \times (2 \text{ rev.})}{2,000 \text{ rpm}} = 0.06 \text{ s}
\]  
(3.17)
To find the opening time of the injector, the following assumptions have been made:

For the injection of natural gas, the air/fuel ratio is 14.5 [2]. Then the injected fuel dose is:

\[
m_{f8} = \frac{m_a}{14.5} = \frac{1}{14.5} \frac{P_i V_{ch}}{R_a T_i}
\]

(3.18)

where \(m_a\) is the mass of air inside the cylinder. Assuming that the intake pressure \(P_i\) for the cylinder air is 100 kPa, the temperature \(T_i\) is 300 K, and the air constant \(R_a\) is given as 287 kJ/kg·K, the gas dose will be:

\[
m_{f8} = \frac{(100) \cdot (0.001)}{(14.5) \cdot (0.287) \cdot (300)} = 80 \text{ mg of natural gas}
\]

The calculated fuel dose must be injected during 60° of crankshaft revolution. This corresponds to an injection time of:

\[
t_i = \frac{60^\circ}{720^\circ} \times 0.06 \text{ s} = 5 \text{ ms}
\]

Then, the gas discharge rate should be:

\[
m_{f8} = \frac{80 \text{ mg}}{5 \text{ ms}} = 16 \frac{\text{ mg}}{\text{ ms}} \text{ or } 0.016 \frac{\text{ kg}}{\text{ s}}
\]

The natural gas will be injected with the pressure ratio:

\[
P_r = \frac{\text{cylinder pressure}}{\text{gas supply pressure}}
\]
Assuming that the gas supply pressure is 100 bar and that the cylinder pressure is 40 bar, the pressure ratio $P_r$ is 0.4 and the gas discharge will be sonic. Then, Equation (3.6) can be used to calculate the required nozzle orifice flow area for natural gas as:

$$A_g = 1.3507 \times 10^{-6} \, \text{m}^2$$

Similar calculations can be made for hydrogen for the air/fuel ratio of 34.3 [2]. The required fuel dose for a 1 litre cylinder, the gas discharge rate over 5 ms, and the required nozzle orifice flow area, are respectively:

$$m_{f_h} = 34 \, \text{mg}$$

$$\dot{m}_{f_h} = 0.0068 \frac{\text{kg}}{s}$$

$$A_h = 1.5748 \times 10^{-6} \, \text{m}^2$$
CHAPTER 4

SOLENOID TRANSIENT FORCE AND CURRENT CHARACTERISTICS
AND SWITCHING CIRCUIT DESIGN

4.1 Introduction

As reported in the literature, there has been several attempts to design solenoid operated injector systems and to evaluate their performances. However, there is a lack of a generalized mathematical model of the solenoid, which would allow to simulate accurately enough its fast dynamics and transient force characteristics. A comprehensive mathematical description, based on a better understanding of the solenoid capabilities, allows to extract more benefit from the component function when applied to a system's design.

The design of an electrical solenoid has some similarities to that of a power transformer, except that the solenoid has a moving air-gap. The model of the transformer iron core can be approximated by an equivalent circuit [39,40], consisting of the alternating voltage source in series with a resistance term representing the coil winding and an inductance term representing the flux leakages through air and through the winding. These components are then modelled in parallel with the coil inductance and with a core-loss resistance term. This last term accounts for the losses due to the induced eddy currents in the ferromagnetic material and hysteresis. In the study of power transformers, the values assigned to the flux leakage inductance and core-loss resistance parameter terms are based on a steady-state voltage source and current rms values since power losses are of concern.
In this chapter, the model of a solenoid is selected similar to the equivalent circuit of the power transformer. Since the solenoid transient force and current characteristics for different applied voltages are of concern, the numerical values assigned to the model parameters will be representative of the time response requirements. This approach to the modelling of the dynamic behaviour of solenoids is novel. The subject presented in this chapter has been reported in reference [41].

Once the characteristics of the solenoid has been established, the next goal is to design a driving circuit to take advantage these properties for fast injector opening and closing. Presented in this chapter is a simple but effective, solenoid driving switching circuit that has been designed for this purpose. The circuit is quite simple because only seven components are used in its design. It should be noted that the switching transistor, solid-state relay, pull-up resistor and flyback diode are general components in most switching circuit applications; however, the proposed innovative sub-circuit introduced consists only of three components, the capacitor, leakage resistor and zener diode. From the manufacturer's point of view, using off-the-shelf solenoids and few electronic components is quite cost effective.

The switching circuit of the solenoid is instrumental for achieving a good performance of the gas injector. The special design of such a circuit, as compared with those for conventional "on-off" solenoids, is providing the injector with fast opening and closing capabilities. In addition, the driving circuit demonstrates that off-the-shelf high performance compact-sized solenoids can be used where their power rating can be
increased above their nominal value for a short period of time without causing overheating damage.

4.2 Experimental Set-up to Measure Solenoid Transient Characteristics

The experimental set-up to measure the solenoid transient force and current characteristics is illustrated in Figure 4.1. Measurements are taken at various fixed air-gap positions for different applied voltages. The set-up consists of a threaded fixture which mounts the injector on its upside down position. By threading-in the solenoid housing onto the fixture, the piezo-cell force transducer and a brass spacer can be secured between the solenoid outer casing and threaded fixture. The spacer is disk shaped with a cylindrical pin at its centre. A hole is drilled through the solenoid casing at the magnetic pole in such a way that the protruding pin comes in contact with the solenoid movable core. When the disk face is in contact with the solenoid casing, the length of the pin ensures the length of the air-gap between the solenoid core and solenoid pole. By changing the pin length, different lengths of fixed air-gaps are attained. When the solenoid is energized, the core does not move but the pulling force is transmitted from the core onto the disk and compresses the piezo-cell transducer that rests on top of the fixture. The specifications and calibration curve of the load cell are described in Appendix B.

The electronic switching circuit used to energize the solenoid coil is shown in Figure 4.2. A solid state relay with DC output manufactured by GORDOS is totem
Fig. 4.1 Schematic of the fixture to measure the solenoid force
Fig. 4.2 Switching circuit used in experimental set-up for solenoid current and force measurements
poled with a 2N2222 NPN bipolar junction transistor. A voltage of single step provides the control signal applied to the base of the transistor to turn it on and off. When the transistor is turned on, terminal 4 of the relay input is pulled low. In turn, the relay is closed and current from the voltage supply $V_2$ energizes the solenoid coil. The rise in transient force is measured with the piezo-cell transducer, and the corresponding coil currents are measured with a clamp-on current meter. Appendix C describes the specifications of the clamp-on current meter.

When the control signal is stepped to zero voltage, the transistor is turned off and terminals 3 and 4 of the relay are at equal potential. The relay is next opened, and the free wheeling diode is used in order to protect the relay by providing a path to the current and to avoid the back EMF spike from the solenoid coil. The decay of transient force and current are then measured.

4.3 Discussion of Experimental Results

Transient force and current are measured for the solenoid core fixed at five different air-gap positions. At each air-gap, the voltage is applied from 6 V to 27 V at the increments of 3 V. The figures of the test results with their corresponding air-gap positions are summarized in Table 4.1. Each figure is indicated for the variable of current or force with respect to its rise or decay, which corresponds to the source voltage being applied when the relay is closed, or removed when the relay is opened. Also indicated in the table are figure numbers of force versus current for each air-gap. The
points in the figures are from experimental measurements. The lines passing through the points are made from the simulation results of the solenoid model, and will be presented in Section 4.6.

<table>
<thead>
<tr>
<th>AIR-GAP (mm)</th>
<th>FIGURE NUMBER</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current (A)</td>
</tr>
<tr>
<td></td>
<td>rise</td>
</tr>
<tr>
<td>0.635</td>
<td>4.3a</td>
</tr>
<tr>
<td>0.535</td>
<td>4.5a</td>
</tr>
<tr>
<td>0.425</td>
<td>4.7a</td>
</tr>
<tr>
<td>0.353</td>
<td>4.9a</td>
</tr>
<tr>
<td>0.242</td>
<td>4.11a</td>
</tr>
</tbody>
</table>

Table 4.1 Air-gap positions and their corresponding current and force figures.

With reference to Figure 4.3a for a 0.635 mm air-gap, the transient and steady-state current through the solenoid coil increases as the applied voltage across its terminals is increased. For applied voltages below 15 V, the rise in current with respect to time is exponential in shape. Above this applied voltage, the current has a steep rise and next bends rapidly to its steady-state value. These differences in the shape of the current time response is an indication of a changing coil inductance, which is a function of flux magnitude. This trend is seen in all the test results of current rise at all air-gap positions (Figures 4.3a, 4.5a, 4.7a, 4.9a, 4.11a). Current effects due to air-gap positions are not
Fig. 4.3a Rise of current in solenoid coil, air-gap 0.635 mm
Fig. 4.4a Rise of solenoid force, air-gap 0.635 mm
Fig. 4.4b Decay of solenoid force, air-gap 0.635 mm
Fig. 4.5a Rise of current in solenoid coil, air-gap 0.535 mm
Fig. 4.6a Rise of solenoid force, air-gap 0.535 mm
Fig. 4.6b Decay of solenoid force, air-gap 0.535 mm
Fig. 4.7b  Decay of current in solenoid coil, air-gap 0.425 mm
Fig. 4.8a Rise of solenoid force, air-gap 0.425 mm
Fig. 4.10a  Rise of solenoid force, air-gap 0.353 mm
Fig. 4.10b Decay of solenoid force, air-gap 0.353 mm
Fig. 4.11b Decay of current in solenoid coil, air-gap 0.242 mm
Fig. 4.12a Rise of solenoid force, air-gap 0.242 mm
Fig. 4.12b Decay of solenoid force, air-gap 0.242 mm
perceivable from the test results, although from theory it is expected that the inductance decreases for an increase in the air-gap.

The corresponding transient force measurements for the 0.635 mm air-gap are shown in Figure 4.4a. The shape of the force rise for an increase in applied voltage are similar to that of the current time responses. This is expected since the solenoid force of attraction is generated from the coil current. The major difference observed between the current and force responses is at steady-state values. The current steady-state values are separated successively by the incremental voltage difference of 3 V divided by the internal resistance of the coil (1.7 Ω) plus resistance of the solid state relay (0.4 Ω). The steady-state force measurements are not consistently separated, but tend to approach a maximum force. This trend in force is seen in all five sets of air-gap positions (Figures 4.4a, 4.6a, 4.8a, 4.10a, 4.12a), and is attributed to the force saturation. Steady-state solenoid force saturation as a function of coil current is summarized in Figure 4.13. Moreover, the figure shows that larger solenoid forces can be attained when the air-gap is reduced.

Since the solenoid force is generated from the coil current, force saturation suggests that there is a maximum effective current to produce a maximum force. Any current above this maximum is not effective since no larger force can be generated. This indicates that there should be a limit to the voltage applied across the solenoid coil to produce this maximum coil current. These statements are true if only steady-state forces are considered. With reference to any relationship of force rise, such approach to force
Fig. 4.13 Steady-state solenoid force as a function of coil current
saturation is obvious. However, as the applied voltage is increased, the rate of the force increase is augmented. This indicates that a high applied voltage across the coil is constructive to produce a large solenoid force 'rapidly'. Thus, the applied voltage across the solenoid coil should not be limited regarding the current saturation and a high voltage is desirable to generate a rapid force increase at the beginning of the injector opening when it is particularly needed.

Figure 4.14 shows the effect of air-gap on the transient forces for an applied voltage set at 24 V. A faster force increase occurs for smaller air-gaps, although the inductance is larger. This is because a larger magnetic flux is being generated at smaller air-gaps for the same voltage.

Figure 4.3b shows the experimental data for current decay at an air-gap of 0.635 mm. It can be observed that the current decay starting from a higher steady-state current, has a shorter response time. This similarity is seen in all the figures of current decay for the air-gaps at all fixed positions (4.3b, 4.5b, 4.7b, 4.9b, 4.11b). In addition, when the graphs showing the current decay curves are compared, as the air-gap progressively gets smaller, the beginning of the current decay is earlier for smaller air-gaps. These observations are attributed to the variable inductance that is becoming smaller at larger flux magnitudes. Therefore, more flux is attained at smaller air-gaps at a given current, and also more flux occurs at higher current values.

Since the solenoid force is also dependent on the magnetic flux, the force decay at a fixed air-gap position has a shorter response time when higher steady-state current
Fig. 4.14  Transient force response at various air-gaps for 24 V input
values are attained. This phenomenon is seen in all the figures of the force decay (4.4b, 4.6b, 4.8b, 4.10b, 4.12b). A comparison of forces obtained with the air-gap being decreased, indicates that it takes more time for the force to decay for smaller air-gaps, although all the initial currents started at the same value. This is because of the fact that larger steady-state forces are obtained for the same current if the air-gap is reduced, and the force starts to decay from an initially higher value which takes more time to reach the zero value.

The experimental data are re-plotted in Figures 4.15 to 4.19 to show the force versus current for the five air-gap positions. With reference to Figure 4.15, for an air-gap of 0.635 mm, the transient force as a function of transient current forms a hysteresis loop around the steady-state force versus current curve, which is shown as the solid line. The transient current and the resulting transient force increase is towards the right of the steady-state curve due to the voltage application. Towards the left of the steady-state curve, the variables are decreasing due to the removal of the applied voltage.

As the applied voltage is being increased, the hysteresis loop gets larger. The transient curves shift towards the right which is an indication of a faster force and current response. Also, the steady-state force increases as the steady-state current increases. However, the final force asymptotically approaches the saturation value. When the applied voltage is being removed, both, the steady-state current and the force decay. Independently of the initial steady-state force, all force decays eventually converge
Fig. 4.15 Solenoid force hysteresis loop for air-gap 0.635 mm
Fig. 4.16 Solenoid force hysteresis loop for air-gap 0.535 mm
Fig. 4.17 Solenoid force hysteresis loop for air-gap 0.425 mm
Fig. 4.18 Solenoid force hysteresis loop for air-gap 0.353 mm
Fig. 4.19 Solenoid force hysteresis loop for air-gap 0.242 mm
asymptotically towards a common limit line. Similar characteristics are observed for all the force hysteresis loops at fixed air-gap positions as shown in Figures 4.16 to 4.19.

4.4 Derivation of Solenoid Coil Nonlinear Inductance, Velocity Induced Voltage, and Solenoid Electromagnetic Force

Figure 4.20 is an illustration of the magnetic circuit for the cylindrical solenoid. Positive force and displacement of the solenoid core are in the direction away from the magnetic pole. The path of the magnetic flux passes through the coil windings, the solenoid movable core and casing, and through two air-gaps. The reluctance at the pole end with variable air-gap \( h \) and the reluctance at the boss end with fixed air-gap \( y \), is given by:

\[
\mathcal{R}_1 = \frac{h}{\mu_0 A_1} + \frac{y}{\mu_0 A_2}
\]  

(4.1)

where \( \mu_0 \) is the permeability of the free space. \( A_1 \) and \( A_2 \) are respectively the pole end and the boss end effective areas that are normal to the magnetic flux path.

Although, the material of the core is known to be 1215 carbon steel, the reluctance of the core is expressed by a simple model in order to ease the mathematical manipulation and to circumvent the necessity to correct its value due to any unknown contributions. The equation representing the reluctance of the core and casing material is dependent on the magnitude of the magnetic flux \( \phi \) and on the length of the core that the flux traverses through; it accounts for flux saturation by the material properties. The
Fig. 4.20 Magnetic circuit for solenoid
mathematical model, where the material parameters $a_1$ and $a_2$ are to be determined from an experiment, is expressed by:

$$\mathfrak{R}_2 = \frac{a_1}{a_2 - \phi}$$  \quad (4.2)

The material reluctance, as described by Equation (4.2) is derived from Froelich's [42] equation which is a mathematical approximation to the magnetization curve relating the magnetic flux density $B$ to the field intensity $H$; it is expressed as:

$$B = \frac{c_1 \cdot H}{c_2 + H}$$  \quad (4.3)

Equation (4.3) embodies two asymptotes. For low field intensities $H$ (or equivalently low current $i$), the flux density $B$ (or equivalently flux $\phi$) is linearly related to the ratio $c_1/c_2$ ($c_1$ and $c_2$ being material constants). For large $H$, the flux density $B$ is saturated at a value that is proportional to the constant $c_1$. Between the two asymptotes the magnetization curve is exponential in shape. The parameters $a_1$ and $a_2$ in Equation (4.2) may be shown to be related to the constants $c_2$ and $c_1$. Summarizing:

$$H \to 0 \quad B \to \frac{c_1}{c_2} H$$

$$H \to \infty \quad B \to c_1$$
From Equations (4.1) and (4.2), the current $i$ through a simple coil as shown in
Figure 4.2, is related to the magnetic flux as the sum of the reluctances in series, given
by:

$$N \cdot i = \frac{h}{\mu_0 A_1} \cdot \phi + \frac{y}{\mu_0 A_2} \cdot \phi + \frac{a_1}{a_2 - \phi} \cdot \phi \tag{4.4}$$

where $N$ is the total number of coil windings. The total derivative of Equation (4.4) with
respect to $h$ and $\phi$, after rearranging the terms, is:

$$d\phi = \frac{N}{R_1 + \frac{a_1 a_2}{(a_2 - \phi)^2}} \cdot di - \frac{\phi / (\mu_0 A_1)}{R_1 + \frac{a_1 a_2}{(a_2 - \phi)^2}} \cdot dh \tag{4.5}$$

The general form of Equation (4.5) for the flux, as a nonlinear function of the coil
current $i$ and the core air-gap $h$, is:

$$\phi = \phi(i, h) \tag{4.6}$$

and the total derivative of Equation (4.6) is:

$$d\phi = \left(\frac{\partial \phi}{\partial i}\right) \cdot di + \left(\frac{\partial \phi}{\partial h}\right) \cdot dh \tag{4.7}$$

A comparison of the coefficients from Equations (4.5) and (4.7) shows that the partial
derivatives are:

$$\frac{\partial \phi}{\partial i} = \frac{N}{R_1 + \frac{a_1 a_2}{(a_2 - \phi)^2}} \tag{4.8}$$
and

\[ \frac{\partial \phi}{\partial h} = \frac{-\phi / (\mu_0 A_1)}{\mathfrak{a}_1 + \frac{a_1 a_2}{(a_2 - \phi)^2}} \]  

(4.9)

The induced voltage across the coil due to the changes from the magnetic flux, based on the Faraday's law and on the substitution from Equation (4.7), is:

\[ V_\phi = N \cdot \frac{d \phi}{dt} = N \cdot \left( \frac{\partial \phi}{\partial i} \right) \cdot \frac{di}{dt} + N \cdot \left( \frac{\partial \phi}{\partial h} \right) \cdot \frac{dh}{dt} \]  

(4.10)

The equation can be rewritten, after substitution of the partial derivatives from Equations (4.8) and (4.9), as:

\[ V_\phi = L(\phi, h) \cdot \frac{di}{dt} - H_v(\phi, h) \cdot \frac{dh}{dt} \]  

(4.11)

where the nonlinear inductance of the coil and the nonlinear velocity coefficient, as a function of flux magnitude and air-gap length, are respectively:

\[ L(\phi, h) = \frac{N^2}{\mathfrak{a}_1 + \frac{a_1 a_2}{(a_2 - \phi)^2}} \]  

(4.12)

\[ H_v(\phi, h) = \frac{L(\phi, h) \cdot \phi}{\mu_0 A_1 N} \]  

(4.13)

The second term on the right side of Equation (4.11) is the velocity induced voltage which is dependent on the magnitude of the core velocity. When the core is moving...
towards the magnetic pole, the velocity induced voltage is negative in magnitude. This indicates that the source is supplying the electrical energy for the conversion into mechanical energy. When the core moves away from the magnetic pole, the velocity induced component is positive, indicating that the mechanical energy is converted to the electrical energy and is returned to the source.

Equation (4.12) indicates that the coil inductance increases as the air-gap is reduced, or as the magnetic flux is reduced. Equation (4.13) shows that the velocity coefficient increases with the coil inductance that results from a reduction in the air-gap. The coefficient also increases with an increase in flux, and then it would decrease as the flux approaches saturation due to the fact that the inductance reduces at a faster rate.

The electromagnetic force of the core attraction created by the solenoid is determined from the stored magnetic energy [43] $W(\phi, h)_{mag}$:

$$F_s = - \frac{\partial W(\phi, h)_{mag}}{\partial h} = - \frac{\partial}{\partial h} \left( \int_0^\Phi N i \cdot d\psi \right) = - \frac{\Phi^2}{2A_1 \mu_0} \quad (4.14)$$

where the integrand is given by Equation (4.4) and $\Psi$ is a dummy variable for integration. The negative sign indicates that the force is directed towards the magnetic pole, and it tends to reduce the air gap reluctance.
4.5 Mathematical Model of Solenoid Transient Characteristics

The equivalent circuit for the solenoid coil is shown in Figure 4.21. The variable resistor $R_c$ across the coil inductance accounts for eddy current losses in the core, which are ohmic in nature. By considering eddy current losses, hysteresis is introduced into the magnetization curve of the solenoid model. The leakage inductance $L_l$ in series with the coil accounts for flux leakages, which tends to increase the overall system inductance. The series resistor $R_l$ represents the internal resistance of the coil. The number of $N$ coil windings is applied in order to obtain the resistance $R_l$ for rated power. The current supplied from the source is termed the "exciting current" $i_e$, while the current through the coil that produces the magnetic flux, as given by Equation (4.4) is termed the "magnetizing current" $i_m$. The difference, $i_e - i_m$, is the core-loss component of current.

With reference to Figures 4.2 and 4.21, the governing equations for the solenoid model are written as follows. The voltage across the solenoid coil is:

$$V_\phi - V_e = (i_e - i_m) \cdot R_c$$

(4.15)

where the voltage $V_e$ at node-$B$ is at zero potential. The exciting current from the voltage source through the flux leakage inductance is:

$$i_e = \frac{1}{L_l} \int (V_s - i_e \cdot R_l - V_\phi) \, dt$$

(4.16)
Fig. 4.21 Equivalent circuit for solenoid
The magnetizing current through the coil, including the effects of core velocity, is:

\[ i_m = \frac{1}{L(\phi, h)} \int (V_\phi - V_c + H_c(\phi, h) \frac{dh}{dt}) dt \]  \hspace{1cm} (4.17)

4.6 Parameter Estimation and Simulation Results

The internal resistance \( R_i \) of the solenoid coil has been measured and was found to be 1.7 Ω, with the number of coil windings \( N \) counted as 230 turns by cutting open the solenoid. The pole end and boss end effective areas, \( A_1 \) and \( A_2 \), obtained from measurements of the solenoid geometry, are estimated to be 4.9265x10^-3 m² and 10.733x10^-4 m², respectively. The length of the fixed air-gap \( y \) is measured to be 0.5 mm.

The material parameters, \( a_1 \) and \( a_2 \) from Equation (4.2), are dependent on the length of the variable air-gap \( h \) and are estimated from the force and current measurements. Figure 4.22 shows the magnetization curve of flux versus current for the 0.635 mm core air-gap. Flux values are calculated from Equation (4.14) since the solenoid forces are known. The flux versus current at steady-state conditions after voltage application, is plotted as the eight square points. The first two terms on the right side of Equation (4.4), representing the effects of the pole and boss end air-gaps and their combined effects, are shown as straight line permeance (reciprocal of reluctance). To isolate the effect due only to the material reluctance at these eight measurements, the
Fig. 4.22 Steady-state magnetization curve for air-gap 0.635 mm
Fig. 4.23 Steady-state magnetization curve for air-gap 0.535 mm
Fig. 4.24 Steady-state magnetization curve for air-gap 0.425 mm
Fig. 4.25 Steady-state magnetization curve for air-gap 0.353 mm
Fig. 4.26 Steady-state magnetization curve for air-gap 0.242 mm
Fig. 4.27 Material parameters corresponding to Equation (4.2)
values contributing to the two air-gaps are calculated and are subtracted from the right side of the magnetomotive force \((N_i)\) values. The results divided by the number of coil turns \(N\) is the current contribution to produce the flux through the core material only. The eight flux points are then plotted against these current values, and are shown as circle-points on the figure.

With the current contribution and flux known for the core material, the parameters \(a_1\) and \(a_2\), which are constant for a particular fixed air-gap, can be determined from Equation (4.4). Using the values from the last seven measurements (refer to Figure 4.22), the curve fitted through these points determines the values of the two constants. A plot of the values representing the last term from Equation (4.4), using the constants now known, is shown in the figure as a curve passing through the circular points. This curve will be termed the "steady-state" magnetization curve for the core material. The effect of flux saturation as the current rises is clearly shown, and is limited by the constant \(a_2\). As shown in the Figure 4.22, the first point deviates much from the curve and was not taken into consideration in the curve fitting process. This is because the Equation (4.2) is only a good approximation for the values above the bend of the magnetization curve. This does not diminish the merit of Equation (4.2) since the objective is to obtain a fast current rise.

The complete effect due to the two air-gap and material reluctance can now be evaluated from Equation (4.4) and is plotted as the curve passing through the original experimental (square) points. This curve will be termed the "steady-state" magnetization
curve for the solenoid. Flux saturation now occurs at higher current values because the air-gaps have the effect of shifting the magnetization curve of the core to the right.

At low flux values, the reluctance is essentially a combined reluctance of the two air-gaps. As the flux increases, the material reluctance dominates and approaches infinity. Also shown in the figure is the effect of the flux on the coil inductance of Equation (4.12). The inductance decreases with an increase in flux, which indicates faster current and force responses.

A similar procedure is applied to determine the material parameters for the other four sets of steady-state magnetization curves, that are shown in Figures 4.23 to 4.26. The material parameters are summarized in Figure 4.27 as a function of the air-gap. Parameters between the points evaluated from experiment can be interpolated. Parameters for the air-gap values from zero to minimum can be extrapolated.

The steady-state magnetization curves derived for the solenoid for the five sets of fixed air-gaps, are summarized in Figure 4.28. As the air-gap is reduced, higher steady-state magnetic flux values are attained at a given current. The flux saturates at a higher value but it takes less current to obtain the flux saturation. Also shown in the figure is a summarization of the inductances for changes occurring in the air-gap. At low flux values, the inductance is larger at smaller air-gaps. As the flux increases, the inductance decreases. When the flux has increased to such an extent that the saturation comes into effect, near the bend of the magnetization curve, the inductance at smaller air-gaps is becoming lower than that for larger air-gaps.
Fig. 4.28 Summary of solenoid steady-state magnetization curves and inductions for different air-gaps.
The experimental data points from Figures 4.3 to 4.4 for the 0.635 mm air-gap are re-plotted in Figure 4.29 in the form of a magnetization curve. Similar re-plots are performed for the other four air-gap positions from their experimental data, as shown in Figures 4.30 to 4.33. The solid line is the steady-state magnetization curve for the solenoid. The transient points obtained from experiments form a hysteresis loop around the steady-state magnetization curve. To the right of the curve are the transient results after the source voltage is applied, while to the left of the curve are shown the results after the source voltage is removed. When the voltage is removed, the decay of all flux values converges to a reluctance asymptote. As well, the hysteresis loop grows larger as the applied voltage is increased.

The curves passing through the experimental data points are simulation results of the solenoid coil equivalent circuit model shown in Figure 4.21. When the source voltage is applied, the shape of the hysteresis loop depends on the resistor value $R_r$ in Equation (4.14), and the curves can be shifted left or right depending on the value of the flux leakage inductance $L_t$ in Equation (4.15). For the voltage removal, one constant resistance value is sufficient to create the model. In summary, the values for $R_r$ and $L_t$, that are sufficient to model the solenoid eddy current and flux leakage losses in the equivalent circuit to produce the desired shape of the hysteresis loop, are respectively:
Fig. 4.29 Solenoid flux dynamic hysteresis loop for air-gap 0.635 mm
Fig. 4.30 Solenoid flux dynamic hysteresis loop for air-gap 0.535 mm
Fig. 4.31 Solenoid flux dynamic hysteresis loop for air-gap 0.425 mm
Fig. 4.32 Solenoid flux dynamic hysteresis loop for air-gap 0.353 mm
Fig. 4.33 Solenoid flux dynamic hysteresis loop for air-gap 0.242 mm
\[ R_c = b - (b - 1) \frac{\Phi}{a_2} \]

where \[ R_c = 20 \, \Omega \] for \( \frac{di_m}{dt} < 0 \) \hspace{1cm} (4.18)

and \[ b = -7633.6 \cdot h + 10.85 \] for \( \frac{di_m}{dt} \geq 0 \)

\[ L_l = (763.4 \cdot h + 0.0653)^2 \cdot L(\phi, h) \] \hspace{1cm} (4.19)

Equations (4.18) and (4.19) are generalized to account for all air-gap lengths. It should be noted that a discontinuity arises when the current condition in equation (4.18) are changed from the application to the removal of the source voltage. When this condition change occurs, both constants \( a_1 \) and \( a_2 \) must be multiplied by the following coefficient for continuity:

\[ a_{cof} = 443.2 \cdot h + 0.2518 \] \hspace{1cm} (4.20)

Referring back to the current and force time responses of Figures 4.3 through 4.12, and to Figures 4.15 to 4.19 for the force versus current hysteresis graphs, the curves from the simulation results agree well with the test results. This demonstrates the adequacy of the electrical and magnetic mathematical model for the solenoid driving circuit and the coil characteristics.
4.7 Switching Circuit Description

The electrical switching circuit used to enhance the speed of injector solenoid opening and closing is shown in Figure 4.34. Part of the driving circuit is similar to that shown in Figure 4.2 and its function is described in Section 4.2. Instead of the node-B of the solenoid coil being at ground potential, it is now connected to the parallel circuit consisting of a capacitor $C$, a resistor $R_l$, and a zener diode.

During the injector opening phase, the solid-state relay is switched into its closed position while the capacitor is initially discharged. This allows the complete charge of the voltage source $V_s$ to be supplied across the solenoid coil which creates a large current "boost" of short duration through the coil. This generates a rapid rise in the solenoid force which is required only at the beginning of the injector opening to overcome the spring preload force and the inertia force to quickly accelerate the injector needle before its fully open position. While the capacitor is being charged to its maximum voltage that is limited by the zener diode, the "boost" current peaks and then decays. The value of the zener diode is selected so that at steady-state conditions the voltage across the coil will be at its nominal 12 V and the current will be at 7 A, approximately. Returning fast the solenoid voltage and the current to their nominal values protects the coil from excessive heating and reduces the possibility of damage. In addition, once the injector needle is almost fully lifted, a large solenoid force is no longer required. A much smaller force is only required to balance the spring force that tends to close the injector.
Fig. 4.34 Switching circuit to control solenoid force generation
When the solid-state relay is switched to its open position, the applied voltage is instantly removed but the current continues to flow through the solenoid because of the coil inductance. Hence, the protection diode connecting the solid-state relay output to the ground is to protect the relay from the resulting negative voltage spike. Since the capacitor is already fully charged, the capacitor voltage helps to oppose the continuation of the current flow. This expedites the current deceleration and results in a fast decay of solenoid force, helping the injector needle to close rapidly. The resistor \( R_i \) is provided for the capacitor to discharge before the start of the next injection cycle.

### 4.8 Mathematical Model of Switching Circuit

Equations (4.15), (4.16) and (4.17) can be considered, respectively, as valid mathematical descriptions of the voltage across the solenoid coil, the exciting current through the flux leakage inductance, and the magnetizing current through the coil. The voltage at node-B, is described by the capacitor voltage that is limited by the zener diode expressed as:

\[
V_c = \int_0^t \left( i_c R_i - \frac{V_c}{R_i C} \right) \, d\tau \quad \text{for} \quad V_c < V_z
\]

\[
\text{and} \quad V_c = V_z \quad \text{for} \quad V_c \geq V_z
\]  

(4.21)

where \( V_z \) is the zener diode voltage and \( \tau \) is a dummy variable for integration.
4.9 Summary

A comprehensive mathematical model of the solenoid has been presented. The model is derived from fundamental electromagnetic concepts which include the consideration of the ferromagnetic material reluctance (combined material effects of the solenoid core and casing); it is based on an equivalent circuit similar to that used in the study of power transformers. The solenoid study with the consideration of eddy current and flux leakage losses, which leads to the presentation of a steady-state magnetization curve and a dynamic hysteresis loop in the description of the electrical solenoid with step voltages as input, is both innovative and contributing to a better understanding of solenoid transient behaviour.

The mathematical model is general, and can be applied to describe any electromagnetic solenoid. It must be pointed out that both, the steady-state and the transient experimental force and current measurements, are required to complete the solenoid model. This is because the parameters of the model are specific to a particular class of solenoids.

The steady-state measurements, at various air-gap lengths, are needed to determine the material reluctance parameters $a_1$ and $a_2$ of Equation (4.2). The procedure to determine these two parameters is straight-forward, and can be reviewed as described in Section 4.6. With reference to Figures 4.22 to 4.26 for illustrative purposes, the material reluctance is the reciprocal of the slope of the steady-state magnetization curve for the core. At very low current values, Equation (4.22) is not a good representation
of the experimentally extracted flux values. This modelling deficiency would reflect in obtaining incorrect values of the solenoid steady-state forces generated, as shown in Figure 4.13 at current values of approximately 3 A. This does not diminish the validity of the material reluctance equation since its objective is to provide solutions for a large current and a fast transient response. In other words, low current values are not sustained long enough to significantly affect the system responses.

With reference to Figure 4.13, deviations between the model and experimental steady-state forces are most likely due to the test set-up and testing procedure. During the experiments, it was noted that the consistency of the force measurements were to some extent affected by the amount of preload applied to the piezo-cell force transducer. To circumvent this problem, a micrometer with its ratchet effect that supplied a constant low force was used to preload the transducer. Another problem occurred when the injector was placed on its test-stand, in that the wire connecting the force transducer tended to move the lightly preloaded transducer while it was being moved. This in turn would upset the initial preload setting and would affect the force measurements. It can be suggested for the future work, that a more controlled test environment be established to eliminate these effects. However, the experimental values shown in Figure 4.13 indicate that the data are quite consistent in curvature shape and approach the force saturation as expected.

For a given air-gap, the solenoid transient force and flux forms a hysteresis loop as a function of current. When the voltage is applied, the shape of the simulated flux
curve can be controlled by the value assigned to the eddy current resistance parameter \( R_e \). As well, this flux curve can be shifted left or right depending on the value assigned to the flux leakage inductance \( L_f \). In addition, when the applied voltage is removed, the material reluctance parameters \( a_1 \) and \( a_2 \) have to be multiplied by a coefficient for continuity. These parameters and coefficient were adjusted until the simulated force and current transient responses matched the data obtained from experiments. It must be admitted that although the parameters and coefficient are described by continuous equations in order to be valid for all air-gap lengths, they were determined on a trial and error basis. For future work, a more systematic method should be established to determine these equations in a more comprehensive manner.

The dynamic hysteresis loop for the solenoid generated force, or similarly for the magnetic flux at a given air-gap, expands horizontally along the current axis as the applied voltage is increased. For example, this characteristic is shown in Figure 4.15 for the solenoid force and in Figure 4.29 for the magnetic flux at a fixed air-gap of 0.635 mm. It can be seen that the time rate of current and force rise decreases towards the right of the steady-state curve, which happens also when the inputs of applied step voltages are larger. This characteristic of fast force time response is desirable to result in a quick injector opening. It must be pointed out that as the curves shift toward the right, the coil inductance also increases. This is because at a given fixed current value, the magnetic flux decreases for larger applied voltages. As verified by Equation (4.12), a decrease in magnetic flux increases the coil inductance. Thus, the improvement in transient force and current responses cannot be attributed to the inductance getting
smaller, but is rather due to the fact that the potential difference across the coil is larger. This leads to the conclusion that an expanding hysteresis loop is undesirable, not just from the energy loss considerations but also because of the simultaneous coil inductance increase. Thus, the solenoid characteristics study can provide solenoid manufacturers some insight into the means of producing a faster responding solenoid. It can be concluded that the width of the dynamic hysteresis loop should be limited so that the increase in the coil inductance is kept to smaller values. A small inductance allows fast current response and thus force generation will also be faster. This can be achieved by reducing the flux leakage (i.e. shifting the flux transient curves towards the left, closer to the steady-state magnetization curve) and by reducing the amount of eddy current losses (reshaping the flux transient curves more towards the steady-state magnetization curve). An approach similar to that taken in power transformers can be applied to reduce eddy currents by lamination of the iron-core [8].

For any fixed air-gap, it is interesting to note that when the applied voltage is removed, the magnetic flux (and equivalently the solenoid force) decays toward a common asymptote independent of the initial current. An example of this phenomenon is illustrated in Figure 4.29 for flux at an air-gap of 0.635 mm. With reference to Equation (4.12), the common flux at the asymptote line indicates that eventually a constant inductance is reached. Since this asymptote line is to the left of the steady-state magnetization curve, the constant inductance is also of the smallest magnitude for this air-gap. With reference to Figure 4.33 for a smaller air-gap of 0.242 mm, the asymptote line lies even further to the left of the graph which indicates that the
inductance is also smaller. These characteristics of a small inductance are desirable for fast current decay which leads to a fast force decay to close the injector quickly.
CHAPTER 5

SIMULATION OF GASEOUS FUEL INJECTION PROCESSES
FOR VERIFICATION OF THE THEORETICAL CONCEPTS

5.1 Introduction

The developed mathematical model of the solenoid injector is tested by substituting the design parameters and investigating their impact on the gas injection characteristics. This evaluation is to provide some 'a priori' knowledge to what values the design variables should approximately have before the system is optimized for optimum performance.

5.2 Mechanical and Electrical System Dynamic Performance

The dynamics of a solenoid-operated injector discharging natural gas directly into the combustion chamber of a diesel engine is computer simulated to verify the mechanical and electrical performances and control concepts. Simulation is performed for a typical set of variables consisting of the voltage source $V$ (36 V), spring constant $K$ (80 kN/m), spring preload $F$ (10 N) and capacitor charge $C$ (640 μF). These variables have been chosen since they have significant influence on the performance of the injector.

Figure 5.1 shows the needle motion ($h_{\text{net}}-h$) and solenoid force ($F_s$) variations with respect to the time. Application of the pulse width command voltage to open the injector is at time zero and removal of the voltage to close the injector is at 5.0 ms.
Fig. 5.1 Injector needle travel ($h_{max} - h$) and solenoid force ($F_s$) variations during simulated gas injection process.
Figure 5.2 shows the voltage applied to the solenoid \( V \), the capacitor voltage \( V_C \), voltage across the solenoid \( V_{el} \), and the exciting \( i_e \) and magnetizing \( i_m \) currents through the coil. These variables can be identified from the circuit diagram of Figure 5.1 and from the solenoid coil equivalent circuit of Figure 4.21.

At the beginning of the injection process, the capacitor is initially discharged, when the 36 V across the solenoid is applied. As the exciting current initiates, the solenoid force starts to increase. The capacitor begins to charge that results in gradual decrease of the voltage across the solenoid. However, the current continues to rise due to the solenoid coil inductance and peaks at about 12 A at 1.28 ms. After a delay of 0.75 ms, the needle starts to rise as the solenoid force balances the combined effect of the spring preload and the gas pressure forces acting on the needle. Then, within 1.60 ms, the needle rapidly accelerates and reaches its full lift position. During this acceleration period, the increase in solenoid force is due to the rise in current and to the reduction in the air-gap. Even after the current has reached its maximum, the solenoid force continues to rise because of the progressing reduction in the air-gap. The solenoid force attains its maximum when the injector becomes fully open; then, it decreases due to decaying current.

The voltage across the capacitor is limited by the zener diode to protect the solenoid coil from excessive heating in such a manner that at steady-state conditions the voltage and current will return to their nominal values of 12 V and 7 A. The large current "boost" applied provides a rapid increase in solenoid force in order to reduce the
Fig. 5.2 Voltage applied to solenoid ($V_s$), capacitor voltage ($V_c$), voltage across the solenoid ($V_{sol}$) and the exciting ($i_e$) and magnetizing ($i_m$) currents through the coil during simulated gas injection process.
time delay to overcome the spring preload force. This helps in accelerating the needle
to its fully open position.

When the relay is opened, the relay protection diode limits the negative voltage
spike to -0.7 V since the current continues to flow through the solenoid due to the coil
inductance. The next function of the capacitor is to provide an opposing voltage across
the solenoid to decelerate the current through the coil. This, in turn results in a rapid
reduction of the solenoid force, so that the spring force can close the injector with
minimum closing delay and fall time. The solenoid force is next seen to decay instantly
as the relay opens. The needle starts to move down after 0.05 ms of delay, and then
rapidly falls within 1.0 ms.

The capacitor voltage could be maintained at its zener diode limit (12 V) until the
drop in current through the solenoid becomes insufficient to sustain the limiting voltage
across the resistor. At this current value, the capacitor begins to discharge through the
resistor and the current opposing voltage across the solenoid starts to decrease. When
there is no more current flowing through the solenoid, the voltage across the protection
diode equals that of the capacitor voltage. Eventually the capacitor will totally discharge
before the next injection cycle.

The magnetizing current lags behind the exciting current because of the flux
leakage inductance. The velocity-induced voltage has negligible effect, except for a
slight increase in the time taken for the current to reach zero during the needle closing
phase.
5.3 Gas Flow Characteristics

Figure 5.3 shows the status of the pressure within the injector for the opening and closing of the injector orifice. When the needle lifts up, the injector pressure drops exponentially from its initial pressure of 10 MPa. This is because the injector nozzle is discharging gas to the combustion chamber. This pressure drop can be reduced by increasing the metering valve orifice opening. When the solenoid is de-energized and the needle closes the exit orifice, the injector pressure recovers exponentially to its original value before the next injection occurs. The time required for the pressure recovery can be reduced by increasing the metering valve orifice opening.

Figure 5.4 illustrates the gas mass flow rate entering the injector chamber from the gas supply remaining at constant pressure and the mass flow rate exiting the injector into the combustion chamber where the constant pressure is assumed. As soon as the needle starts lifting, the mass flow exiting the injector rises rapidly to a maximum. Then it starts to decrease at a slow rate due to the injector pressure decrease. When the solenoid is de-energized the exit mass flow rate decreases to zero when the needle closes the injector.

The mass flow rate entering the injector chamber from the gas supply source rises exponentially when the needle is lifted off its seat. When the needle is closed, this mass flow continues until the pressure within the injector chamber returns to its initial pressure which is equal to the supply pressure.
Fig. 5.3  Injector pressure and needle lift for two injection cycles
Fig. 5.4  Mass flow rate entering and mass flow rate exiting the injector chamber

Fig. 5.5  Sonic flow indication for metering valve orifice and injector orifice
Figure 5.5 is a plot of Equation (3.10), which is an indicator of sonic or subsonic orifice flow. As illustrated in the figure, as soon as the injector needle is lifted off its seat, the nozzle exit orifice is always at sonic flow conditions until it closes. The metering valve orifice is never at sonic flow conditions.

5.4 Performance Index Study of System Variables

Variations of a set of design variables that greatly influence the injector dynamic performance is studied. The design variables are selected as the voltage source $V$, spring preload $F$, spring constant $K$ and capacitor $C$. Changes to the design variables are limited to ranges that are considered physically realizable, given as:

\[
18 \text{ V} \leq V \leq 36 \text{ V} \\
5 \text{ N} \leq F \leq 25 \text{ N} \\
20 \text{ kN/m} \leq K \leq 140 \text{ kN/m} \\
100 \mu\text{F} \leq C \leq 1120 \mu\text{F}
\]

The performance of the injector dynamics due to variations from the design vector is measured by a time performance index defined as:

\[
PI = t_d + t_r + t_c + t_f
\]  
(5.1)

where the four important time objectives for a minimum performance index are taken to be:

- $t_d$ - delay time in injector opening
- $t_r$ - time duration for injector lift
- $t_c$ - delay time in injector closing
- $t_f$ - time duration for injector fall
Results obtained from the design variable changes are shown in Figures 5.6 and 5.7. Figure 5.6 shows variations in the performance index for changes in capacitance. Each curve shown is for a different voltage value while the spring rate and preload are the same at their mid-range values of 80 kN/m and 15 N.

For small capacitances, the performance index has large values because the capacitor charges up too quickly to provide sufficient current "boost" to generate a large solenoid force to open the injector. When the capacitance are at even lower values, the injector cannot open because of this quick capacitor charging effect.

For a fixed voltage, as the capacitance increases, the performance of the injector improves. This is because the boost current becomes more effective in generating a sufficient solenoid force to decrease the opening delay $t_o$ and to increase the acceleration of the needle opening thereby reducing the time duration for the injector lift $t_n$.

As the capacitance continues to increase, the injector performance for all the curves of different voltage input improves and then level off. With reference to the 36 V supply voltage curve, after the current boost attains a peak value the current eventually returns to its 7 A nominal value before the voltage is removed to close the injector. This was also observed for all the other curves from their simulation results. However, for the 36 V curve, for capacitor values starting at between 800 and 900 $\mu$F and greater, the current is greater than the nominal value when the injector starts to close. It is expected that the performance curve will worsen and will start to increase again after some capacitor value greater than 1120 $\mu$F. The shape of the performance index curve will
Fig. 5.6 Performance Index $P_I$ vs. capacitance for different voltages
Fig. 5.7 Performance Index vs. spring rate for different spring preloads
then be concave. Thus, for larger capacitor values the performance index will increase because both the delay before closing time \( t_r \) and the duration of injector fall time \( t_f \) will increase. This effect is attributed to the greater voltage differential across the solenoid which results in a larger current flow. Then, after the current reaches its peak and decays, it would end at a larger value than for a smaller capacitor, at the instant when the command signal is removed. This larger current takes longer time to decay even though there is an opposing voltage. In turn, the solenoid force which is a function of current, will also take a longer time to decay.

Figure 5.7 shows the results of the performance index for variations of the spring rate. Each curve represents a different spring preload, while the voltage and capacitor variables are held at their mid-range values of 27 V and 610 \( \mu \)F.

For a large spring preload (20 N curve), increasing the spring rate deteriorates the injector performance because there is more compression force to oppose the needle opening acceleration. Eventually, the spring compression force becomes so great that it only allows the needle to pop open briefly.

For small spring preloads, the shape of the performance curves are concave. Increasing the spring stiffness starting at low values improves the injector performance. This is because the compromise for a decrease in both the delay in injector closing \( t_r \) and duration of fall \( t_f \) times are more beneficial although the time duration of needle lift \( t_l \) increases. Thus, a stiffer spring provides a higher closing force to accelerate the needle closing. But eventually, increasing the spring rate further results in the compromise
becoming no longer feasible and the injector performance deteriorates. This limit occurs at the minimum of the performance versus spring rate curves, and this point shifts to higher stiffness values as the preload is decreased. Inevitably, a large spring stiffness is reached that only allows the needle to pop open for too short a time duration to be considered effective in supplying fuel to the engine.

5.5 Summary

Simulation of the complete injection system model for a typical set of design variables has shown that the system performs as intended for direct gaseous fuel discharge into the cylinder of an internal combustion engine. An injection duty cycle of 5 ms over a 60 ms period is sufficient for the electrical circuitry to recover to steady-state conditions before the start of the next injection, as shown in Figure 5.2. The sample system simulation illustrated in Figure 5.3 shows that the pressure inside the injector is very close to recovery at 60 ms. Adjustment for full pressure recovery can be accomplished easily by increasing the metering valve orifice opening. Figure 5.5 shows that the mass flow through the injector orifice into the combustion chamber is always sonic. This design is intended so that the mass flow will only be a function of pressure differential across the exit orifice.

The study of the injector performance by varying the important design variables is for the purpose of attaining an estimate of the variables that will produce an optimum system performance, as a starting point for the system optimization process. In addition,
a knowledge of how the system performs can be used to verify the solution from the optimization process.

From the system performance study, it can be concluded that an optimum injector design can be achieved by:

- The supply voltage should be high, to provide a large current to overcome the spring preload and quickly accelerate the needle to its full open position.

- The capacitor value should not be small. A small capacitance charges up too quickly to provide a sufficient current boost to generate an initially large solenoid force during the injector opening stage.

- The capacitor value should not be too large. A large capacitance creates too large a current that results in an increase in injector closing delays because the solenoid force is sustained longer. It takes more time for a large current to decay than for a current of smaller value. In addition, the large current is only required during the initial opening of the injector, and should return to nominal values to protect the solenoid from overheating.

- The spring preload should be small, so that the injector opening delay is kept short.

- The value of the spring stiffness should provide the best compromise between the time of needle rise and delays from the start of needle closing and needle fall time. A stiffer spring provides a higher closing force to accelerate the needle closing.
CHAPTER 6
OPTIMIZATION
OF SOLENOID OPERATED GASEOUS FUEL INJECTOR

6.1 Introduction

Simulation based studies outlined in Chapter 6 have confirmed the feasibility of using the investigated gaseous fuel injector for direct fuel discharge into internal combustion engines, since the stringent timing requirements for its opening and closing could be achieved. Performance index studies show that the timing requirements can be still improved with proper selection of the design variables. However, the study would be time consuming because many data points are required, while the final results can only show the performance trends for particular design parameter changes. Therefore, an optimal set of the design variables cannot be concluded from such a study.

In this chapter, a systematic multivariable multiobjective constrained injector optimization procedure is described to establish an optimal set of the design variables. The Hooke and Jeeves unconstrained optimization method [44] is used with the introduction of a novel approach to account for boundary constraints. The procedure keeps track of three successive objective function values and their corresponding step lengths. Algorithm logic control is used to determine whether the optimum design variable solution lies on the boundary. The design variables are restricted to within the feasible region, and the constraint procedure may be classified as a 'self-bounding' [46] technique. A penalty function is used to account for the behaviour constraint imposed
on the current and status checking of whether the injector opens, completely opens, and completely closes at the prescribed time requirements.

An earlier optimization study made for determining an optimal set of design variables for solenoid-operated gaseous fuel injectors has been already reported [30,31]. The univariate optimization method was applied, in which at each iteration, only one variable from the set of design variables was optimized, while the remaining variables were held fixed. Although, this method resulted in an optimum solution set, the sequence in applying particular variables affected the optimization results. The optimization method presented in this chapter avoids such situation.

From the optimization study of the injection system, it can be concluded that an optimized injector design minimizes the time delays and improves the profile of the needle motion. This in turn, diminishes the deviation between the ideal and actual amount of the gas dosage supplied to the engine.

6.2 Selection of a Suitable Optimization Method

Application of optimization techniques requires the evaluation of an objective function. To obtain the function value for the solenoid/injection system, the complete dynamic model must be simulated to include the injector opening and closing time periods. Any adjustment to one or more system parameters during the optimization procedure requires the complete model to be simulated again. In addition, information about the derivatives of the objective function cannot be expressed explicitly and
analytically. Methods that require the derivatives of the objective function would result in approximations through finite difference methods and the calculation of these estimates may involve lengthy computation, as well as possible numerical rounding errors that could affect estimation of the gradient and interact with the convergence criteria [45\(^{(1)}\), 46\(^{(2)}\)]. The injector system under consideration falls into the optimization category where the function value itself and the gradient of the function is difficult or costly to evaluate. The optimization method used for the class of problems that do not require information about the function derivatives are often termed 'direct search techniques' [45\(^{(1)}\)].

Optimization of the system is further complicated by system constraints. Inequality boundary constraints must be imposed on the injector design variables so that the solution set is physically realizable. The penalty function methods, or otherwise called the transformation methods, "have proved most popular and most successful" in constrained optimization by direct search techniques [46\(^{(1)}\)], and "are of great importance in solving real life problems" [44\(^{(2)}\)].

There are two penalty function methods. One is termed the 'exterior penalty' function method and the other is termed the 'interior penalty' function method. The latter method is also called the 'barrier function' method.

The method of approach to solve a constrained optimization problem is to reformulate the problem into an unconstrained one by the addition of a penalty term to the objective function. Then, an unconstrained optimization method is used to solve the problem. The last terms on the right side of Equations (6.1) and (6.2) describe
respectively the exterior and interior penalty functions, where $\bar{x}$ is the set of design variables to be optimized, $r$ is a positive constant known as the penalty parameter, $J(\bar{x})$ is the unconstrained objective function and, $J_e(\bar{x},r)$ and $J_i(\bar{x},r)$ are the reformulated objective functions to account for the constraints [44\textsuperscript{43}, 47].

\begin{equation}
J_e(\bar{x},r) = J(\bar{x}) + r \sum_{j=1}^{n} \Gamma[g_j(\bar{x})] \tag{6.1}
\end{equation}

\begin{equation}
J_i(\bar{x},r) = J(\bar{x}) - \frac{1}{r} \sum_{j=1}^{n} \Xi[g_j(\bar{x})] \tag{6.2}
\end{equation}

The number of $n$ inequality constraints are given by

\begin{equation}
g_j \leq 0 \quad \text{for} \quad j = 1, 2, \ldots, n \tag{6.3}
\end{equation}

Some of the more common $\Gamma$ and $\Xi$ penalty functions are [44\textsuperscript{41}]:

\begin{equation}
\Gamma = \max[0, g_j(\bar{x})] \tag{6.4}
\end{equation}

\begin{equation}
\Gamma = \{\max[0, g_j(\bar{x})]\}^2 \tag{6.4}
\end{equation}

and

\begin{equation}
\Xi = -\frac{1}{g_j(\bar{x})} \tag{6.5}
\end{equation}

\begin{equation}
\Xi = \log[-g_j(\bar{x})] \tag{6.5}
\end{equation}

Equations (6.1) and (6.4) describe the applications of the exterior penalty function method. It can be seen that optimizing for the solution vector is exactly the same as
optimizing for an unconstrained system when no boundaries have been violated since the penalty function has a value of zero. In this situation, it is said that the design vector is within the feasible region. Whenever the design vector goes beyond its constraints which is outside the feasible region, the penalty function returns a value greater than zero. This positive value multiplied by a sufficiently large penalty parameter \( r \), will drive the solution away from the infeasible region back towards the boundary.

Equation (6.2) is for the application of the interior penalty function method. When the design vector is away from the boundary, but well within the feasible region, the penalty term is small. The reformulated objective function \( J_f(\bar{x}, r) \) is always greater than \( J_f(\bar{x}) \) because the penalty function given by Equation (6.5) is negative. As a design variable approaches the boundary (i.e. \( g \) approaches zero), the penalty function tends to infinity. The start of function increase depends on the selected value of the penalty parameter \( r \). Thus, subsequent large objective function values which always lie within the feasible region, act as a 'barrier' to keep the design vector from going beyond the constraint boundary.

Although the penalty function methods are the most widely used technique for constrained optimization, the methods have certain weaknesses. To determine the appropriate penalty parameter \( r \) for the interior penalty method [44^{69}], the parameter must first be selected at some suitable value greater than zero. The system is optimized using an unconstrained optimization method and the solution must be tested for optimality. If not, the complete system must again be optimized by decreasing the
penalty parameter $r$. The test for optimality requires two consecutive optimization runs to compare the differences between the objective functions or design vectors for a termination criterion. Obviously, the drawback to this method for systems that require model simulation for the objective function, may require much computation before an appropriate penalty parameter is reached.

Another drawback that can occur is when the constraints are different by several orders of magnitude. The contribution of the larger constraint will be greater than that of the smaller constraint in the formulation of the penalty function. Trouble arises when one constraint changes more rapidly than the other and hence will be overpowering [48]. The usual procedures to avoid this problem is to normalize the constraints between -1 and 0, or by defining a different penalty parameter for each constraint in Equations (6.1) and (6.2) [4467].

In multivariable optimization procedures using the direct search methods, once the direction of search is known, the optimization reduces to a one-dimensional search for the optimum step length along this direction. The usual algorithm to evaluate this step length is by fitting quadratic or cubic extrapolation and interpolation functions to the objective function values. These curve fitting algorithms cannot accurately model the penalty functions with its singularity at the boundary of the feasible region [4647].

These are only some of the drawbacks described which are more appropriate to the systems that require model simulation for the objective function. These deficiencies apply to both the interior and exterior penalty function methods, where for the latter
method the appropriate penalty parameter is adjusted by increasing its value from an initially smaller one.

In this thesis, the unconstrained direct search technique of Hooke and Jeeves is selected to optimized the fuel injector system. This is because the method is not difficult to implement as an algorithm, and because the other accepted direct search techniques are extensions of this method as a basis for their modifications [44(7)].

From the review of the methods to account for boundary constraints, the natural selection is to implement the interior penalty function method since a design variable going outside the feasible region may have no physical meaning (i.e. negative spring preload). But still, this method is not used because of the drawbacks described, which are related to the following reasons:

1) To determine the penalty parameter \( r \) may require many optimization runs before it is considered appropriate. Each simulation of the injector dynamic model to evaluate the objective function is already time consuming. The combined computation time of the system dynamics and search for the final penalty parameter may be excessive.

2) The constraints must be normalized, or different penalty parameters must be assigned to each constraint. This is because the design variables have large orders of magnitude differences. For example, the spring constant is of the order of \( 10^5 \) N/m, while the capacitor is \( 10^{-4} \) F.
3) A quadratic interpolation method [44(d)] for the one-dimensional search to determine the optimum step length is selected for implementation. Analytical methods cannot be used because the objective function cannot be expressed explicitly. As well, the cubic interpolation method cannot be used because first derivatives of the objective function are required. Using the interior penalty function method could result in very large function values near the boundary and the quadratic interpolation method can be rendered inapplicable.

In Section 6.3, a novel approach to account for boundary constraints that avoids the pitfalls as described above will be introduced. The procedure keeps track of three successive objective function values and their corresponding step lengths. These values are used for: 1) to determine if a boundary has been reached, and if so, the algorithm decides if this corresponds to the optimum design vector, and 2) the bracketing of three function values that is required for the quadratic interpolation method. The technique to account for boundary constraints can be considered similar to a 'self-bounding' method, since the design variables are restricted to remain within the feasible region. Implementation of this new procedure requires some modifications to the Hooke and Jeeves unconstrained optimization method.

6.3 Introduction to the Optimization Method with the New Procedure to Account for Boundary Constraints

A graphical interpretation of the procedure to account for boundary constraints is illustrated in Figure 6.1a. To simplify the explanation, the objective function $J$ is
Fig. 6.1a Illustration of new procedure to account for boundary constraints, during Hooke and Jeeves exploratory moves
Fig. 6.1b Illustration of new procedure to account for boundary constraints, two possible cases shown
considered to be a function of only two design variables \( x_1 \) and \( x_2 \). The Hooke and Jeeves unconstrained optimization method starts with an arbitrarily chosen base vector \( X_0 \) within the feasible region, and begins by probing (called the exploratory moves) along each of the coordinate axes to determine the direction of search (called the pattern direction). As shown in the figure, the variable \( x_1 \) is probed, at some prescribed length for each variable, in the positive direction to point 1 and the objective function is found to be greater than its initial value. Thus, this is not a valid point and the variable is probed in the negative direction and is found to be valid. Next, the second variable \( x_2 \) is probed in the positive direction to point 3 and the function value is found to be less. The pattern direction is established to be along the vector direction from \( X_0 \) to \( X_3 \). The pattern direction is usually multiplied by a scalar step length \( \lambda \), but to simplify the description of the optimization procedure, it is assumed a value of 1. To account for constraints during the exploratory moves, the design variables are simply limited to their maximum or minimum values. This procedure acts as a barrier and restricts the design variables to within the feasible region.

The optimization search continues along the pattern direction with decreasing objective function values to points 4, 5 and 6. At point 7, the function value increases. Since no boundary conditions have been violated, the three function values \( (J_5, J_6, J_7) \) and their corresponding step lengths \( (\lambda_5, \lambda_6, \lambda_7) \), which form a concave function, are used in the quadratic interpolation method to determine the optimum step length relative to the starting point, and are used to establish the minimizing design variable set along the direction as point 8.
Starting at point 8, the application of the exploratory moves establishes the pattern direction as along the vector direction from $X_n$ to $X_{10}$. The function decreases along this direction at points 11 and 12. The design variable $x_2$ attempts to go beyond its boundary but is barred from the infeasible region by its maximum limit. Thus, point 13 is a possible minimum.

Figure 6.1b illustrates the two possible objective function variations as the design variable $x_2$ changes along this pattern direction. If the changes are along path-I, then a comparison of objective functions $J_{12}$ and $J_{13}$ establishes point 13 as a minimum and the next exploratory move starts from this point. More probe moves are required because $x_1$ could produce further minimization and $x_2$ could then change as well.

The second possible changes are shown in the figure as path-II. The prescribed step lengths could have been too coarse, and therefore, the points 11, 12 and 13 are monotonically decreasing and do not form a concave function with their $\lambda$ values; the minimum between points 12 and 13 has been bypassed. Since point 13 is a base point for the exploratory move, we can assume that the first probe of the two variables with the prescribed lengths produce function values greater than that for point 13. Then the second exploratory move, which is part of a convergence criterion, reduces the prescribed probe lengths by 1/10 th. Thus, after starting again at point 13, the smaller probe lengths find the function value decreasing along points 14, 15 and 16. At point 17, the function value increases, and the three point bracketing is established by the points 15, 16 and 17. The quadratic interpolation method determines the optimum $\lambda$.
value relative to point 13 and the minimum point, as point 14, for the next exploratory move.

Thus, the essence of the new procedure to account for boundary constraints has been briefly described. Sections 6.5 and 6.6 give a full description of the procedure.

6.4 Formulation of the Multivariable Multiobjective Optimization Problem

The design vector, $\bar{x}$, consists of a set of design variables which have significant influence on the performance of the injector. Thus, the design vector, consisting of the voltage source $V$, spring preload $F$, spring constant $K$ and capacitor $C$, is defined as:

$$\bar{x} = [ V, F, K, C ]^T$$

(6.6)

Consequently, the unconstrained multiobjective function $J(\bar{x})$ to be minimized is:

$$J(\bar{x}) = w_1 \cdot t_d + w_2 \cdot t_r + w_3 \cdot t_c + w_4 \cdot t_f$$

(6.7)

where the four important time objectives are chosen to be:

$t_d$ - delay time in injector opening
$t_r$ - time duration of injector lift
$t_c$ - delay time in injector closing
$t_f$ - time duration of injector fall

Each objective is assigned a weight $w_i$, selected according to its relative importance.

Boundary constraints have been placed on each design variable to ensure that the design is confined within realizable physical limits. This results in the constrained optimization problem posed as:
\[ \text{Minimize } [J(\bar{X})] \]  

subject to side constraints:

\[
\begin{align*}
18 \text{ V} & \leq V \leq 36 \text{ V} \\
5 \text{ N} & \leq F \leq 25 \text{ N} \\
20 \text{ kN/m} & \leq K \leq 140 \text{ kN/m} \\
100 \mu\text{F} & \leq C \leq 1120 \mu\text{F}
\end{align*}
\]  (6.9)

A behaviour constraint is next imposed on the optimization problem by requiring that the exciting current \( i_e \) must reduce to the solenoid steady-state nominal 7 A current before the solid-state relay is turned off to close the injector after 5 ms; it is stated as:

\[
i_e \leq i_{\text{nom}} = 7 \text{A for } t \leq 5 \text{ms}
\]  (6.10)

This steady-state current constraint also ensures that the capacitor is fully charged within the allocated time. Without this constraint, if the closing time is greater than the design objective of 5 ms, the decreased current may not be sufficient to overcome the spring forces and the injector would close prematurely.

6.5 Modifications to the Hooke and Jeeves Optimization Method to Account for Constraints

The unconstrained optimization method of Hooke and Jeeves is a direct search method that does not require derivatives of the objective function. Only objective function evaluations are required. The method first performs an exploratory move sequentially along each coordinate of its design vector to determine the direction of search. Once the direction of search is established, the second move is along this pattern
direction which is determined by the vector of the univariate moves. Searching along
the pattern direction results in a faster solution then always optimizing along the direction
being parallel to the coordinate axe.

Two different approaches are applied to account for each of the current constraint,
injector opening status and boundary constraints. During the exploratory and pattern
searches, the current constraint is accounted for by reformulating the constrained
optimization problem to an unconstrained one by the addition of a penalty term to the
objective function. The optimization problem is then restated as:

\[ J'(\bar{X}) = \text{Minimize } \{ J(\bar{X}) + \sum_{p=1}^{4} (H_p(\bar{X})) \} \]  

(6.11)

where index \( p=1 \) refers to the current constraint, which is checked up to the solid-state
closing time at 5 ms, as:

\[ \text{for } p=1; \text{ if } i_e - i_{non} > 0, \text{ then } H_1(\bar{X}) = 10.0, \text{ else } H_1(\bar{X}) = 0 \]  

(6.12)

At each iteration for a given design vector \( \bar{X} \), the dynamic response of the solenoid is
simulated and the unconstrained objective function \( J(\bar{X}) \) is evaluated. Whenever the
current requirement is satisfied, the penalty function returns to a value of zero.
Otherwise, \( H_i \) will be positive when the constraint is violated. A penalty value of 10,
which is approximately 3 times the expected objective function value, is sufficient to
indicate that the current constraint has been violated.

Indices \( p=2, 3, 4 \) are not for constraints, but for the condition checking if the
injector opens at all, if it fully opens within the 5 ms duty time, and if the injector
completely closes within the simulation time period, respectively. This leads to a sequential checking, stated as:

\[ H_2 = H_3 = H_4 = 10 \quad \text{initialize the penalty functions} \]
\[ \text{dummy} = 0 \quad \text{and initialize the dummy variable "dummy"} \]
\( \text{(injector opens)} \)
\[ \text{if } h_{\text{max}} - h > 0, \text{ then } H_2 = 0 \text{ and dummy} = 1; \]
\( \text{(injector is fully open)} \)
\[ \text{if dummy} = 1 \text{ and } h = 0, \text{ then } H_3 = 0 \text{ and dummy} = 2; \]
\( \text{(injector is fully closed)} \)
\[ \text{if dummy} = 2 \text{ and } h = h_{\text{min}}, \text{ then } H_4 = 0 \text{ and dummy} = 3; \]

(6.13)

The air-gap \( h \) is equal to zero when the injector needle is fully open. \( h_{\text{max}} \) is the maximum needle lift at 0.635 mm, and \( h_{\text{min}} \) is the minimum opening which is when the needle is closed at 0.0 mm.

To account for the boundary constraints, as given by Equation (6.9), during the exploratory moves, a simple approach is taken in which the design variables are assigned to their maximum or minimum values whenever that variable goes beyond its limit. This maximum and minimum specification is the only change required to the method to account for the boundary constraints. During the pattern search, three consecutive step lengths and their corresponding objective function values are tracked, and programming logic control determines if the solution lies on the boundary. The pattern search method will be fully explained in Section 6.6.
The modifications to the Hooke and Jeeves optimization method to take into account the constraints is described as follows:

**step 1:** For \( k = 1 \), start the exploratory search by selecting an arbitrarily chosen design vector \( \overline{x}_{k,0} = \{x_1, x_2, \ldots, x_n\}^T \), called the starting base point, where \( n \) is the number of design variables, within the feasible region. Evaluate the corresponding objective function \( J(\overline{x}_{k,0}) \). Specify the boundary constraints of each variable, given by its maximum \( x_{i,\text{max}} \) and minimum \( x_{i,\text{min}} \) values. Establish prescribed probe lengths \( \Delta x \), for each unit coordinate directions \( \overline{u} \), defined as:

\[
\overline{u}_1 = [1, 0, 0, \ldots, n]^T \\
\overline{u}_2 = [0, 1, 0, \ldots, n]^T \\
\overline{u}_3 = [0, 0, 1, \ldots, n]^T \\
\vdots \\
\overline{u}_n = [0, 0, 0, \ldots, 1]^T
\]

**step 2:** Perturbate each variable \( x_i \) about the current base point \( \overline{x}_{k,i-1} \), sequentially for \( i = 1, 2, \ldots, n \) to obtain the point \( \overline{x}_{k,i} \). If any variable is perturbed beyond its constraint, set that variable to its maximum \( x_{i,\text{max}} \) or minimum \( x_{i,\text{min}} \) value. The exploratory search algorithm is as follows, where the double underlined statements are the only changes to the Hooke and Jeeves optimization method:
\[
\overline{X}_{k,i} = \begin{cases} 
\overline{X}_{k,i-1} + \Delta x_i \bar{u}_i & \text{limited by } x_{i,\text{max}} \\
& \text{if } J^* = J'(\overline{X}_{k,i-1} + \Delta x_i \bar{u}_i) < J'(\overline{X}_{k,i-1}) \\
\overline{X}_{k,i-1} - \Delta x_i \bar{u}_i & \text{limited by } x_{i,\text{min}} \\
& \text{if } J^- = J'(\overline{X}_{k,i-1} - \Delta x_i \bar{u}_i) < J'(\overline{X}_{k,i-1}) \\
\overline{X}_{k,i-1} & \text{if } J'(\overline{X}_{k,i-1}) < \min(J^*, J^-) 
\end{cases}
\]  

(6.14)

**step 3:** At the end of \( n \) exploratory moves, the point \( \overline{X}_{k,n} \) is compared to the base point \( \overline{X}_{k,0} \). If there has been no change between the two points, the probe lengths \( \Delta x_i \) are reduced, and step 2 is repeated. The optimization process is considered to have converged to a solution whenever each probe length is reduced below a corresponding small value of \( \epsilon_i \). The program is terminated when the following criteria is satisfied:

\[
\Delta x_i < \epsilon_i \quad \text{for } i = 1, 2, \ldots, n
\]  

(6.15)

**step 4:** If the two points compared in step 3 are different, then the pattern search direction is taken as:

\[
\overline{S} = \overline{X}_{k,n} - \overline{X}_{k,0}
\]  

(6.16)
The pattern search is to find the new base point:

$$\bar{X}_{k-1,0} = \bar{X}_{k,n} + \lambda \bar{S}$$  \hspace{1cm} (6.17)

where $\lambda$ is a scalar step length. The multivariable optimization problem is now reduced to a one-dimensional search for the optimal scalar $\lambda^*$ that minimizes the objective function:

$$J'(\lambda) = J'(\bar{X}_{k,n} + \lambda \bar{S})$$  \hspace{1cm} (6.18)

When the solution to the one-dimensional optimization problem is concluded, the new base point given by Equation (6.17) is updated by $\lambda = \lambda^*$, the exploratory search index $k$ is incremented by 1, and the multivariable optimization problem is repeated starting at step 2.

### 6.6 Introduction of a New Procedure to Account for Boundary Constraints to the One-Dimensional Optimization Problem to Determine Optimum Step Length

The one-dimensional search for the optimum scalar step length $\lambda^*$ is calculated relative to the starting base point $\bar{X}_{k,n}$. A maximum of three consecutive scalar step lengths ($\lambda_0$, $\lambda_1$, $\lambda_2$) and their corresponding objective function values ($J'_0$, $J'_1$, $J'_2$) are tracked to determine the optimal step length and to determine if any design variables have violated boundary constraints. The program is described as follows:

**step 1:** The program is initiated with known values from the $k^{th}$ exploratory search, which are (step 1a):
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**STEP 1a**

\( \bar{x}_{k,n} \) - the base point design vector

\( J_0' = J'(\bar{x}_{k,n}) \) - the objective function evaluated at the base point

\( \bar{s} \) - the pattern search direction

Next, establish a prescribed incremental change \( \delta \) for the step length \( \lambda \), and search for the temporary base point \( \bar{x}_1 \) along the pattern direction \( \bar{s} \) (step 1b):

**STEP 1b**

\( \lambda_0 = 0 \) - the initial step length set at zero

\( \delta \) - establish incremental value for the step length

\( i = 1 \) - initialize pattern search index

\( \lambda_1 = \lambda_0 + \delta \) - increment the step length

\( \bar{x}_1 = \bar{x}_{k,n} + \lambda_1 \bar{s} \) - evaluate temporary base point

*call MAXMIN* - if any boundary constraints are violated, \( \lambda_1 \) is returned to bring variable at boundary

(BORDER returned)

Once the temporary base point is evaluated, the design vector is checked for any boundary violations by calling subroutine MAXMIN (the subroutine will be fully described in Appendix D). The subroutine returns two values for constraint violations. The first is a logic indicator BORDER set to TRUE if any violations have occurred. The second value returned is the re-evaluation for the
magnitude of the largest step length $\lambda_i$, calculated from the variable that went
the "most" beyond its constraint. If no borders have been violated, $BORDER$
is set to FALSE and the step length $\lambda_i$ remains unchanged.

The step length $\lambda_i$ is then checked if the pattern search was started from a
boundary. In such a case, recalculation from the subroutine would have
returned $\lambda_i = 0$. Since the search cannot go beyond any constraints, the pattern
direction $\overline{S}$ is reversed and the temporary base point $\overline{X}_i$ is recalculated with the
original $\lambda_i$. Subroutine MAXMIN is called to examine if any design variables
have violated boundary constraints after reversal of the pattern direction
(step 1c):

<table>
<thead>
<tr>
<th>STEP 1c</th>
</tr>
</thead>
<tbody>
<tr>
<td>if $\lambda_i = 0$</td>
</tr>
<tr>
<td>$\lambda_i = \lambda_0 + \delta$</td>
</tr>
<tr>
<td>$\overline{S} = -\overline{S}$</td>
</tr>
<tr>
<td>$\overline{X}<em>i = \overline{X}</em>{k,n} + \lambda_1 \overline{S}$</td>
</tr>
<tr>
<td>call MAXMIN</td>
</tr>
<tr>
<td>($\lambda_i$ and $BORDER$ returned)</td>
</tr>
</tbody>
</table>

Next, after either of the three step length cases discussed above, $BORDER$ is
tested for variables laying on the boundary. If FALSE, continue the program at
step 2, otherwise, calculate the temporary base point $\overline{X}_i$ and evaluate the
corresponding objective function $J'_1$. The objective $J'_1$ is then compared to the previous objective $J'_0$. If the comparison is $J'_0 > J'_1$ and since $J'_1$ is on the boundary, then the solution lies on the boundary and a logic indicator SAB is set to TRUE and the program continues at step 2. Otherwise $J'_0 \leq J'_1$. Thus, the step length $\lambda_1$ is reset, the pattern direction $\bar{s}$ is reversed, the temporary base point $\bar{X}_1$ is recalculated, and the subroutine MAXMIN is called to determine boundary conditions (step 1e):

\begin{verbatim}
STEP 1e
if BORDER = TRUE
\bar{X}_1 = \bar{X}_{k,n} + \lambda_1 \bar{s} \quad \text{- recalculate temporary base point using } \lambda_1 \text{ returned from MAXMIN}
J'_1 = J'(\bar{X}_1) \quad \text{- calculate objective function at } \bar{X}_1
else continue programme at step 2

if J'_0 \leq J'_1
\lambda_1 = \lambda_0 + \delta \quad \text{- reset the step length}
\bar{s} = -\bar{s} \quad \text{- reverse pattern search direction}
\bar{X}_1 = \bar{X}_{k,n} + \lambda_1 \bar{s} \quad \text{- evaluate temporary base point}
call MAXMIN \quad \text{- check for boundary violations (} \lambda_1 \text{ and BORDER returned)}
else set SAB = TRUE and continue programme at step 2
\end{verbatim}
After the pattern direction reversal, *BORDER* is checked again for boundary conditions. If the temporary base point $\overline{x}_1$ is not beyond any constraints, the program continues at step 2. Otherwise, the solution lies on the boundary and *SAB* is set to TRUE, $\overline{x}_1$ is calculated from the step length $\lambda_1$ returned from subroutine MAXMIN, and the objective $J'_1$ is evaluated at $\overline{x}_1$. If $J'_0 > J'_1$, the solution at the boundary is $\overline{x}_1 = \overline{x}_{k,n} + \lambda_1 \overline{s}$ corresponding to the objective $J'_1$, otherwise the boundary solution is $\overline{x}_1 = \overline{x}_{k,n}$ corresponding to the objective $J'_0$ (step 1f):

```
STEP 1f

if BORDER = TRUE

$\overline{x}_1 = \overline{x}_{k,n} + \lambda_1 \overline{s}$
- $\lambda_1$ returned MAXMIN

$J'_1 = J'(\overline{x}_1)$

*SAB* = TRUE
- set logic indicator

else continue program at step 2

if $J'_0 > J'_1$

$\overline{x}_1 = \overline{x}_{k,n} + \lambda_1 \overline{s}$
- solution at boundary

else $\overline{x}_1 = \overline{x}_{k,n}$
- solution at boundary, $\lambda_1 = 0$
```
**step 2:** First, the logic state \( SAB \) must be determined. If \( SAB = \text{TRUE} \), then the solution for the temporary base point \( \bar{x}_1 \) and step length \( \lambda_1 \) are known and lie on the boundary. Therefore, the pattern search is completed and the exploratory search is restarted at index \( k \) incremented by 1. The new base point is set to \( \bar{x}_{k,0} = \bar{x}_1 \), and the program continues at step 2 of Section 6.5.

Otherwise, entry at this point of the program is from the result of \( \text{BORDER} \) being tested as \( \text{FALSE} \). Thus, from the known step length \( \lambda_i \), the objective \( J'_i \) is calculated and compared to the previous objective \( J'_o \). If \( J'_i > J'_o \), then the pattern search must be reversed. Next a logic indicator \( \text{FINISH} \) is set to \( \text{FALSE} \) indicating that a third temporary base point must be sought for, and the second point \( \bar{x}_i \) is memorized in \( \bar{x}_{i,mem} \). At this stage in the program, two of the three points being tracked are known, namely the step lengths \( (\lambda_0, \lambda_i) \) and their corresponding objective functions \( (J'_o, J'_i) \).

**step 3:** The search for the third temporary base point starts by determining the state of the logical variable \( \text{FINISH} \). If \( \text{TRUE} \), then the exploratory index \( k \) is incremented by 1, the new base point is set to \( \bar{x}_{k,n} = \bar{x}_2 \), and the program continues at step 2 of Section 6.5. Otherwise, the step length \( \lambda_2 \) is incremented by \( \delta \), the third temporary base point is calculated as \( \bar{x}_2 = \bar{x}_{k,n} + \lambda_2 \bar{x} \), and the subroutine \( \text{MAXMIN} \) is called to determine boundary conditions. If any design variables have gone beyond its constraint, the subroutine returns \( \lambda_2 \) so that any
**STEP 2**

if $SAB = \text{TRUE}$  
- solution at boundary

$k = k+1$  
- increment exploratory index

$\bar{X}_{k,0} = \bar{X}_1$  
- new base point equal to temporary base point, return to and perform next exploratory search

else

$\lambda_1$  
- known from BORDER calls

$J'_1 = J'\left(\bar{X}_1\right)$  
- calculate objective function at $\lambda_1$

if $J'_1 > J'_0$  
- reverse pattern direction and variable indices

$\bar{S} = -\bar{S}$  
- reverse pattern direction

swap variable indices

$J'_{\text{temp}} = J'_0$  
$\bar{X}_{\text{temp}} = \bar{X}_{k,n}$

$J'_0 = J'_1$  
$\bar{X}_{k,n} = \bar{X}_1$

$J'_1 = J'_{\text{temp}}$  
$\bar{X}_1 = \bar{X}_{\text{temp}}$

else no pattern direction and index changes

$FINISH = \text{FALSE}$  
- set logic indicator, search for third point

$\bar{X}_{1,\text{mem}} = \bar{X}_1$  
- memorize second temporary base point
**STEP 3**

if \( \text{FINISH} = \text{TRUE} \)  

- pattern search is finish

\( k = k + 1 \)  

- increment exploratory search index

\( \overline{x}_{k,o} = \overline{x}_2 \)  

- new base point equal to temporary base point, return to and perform next exploratory search

else

\( \lambda_2 = \lambda_1 + \delta \)  

- increment the step length

\( \overline{x}_2 = \overline{x}_{k,n} + \lambda_2 \overline{s} \)  

- calculate temporary base point

**call MAXMIN**  

- determine boundary conditions

if \( \text{BORDER} = \text{TRUE} \)  

- if boundaries have been exceeded

**use \( \lambda_2 \) from MAXMIN**

\( \overline{x}_2 = \overline{x}_{k,n} + \lambda_2 \overline{s} \)  

- recalculate temporary base point

**continue**

\( J'_{2} = J'(\overline{x}_2) \)  

- calculate objective function corresponding to \( \lambda_2 \)

if \( [(J'_0 > J'_1) \text{ AND } (J'_1 < J'_2)] \)

and \( [(\lambda_0 < \lambda_1) \text{ AND } (\lambda_1 < \lambda_2)] \) - convex bounded

**enter Quadratic Interpolation Routine to calculate optimum \( \lambda^* \)**

\( \overline{x}_2 = \overline{x}_{k,n} + \lambda^* \overline{s} \)  

- new base point

**FINISH = TRUE**  

- return to beginning of step 3 to perform next exploratory search
variable of $\bar{x}_2$ will be recalculated at its boundary value. Next, the objective function $J'_2$ corresponding to $\bar{x}_2$ is evaluated. If the objective function $J'_1$ is bounded by the objectives $J'_0$ and $J'_2$ and is convex, and if the three step lengths increase consecutively, then the optimum scalar step length $\lambda^*$ can be found by a quadratic interpolation method.

**Step 4:** If the objective function $J'_1$ is not bounded, then the logical variable $BORDER$ is tested. If TRUE, and if $J'_1 < J'_2$, then the solution does not lie on the boundary and is $\bar{x}_2 = \bar{x}_{1,\text{new}}$. Otherwise $J'_1 > J'_2$, and the solution is $\bar{x}_2$ which lies on the boundary. If $BORDER = $ FALSE, and if both $J'_0 = J'_1$ and $J'_1 \leq J'_2$ are TRUE, then the solution is $\bar{x}_2 = \bar{x}_{1,\text{new}}$. For all cases, $FINISH$ is set to TRUE and the program continues at step 3. Otherwise, the objective function gradually decreases as the step length is increased. The indices of objective functions and step lengths are shifted, and the temporary base point $\bar{x}_2$ must again be re-evaluated starting from step 3.
\textbf{STEP 4}

\textit{if} \ \texttt{BORDER} = \texttt{TRUE} \quad - \text{compare} \ J'_1 \ \text{and} \ J'_2 \\
\textit{if} \ J'_1 \leq J'_2 \ \text{then} \ \overline{X}_2 = \overline{X}_{1,\text{mem}} \\
\textit{if} \ J'_1 > J'_2 \ \text{then} \ \overline{X}_2 = \text{boundary value} \\
\textit{FINISH} = \texttt{TRUE} \\
\text{continue programme at step 3} \\

\textit{if} \ \texttt{BORDER} = \texttt{FALSE} \\
\text{and if} \ (J'_0 = J'_1) \ \text{AND} \ (J'_1 \leq J'_2) \\
\overline{X}_2 = \overline{X}_{1,\text{mem}} \\
\textit{FINISH} = \texttt{TRUE} \\
\text{continue programme at step 3} \\
\text{else} \quad - \text{swap indices} \\
\lambda_0 = \lambda_1 \quad \lambda_1 = \lambda_2 \\
J'_0 = J'_1 \quad J'_1 = J'_2 \\
\overline{X}_{1,\text{mem}} = \overline{X}_2 \\
\text{continue programme at step 3} \\
\text{and search for next} \ \lambda_1, \overline{X}_2, J'_2
6.7 Global Optimality

The optimization method described in Sections 6.5 and 6.6 does not guarantee that the solution vector will result in a global minimum objective function. A global minimum is achieved if and only if the objective function is known to be concave, in which case it is also a local minimum. In addition, the Weierstrass Theorem [49] can prove the existence of a global minimum, but the existence theorem does not show how to achieve this minimum. Thus, even if a global minimum is known to exist, and especially if the design variables are not independent but interact, then the only way to determine the global minimum is to perform an exhaustive minimization search for all variable combinations and permutations. There are no known optimization methods that will result in a global minimum.

For the optimization problem under consideration, the only known fact is that there is interaction between variables. But, there is no need to perform an exhaustive search on the design variables since there is some 'a priori' knowledge about variable interactions, and about the trend of the objective function for design variable changes obtained from the performance index study of Section 5.4.

From the performance index study, it can be seen that the objective function tends to decrease for larger applied voltages and for larger capacitor values. This voltage and capacitor combination provides an almost instant high current boost to create a rapid rise in solenoid force and quick opening of the injector. The interaction between the applied voltage and the capacitor change is that a large capacitance has a tendency to limit the
maximum applied voltage. As a result, the capacitor value is influenced by the constraint on the exciting current to reach its nominal value at steady-state conditions, before it is cut off to close the injector, as imposed by Equation (6.10).

It can also be concluded that the objective function decreases for smaller spring preload values because less solenoid force is required to overcome the initial force during the injector opening. In addition, the objective function decreases as the spring constant increases because the compressed spring provides more force increase to balance the solenoid force and quickly close the injector. The interaction between these two variables shows that a given spring preload force limits the maximum spring rate value when the injector is fully opened, and vise versa. For the small spring rate values, it is the spring preload value that provides a trade-off between the injector opening delay and closing delay periods.

If the variable interactions are not considered in an optimization program, there is a possibility that the single solution provides a local minimum instead of a global minimum. To ensure that the result is a global minimum, the optimization program described in Sections 6.5 and 6.6 is executed in such a manner as to obtain a first set of design vector solutions and the objective function values. Next, the optimization programme is executed again, with the solution vector used as the starting base point and modified by decreasing the spring rate and capacitor change by one half of their values, while the applied voltage and spring preload values are unchanged. Once the second solution vector is evaluated, the procedure of decreasing the spring rate and capacitor
values by one half is repeated, and the optimization programme is then executed again. By applying such a procedure, the limits on variables resulting from their interaction, are avoided. The program is terminated when the difference between the present objective function value and the previous iteration value remains within 0.5%. A comparison of the smallest value with the local minimum objective function values, results in the global minimum and the corresponding optimum design vector.

6.8 Optimization Results

The system undergoing the optimization process is a solenoid operated injector developed for natural gas discharging directly into the combustion chamber of an internal combustion engine. The optimization procedure starts with the base point design vector selected arbitrarily within the feasible region as:

$$\bar{x}_{k,0} = [27 \text{ \ N, } 15 \text{ \ kN/m, } 610 \text{ \ \ } \mu \text{F}]^T$$

In this optimization program, an equal weight of 1.0 is initially assigned to each of the four time objectives, as defined by Equation (6.7). This signifies that all these objectives have equal importance.

The simulation process revealed that the application of the optimization technique required a total of 306 iterations. The number of iterations is equal to the number of objective function (or system simulation) calls, which included the exploratory moves, pattern direction moves, and quadratic interpolations. To ensure that a global minimum
is reached, independent of the starting base point, three optimization solution sets were obtained, as shown in Table 6.1. Included in the table and corresponding to each optimization set, are the optimum design vector $\bar{X}^*$, the four important time objectives $(t_d, t_r, t_e, t_f)$ and the optimum objective function $J^*$. The optimization is automatically terminated after set 3 because the difference between the objective function value and that of the previous set 2, is within the termination criterion of 0.5%. The objective function value for the optimization set 3 is actually 0.9 $\mu$s less than that for the set 2, however, the values shown in the table are the same because of fourth decimal round-offs. Therefore, quantitatively, the design vector from optimization set 3 is being considered as the optimum solution.

If the global optimality, as described in Section 6.5 was not considered, the solution set 1 would have been mistakenly accepted as the optimum result. The capacitor value has interacted and limited the maximum applied voltage to 33.85 V. The corresponding objective function value is 3.274 ms, which is greater than the value for the global minimum of 3.184 ms corresponding to the set 3.

With respect to the global optimum design vector, it is only the voltage design variable that has reached its higher boundary constraint of 36 V. All other design variables remain within their constraints, although the spring preload is very close to its lower constraint value. From a comparison between the iteration sets 2 and 3, it is interesting to note that the 8.06% increase in spring constant and the 3.80% increase in
<table>
<thead>
<tr>
<th>SET</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>% change of set 2 w.r.t. set 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>ITERS</td>
<td>108</td>
<td>40</td>
<td>158</td>
<td></td>
</tr>
<tr>
<td>$X^*$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V$ (V)</td>
<td>33.85</td>
<td>36.0</td>
<td>36.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$F$ (N)</td>
<td>5.0</td>
<td>5.0</td>
<td>5.19</td>
<td>3.80</td>
</tr>
<tr>
<td>$K$ (kN/m)</td>
<td>90.430</td>
<td>83.471</td>
<td>90.786</td>
<td>8.06</td>
</tr>
<tr>
<td>$C$ ($\mu$F)</td>
<td>976</td>
<td>813</td>
<td>820</td>
<td>0.87</td>
</tr>
<tr>
<td>$t_d$ (ms)</td>
<td>0.711</td>
<td>0.668</td>
<td>0.671</td>
<td>0.45</td>
</tr>
<tr>
<td>$t_r$ (ms)</td>
<td>1.482</td>
<td>1.414</td>
<td>1.463</td>
<td>3.31</td>
</tr>
<tr>
<td>$t_c$ (ms)</td>
<td>0.038</td>
<td>0.062</td>
<td>0.033</td>
<td>-87.74</td>
</tr>
<tr>
<td>$t_f$ (ms)</td>
<td>1.043</td>
<td>1.040</td>
<td>1.017</td>
<td>-2.29</td>
</tr>
<tr>
<td>$J^* = J'(X^*)$</td>
<td>3.274</td>
<td>3.184</td>
<td>3.184</td>
<td>-0.03</td>
</tr>
</tbody>
</table>

Table 6.1 Optimization results showing the 3 intermediate iteration sets and corresponding design vector values, the four time objectives, and the multiobjective function values.
spring preload significantly reduce the delay period before the needle fall \( t_c \) by -87.74\%.

It can be also seen that the combined time period increase in opening delay \( t_d \) and the rise time \( t_r \) is compensated by the combined time period decrease for the delay before fall \( t_c \) and the fall time \( t_f \). This indicates that the overall objective function value is not as sensitive to the spring variable changes, as it is to the individual delay time period changes.

A graph of the objective function being normalized by the optimum value of 3.184 ms for increasing iteration steps is shown in Figure 6.2. A normalized objective function value of 1 indicates optimality. Large function values are not indicated, since the graph is magnified to show the function values of interest. The dashed vertical lines indicate a large jump in objective function values because the current constraint has been violated. A note is added on the figure stating the number of iterations required to converge to each of the three solution sets.

Figure 6.3 illustrates the variations in the four important time objectives \( (t_d, t_r, t_c, t_f) \) for the progressing iteration. Again, large time values are not shown because the graph is enlarged to amplify the time values of interest. The large time values, as shown by the dashed-line vertical jumps on the delay before fall time \( t_c \) and fall time \( t_f \) curves, result from the injector not closing within the prescribed 5 ms duty time.

The design variables of voltage, spring preload, spring constant and capacitor values for increasing number of iterations, are shown in Figures 6.4 to 6.7, respectively. The spikes indicated on these graphs are due to the univariate exploratory moves, where
Fig. 6.3 Four time objectives w.r.t. iteration sequence
Fig. 6.4 Change in voltage w.r.t. iteration sequence
Fig. 6.6 Change in spring constant w.r.t. iteration sequence
Fig. 6.7 Change in capacitance w.r.t. iteration sequence
only one design variable is changed at a time. At the end of the exploratory search, the pattern direction vector is defined and results in all variables to change simultaneously with iteration increment. When the objective function reaches a minimum along the defined direction, the pattern search is terminated and the exploratory search begins again. If the solution to any design variable reaches a boundary, the pattern direction component for this variable will be zero and there will be no corresponding variable change during the pattern search.

6.9 Injector Transient Performance Comparison for Optimum and Typical Design Variables

The solenoid force and injector needle dynamic response, after the optimum design vector values are used to simulate the natural gas injection process, is shown in Figure 6.8. For comparison purposes, also shown in the same figure is the dynamic response for a typical set of not optimized design variables. The corresponding voltage and current characteristics for both optimized and typical systems, are shown in Figures 6.9 and 6.10, respectively. Numerical values for system design variables, the four important time delays \( t_d, t_r, t_c, t_p \) with zero time as reference, and the peak boost current and the time of occurrence, are tabulated in Table 6.2 for comparison.

With reference to Figure 6.8, both the optimized and typical system needle lift deviates from the ideal square wave motion profile corresponding to the pulse width shape. Although the pulse width command signal for both system simulations is 5 ms (starting at zero seconds), the injection time which is defined from the start of injector
Fig. 6.8 Injector needle lift and solenoid force dynamic response for optimized and typical systems.
Fig. 6.9 Voltage transient characteristics for optimized and typical systems; for solid-state relay output, capacitor and across solenoid coil.
Fig. 6.10 Exciting current $i_e$ and magnetizing current $i_m$ transient responses for optimized and typical systems.
opening to the end of closing, is 6.721 ms for the optimized system and 5.438 ms for the non-optimized system. The non-optimized system has the injection time being closer to the pulse width command signal time, but its needle motion profile has much more deviations and time delays when compared to the optimized system. These differences are due to the delays inherent to the second order spring-mass-damper needle system dynamics and to the delays resulting from the solenoid electro-magnetic force generation due to the coil inductance. It can be concluded that the optimized injection system minimizes the time delays and is shaping the profile of the needle motion, diminishing the deviation between the ideal and actual amount of the gas dosage. A presentation of the gas dosage for these two systems, as compared to the ideal square needle motion, for a maximum needle lift of 0.635 mm and with consideration of the sonic orifice flow, is given in Table 6.3. The gas dosage for both systems is of course less than for the ideal 'square' needle opening process. Since it is difficult to design a system to inject an exact amount of gas dosage because of the system dynamics, the system must first be designed for an excess gas dosage and then re-tuned to meet the exact requirement. It should be remembered that the engine under consideration is a four 1 litre per cylinder engine running at 2,000 rpm, which requires 80 mg of natural gas per injection. As Table 6.2 indicates, even if the injector is designed to provide excess gas dosage, a non-optimized system may not fulfil the requirement, while an optimized system can.
<table>
<thead>
<tr>
<th></th>
<th>OPTIMIZED</th>
<th>NOT OPTIMIZED</th>
<th>% DIFFERENCE w.r.t. OPTIMIZED</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V$ (V)</td>
<td>36.0</td>
<td>36.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$F$ (N)</td>
<td>5.19</td>
<td>20.0</td>
<td>+285</td>
</tr>
<tr>
<td>$K$ (kN/m)</td>
<td>90.786</td>
<td>20.0</td>
<td>-78</td>
</tr>
<tr>
<td>$C$ ($\mu$F)</td>
<td>820</td>
<td>300</td>
<td>-63</td>
</tr>
<tr>
<td>$t_a$ (ms)</td>
<td>0.671</td>
<td>1.024</td>
<td>+52.6</td>
</tr>
<tr>
<td>$t_r$ (ms)</td>
<td>2.134</td>
<td>3.210</td>
<td>+50.4</td>
</tr>
<tr>
<td>$t_e$ (ms)</td>
<td>5.033</td>
<td>5.263</td>
<td>+4.6</td>
</tr>
<tr>
<td>$t_f$ (ms)</td>
<td>6.050</td>
<td>6.462</td>
<td>+6.8</td>
</tr>
<tr>
<td>INJECTION TIME (ms)</td>
<td>6.721</td>
<td>5.438</td>
<td>-19.1</td>
</tr>
<tr>
<td>PEAK BOOST CURRENT, $i_e$ (A)</td>
<td>13.0</td>
<td>9.18</td>
<td>-29.4</td>
</tr>
<tr>
<td>at AIR-GAP, $h$ (mm)</td>
<td>0.537</td>
<td>0.626</td>
<td>+16.6</td>
</tr>
<tr>
<td>at TIME (ms)</td>
<td>1.254</td>
<td>1.364</td>
<td>+8.8</td>
</tr>
</tbody>
</table>

Table 6.2 Optimized and non-optimized systems. Comparison showing design vector values, the four time objectives with time zero as reference, the injection time, and the peak boost current at corresponding time.
<table>
<thead>
<tr>
<th>GAS DOSAGE (mg)</th>
<th>% DIFFERENCE FROM</th>
</tr>
</thead>
<tbody>
<tr>
<td>IDEAL (square shape)</td>
<td>102.37</td>
</tr>
<tr>
<td>ACTUAL ENGINE REQUIREMENT</td>
<td>80.0</td>
</tr>
<tr>
<td>OPTIMIZED</td>
<td>84.12</td>
</tr>
<tr>
<td>NOT OPTIMIZED</td>
<td>72.85</td>
</tr>
</tbody>
</table>

Table 6.3 Gas dosage comparison assuming: ideal square injection time corresponding to the pulse width, actual engine requirement, optimized and non-optimized system.

For an optimized system, the electromagnetic force generated by the solenoid has a rapid rise because of the large current boost created by the specially designed electrical switching circuit. The peak boost current is 13.0 A and occurs at 1.254 ms when the air-gap has been reduced to 0.537 mm, after which the current decays towards its nominal 7 A value, as is illustrated in Figure 6.10. Although, the current decays after it peaks, the solenoid force continues to rise because of the solenoid air-gap decrease, as the solenoid core mass continues to accelerate upwards.

Similarly, for the non-optimized system, the current also has a rapid rise but the peak boost current reaches only 9.18 A at 1.364 ms, which is 29.4 % less in magnitude, as compared to the optimized system. The current peaks too early when the needle is only slightly opened at an air-gap of 0.626 mm. Although the needle continues to accelerate upwards due to the electromagnetic force of attraction and to the mass inertia, the air-gap remains still too large to significantly increase the solenoid force as the current decays. This situation is clearly illustrated in Figure 6.8 between 1.2 ms and
2.0 ms, and reduces the force profoundly causing the injector needle to accelerate at a lower rate. After 2.0 ms, the decrease in the air-gap causes the solenoid force to accelerate more rapidly, despite the decreasing current.

The main factor affecting the peak value of the boost current and the rate of the current rise (and hence the rate and magnitude of the force generation), depends on the amount of capacitance in the switching circuit. With reference to Figure 6.9 for the non-optimized system, a small $V_c$ capacitance value of 300 $\mu$F forces the capacitor to charge-up very quickly; it does not permit the voltage differential $V_{sol}$ across the solenoid to be maintained large enough and long enough to generate an effective peak current. As well, a high spring preload of 20 N delays the injector opening and hence delays the generation of a strong solenoid force. This is because for a given current, smaller air-gaps are contributing to larger forces then when the air-gap is large. It is now becoming clear that the opening delay caused by the preload cannot be compensated by earlier application of the command pulse, similar to adjusting the spark advance in gasoline engines. It is because the needle rise has already been deformed by the delay. On the contrary, when compared to the optimized system, the larger capacitor value of 820 $\mu$F and small preload of 5.19 N provides the combined effect to produce a large peak current and rapid force generation. The advancing of the pulse width would be quite effective for the optimized system.

The drop in the current for the non-optimized system initially decays below its 7 A nominal value. This is not because of the voltage drop caused by the internal
resistance of the solid-state relay, in which the relay output voltage $V_d$ is less than the supply voltage. The reason is because, as the air-gap gets smaller and with a fast velocity, the velocity induced voltage tends to reduce the magnetizing current $i_m$, as is described by Equation (4.16). Thus, electrical energy is converted to mechanical energy to attract the solenoid core towards its magnetic pole. Once the injector needle is fully opened, the velocity dependent voltage becomes zero and the current returns to its nominal 7 A value.

At 5 ms the supply voltage is removed to close the injector. As shown in Figure 6.9, the non-optimized system has a faster capacitor voltage decay than the optimized system because of a smaller capacitance. The capacitor should be able to sustain the voltage for a sufficient amount of time to oppose the forward exciting current $i_e$ to quickly reduce the solenoid force. As the result of the velocity induced voltage, the mechanical energy is converted into electrical energy and is supplied to the source. This produces an unwanted effect in that both exciting and magnetizing current tends to increase and to prolong the force decay. Still, for the optimized system, the spring with a constant of 90.186 kN/m has sufficient force to quickly close the injector needle within 1.017 ms, and with a delay of only 0.033 ms, as measured from the removal of the command voltage. For the non-optimized system, the spring constant of 20 kN/m does not provide such effective compression force and the delay before the needle starts to close is prolonged to 0.263 ms. However, once it starts to fall it quickly accelerates and completely closes within 1.199 ms.
6.10 Weight Assignment for Qualitative Comparison of System Performance

From a qualitative point of view, it is desired to have the rates of needle rise and fall as high as possible so that the injector needle movement approximates the ideal square shape motion profile. To perform this study, subjective weights \( w_1, w_2, w_3, w_4 \) are assigned, respectively, to the four individual time objectives \( t_d, t_r, t_c, t_f \), as defined by Equation (6.7). In Sections 6.8 and 6.9 the situation was considered where all four objectives had equal importance. Solution results for the condition of relative equal weights 1:1:1:1, is summarized in Table 6.4 as sets 3 and 4. As stated in Section 6.8, solution set 4 is the global optimum. Set 3 is considered only as a local minimum which is very close to the optimum and is presented for comparison purposes because the spring preload is at its boundary constraint value of 5 N. Solution set 2 presented in Table 6.4 is for the relative weights of 1:3:1:3. This means that the rise time objective \( t_r \) and fall time objective \( t_f \) are three times more important as compared to the time delays \( t_d \) and \( t_c \). Solution set 1 in Table 6.4 is for the relative weights of 0:1:0:1, i.e. the time objectives \( t_r \) and \( t_f \) are subjectively very much more important than the objectives \( t_d \) and \( t_c \).

The optimization results summarized in Table 6.4 show that for all three systems, the best injection performance occurs when the applied voltage is at the maximum value of 36 V, the preload is at, or very close to its minimum value of 5 N, and the capacitor charge is between the small range of 813 to 821 \( \mu \)F. The preload variation with respect to the optimum value is only -3.6 \%, and affects slightly the delay before the injector begins to open \( t_d \) by less than -0.5 \%. The capacitor percentage variation with respect
<table>
<thead>
<tr>
<th>SET</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>WEIGHT $(w_1, w_2, w_3, w_4)$</td>
<td>0:1:0:1</td>
<td>1:3:1:3</td>
<td>1:1:1:1</td>
<td>1:1:1:1</td>
</tr>
<tr>
<td>$X^*$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$V$ (V)</td>
<td>36.0</td>
<td>36.0</td>
<td>36.0</td>
<td>36.0</td>
</tr>
<tr>
<td>$F$ (N)</td>
<td>5.0</td>
<td>5.0</td>
<td>5.0</td>
<td>5.19</td>
</tr>
<tr>
<td>$K$ (kN/m)</td>
<td>67.046</td>
<td>77.474</td>
<td>83.471</td>
<td>90.786</td>
</tr>
<tr>
<td>$C$ (μF)</td>
<td>821</td>
<td>817</td>
<td>813</td>
<td>820</td>
</tr>
<tr>
<td>$t_d$ (ms)</td>
<td>0.668</td>
<td>0.668</td>
<td>0.668</td>
<td>0.671</td>
</tr>
<tr>
<td>$t_r$ (ms)</td>
<td>1.339</td>
<td>1.384</td>
<td>1.414</td>
<td>1.463</td>
</tr>
<tr>
<td>$t_e$ (ms)</td>
<td>0.133</td>
<td>0.086</td>
<td>0.062</td>
<td>0.033</td>
</tr>
<tr>
<td>$t_f$ (ms)</td>
<td>1.093</td>
<td>1.059</td>
<td>1.040</td>
<td>1.017</td>
</tr>
<tr>
<td>$t_d + t_e$ (ms)</td>
<td>0.801</td>
<td>0.754</td>
<td>0.730</td>
<td>0.704</td>
</tr>
<tr>
<td>$t_r + t_f$ (ms)</td>
<td>2.432</td>
<td>2.443</td>
<td>2.454</td>
<td>2.480</td>
</tr>
<tr>
<td>$J^* = J' (X^*)$</td>
<td>3.233</td>
<td>3.197</td>
<td>3.184</td>
<td>3.184</td>
</tr>
</tbody>
</table>

Table 6.4 Optimization results from the application of different weights $(w_1, w_2, w_3, w_4)$ corresponding respectively to the four important individual time objectives ($t_d$, $t_r$, $t_e$, $t_f$). For each set of weights, the corresponding design vector values, the four time objectives, and the multiobjective function values are indicated.
to the optimum value is less than -1 %, and can be considered to have negligible effect on the system performance comparison. It is the spring constant design variable that shows the most change when compared to the optimum value, with a maximum variation of 26.2 %.

The impact of the spring constant should be expected because it affects the needle rise and fall times, \( t_r \) and \( t_f \), respectively, as it is stipulated by the assignment of weights. From Table 6.4, it can be seen that when more importance is assigned to \( t_r \) and \( t_f \), the spring rate decreases. This effect on the four important time objectives and on the optimum objective function values is summarized in the table, and is also recapitulated in Figure 6.11, where it is normalized against their optimum values from set 4. As the assigned weight is decreased resulting in an increase of spring constant, the rise time \( t_r \) increases, as shown in Figure 6.11. This trend is correct because there is higher spring force opposing the solenoid force against the injector needle opening. Consequently, the injector fall time \( t_f \) is shown to decrease for an increase in spring constant because there is more compressed spring force available to accelerate the needle closure. As well, this higher spring force helps to reduce the time delay \( t_e \) before the needle starts to close, as shown in the figure. It can be concluded that the weight assignment has a profound influence on \( t_e \), which could be four time worst for a low spring rate, as compared to the optimum of set 4.

Although the assignment of increasing weights is to influence \( t_r \) and \( t_f \), the figure shows that the overall objective function \( J' \) decreases with an increase in the spring rate.
Fig. 6.11 Normalized objective function values as the result of variations in weight assignment.
The impact of the weights assignment has to be considered as correct because the sum of \( t_i \) plus \( t_r \) reduces with their weight increase, as is shown by the numerical data in Table 6.4. And, since the delays \( t_d \) and \( t_c \) are of less importance, their total value is worst for larger weights, which is also shown in the table. In conclusion, from a qualitative point of view, the optimum design variables obtained from weight selection set 1 should be chosen because the combined needle rise and fall times produce a closer to square needle operating profile. However, from a quantitative point of view, the design vector from weight set 4 should be chosen because the objective function value is minimum.

6.11 Summary

A new technique to account for boundary constraints has been introduced into the Hooke and Jeeves unconstrained optimization method. The main modification to the Hooke and Jeeves method was to limit the design variable exploratory moves to their maximum or minimum values. These limit values act as a 'barrier' to keep the design vector to within the feasible region. The major contribution in the consideration of boundary constraints is attributed to the one-dimensional search for the optimum scalar step length along the pattern direction, where three successive objection function values and their corresponding step lengths are tracked. Whenever a design variable is about to violate its constraint, it is barred from the infeasible region by their maximum or minimum limits. An algorithm comparing these three sets of values is used to determine whether a design variable lying on the boundary is an optimum solution. In addition,
these values are required anyway for the concave bracketing to determine the optimum step length by the quadratic interpolation method when the optimum design variables are in the feasible region.

This new boundary constraint technique is general and should be compatible to other direct search optimization methods with some programming modifications, such as the Powell’s method and Rosenbrock’s method of rotating coordinates, which are considered as further improvements of the Hooke and Jeeves method [44(9)]. It is recommended that this new constraint procedure be further investigated and the algorithm optimized and tested on other direct search methods. The merits of this new approach should be thoroughly investigated and exploited because it avoids all the pitfalls encountered when the penalty function methods are used in optimization which are requiring systems simulation for objective function evaluation, as described in Section 6.2.

In Section 6.8, optimization of the injection system took 305 function evaluations before the optimum solution was reached. However, it should not be mistakenly concluded that the optimization method is inefficient. The reason for the large number of function evaluations is because the initial design vector starting point was taken arbitrarily at the centre of each of the boundary constraints, well away from the final solution vector and three complete optimizations were performed to ensure global optimality. These procedures were to illustrate that the same solution can be reached independently of the starting point. If the actual solution to the optimum design vector
was known approximately, and if this solution was known to be a global minimum, then starting the optimization search close to the solution with these 'a priori' knowledge would save much of computation time. The individual optimization sets shown in Figure 6.1 illustrate this fact.

It should be pointed out that the optimization technique by reducing the spring rate and capacitor values by one half and re-optimization to determine the optimum global solution set, is not a general method and is particular to this class of problem from 'a priori' knowledge of the system performances obtained from Chapter 5. Thus, the general procedure is to optimize the problem from many different starting points and then the comparison of all the local minimums for the global optimum becomes not necessary.

Application of the optimization procedure designates the optimum design vector as:

\[ \bar{X}^* = [36 \, V, 5.19 \, N, 90.786 \, kN/m, 820 \, \mu F]^T \]

The applied voltage should be large to provide a high current through the coil, since the solenoid force is a function of current. The spring preload force should be small, so as to keep the injector opening delay short. The spring constant should be large, so that when the applied voltage is removed the large spring force can quickly accelerate the injector needle to its closed position. Even though the spring constant might be large, the high solenoid force created by the current boost is much greater and can accelerate the injector needle to reach the nozzle opening quickly. The capacitor value should not be too small because, in such a case, the capacitor would charge-up too fast to provide
sufficient current boost at the beginning of the injector opening and would discharge too quickly to provide a sufficient voltage to oppose and help decelerate the current for a fast force decay. If the capacitance is excessively large, which is equivalent to no capacitor in the circuit, the current would be kept at high level too long and may cause damage to the solenoid; after the needle lift, the current should return to its nominal 7 A value.

An optimized injector design minimizes the time delays and improves the profile of the needle motion. This in turn, diminishes the deviation between the ideal and actual amount of the gas dosage supplied to the engine. The dynamics of the injection process is complex, and the injector performance depends on the interaction from many design variables. Only a systematic optimization procedure can establish the correct parameter values to meet the optimum system performance requirements.
CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS

7.1 Conclusions

One of the objectives of this research was to develop a comprehensive mathematical model describing the dynamic characteristics of an electromagnetic solenoid. The ferromagnetic material effects due to the solenoid core and solenoid casing were included in the model equation as represented by the material reluctance. This is given by Equation (4.2), where the parameters $a_1$ and $a_2$ were derived from experimental 'steady-state' force and current data for a particular air-gap length. This led to a unique representation as given by the steady-state magnetization curves for the solenoid, shown in Figure 4.28 for different air-gaps.

The equivalent circuit for the solenoid is shown in Figure 4.21, which includes the representation of a flux leakage inductance term and an eddy current loss resistance term. The value of this circuit is that it models the solenoid force and current transients correctly as proved by the experimental results. However, such validation can only be achieved by a correct representation of the material steady-state magnetization curves and appropriately chosen parameters for the flux leakage and eddy current terms. The uniqueness of this model is even more profound, in that it also represents the dynamic hysteresis characteristics of the solenoid force, as shown in Figures 4.15 to 4.19. In conclusion, the objective to model and to derive the governing equations to represent the solenoid transient force and current characteristics has been achieved. It must be
emphasized that the mathematical model of the solenoid is both innovative and contributing to a better understanding of solenoid transient behaviour.

A comprehensive model of the solenoid contributes to the second objective of this research. With a better understanding of the solenoid characteristics, it became possible to use the solenoid in applications and performances beyond its nominal intended use. This was the purpose of the specially designed solenoid switching circuit, as shown in Figure 4.34. The purpose of the circuit is to provide a current ‘boost’ to create a large initial force to open the injector quickly. The current is then brought back to its nominal operating conditions because the voltage across the solenoid coil decreases as the capacitor is charged up. When the applied voltage is removed, the counter voltage provided by the capacitor helps to decelerate the current to quickly reduce the solenoid force for fast injector closing. In conclusion, application of the circuit has demonstrated that small off-the-shelf solenoids (or solenoids in general) can function in an "over-powered" mode to give a rapid rise in force without causing solenoid damage, provided that electric power is brought back to nominal conditions rapidly. It must be pointed out that this solenoid driving circuit performs as intended, is constructed with only few components, and its design is novel.

The comprehensive mathematical model for the solenoid provides the basis for a computer simulation of the solenoid/injector systems dynamic response for the design improvement purposes and a computer optimization method was developed for a systematic design approach. For the injector system under consideration, any adjustment
to one or more system parameters during the optimization procedure requires the complete model to be simulated again. In addition, information about the derivatives of the objective function cannot be expressed explicitly. Thus, after reviewing different optimization techniques, it was concluded that a 'direct search technique' is the most appropriate because derivatives of the objective function are not required. The Hooke and Jeeves optimization method was selected because the method is not difficult to implement as an algorithm, and because the other accepted direct search techniques are only extensions of this method, as a basis for their modifications. A new procedure was introduced to account for boundary constraints, which avoids all the drawbacks as encountered by using the penalty function method (fully described in Section 6.2). The procedure keeps track of three successive objective function values and their corresponding step lengths. These values are used 1) to determine if a boundary has been reached, and if so, the algorithm decides if this corresponds to the optimum design vector, and 2) to the bracketing of three function values that is required for the quadratic interpolation method. The technique to account for boundary constraints can be classified as a 'self-bounding' method, since the design variables are restricted to remain within the feasible region. The procedure is innovative, and can be applied to other direct search methods with minor programming modifications. The merits of this new approach should be thoroughly investigated and exploited because it avoids all the pitfalls encountered when the penalty function methods are used in the optimization procedures which are requiring systems simulation for objective function evaluation.
Results from application of the optimization procedure leads to the following conclusions about the performance of the injector:

The applied voltage should be large to provide a high current through the coil, since the solenoid force is a function of current. The spring preload force should be rather small, to keep the injector opening delay short. The spring constant should be large, so that when the applied voltage is removed the large spring force can quickly accelerate the injector needle towards its closed position. Even though the spring constant might be large it does not increase the spring force at the start of its lift; the high solenoid force created by the current boost is much greater and accelerates the injector needle to reach the nozzle opening quickly. The capacitor value should not be too small because, in such a case, the capacitor would charge-up too fast to provide sufficient current boost at the beginning of the injector opening and would discharge too quickly to provide a sufficient voltage to oppose and help decelerate the current for a fast force decay. If the capacitance is excessively large, which is equivalent to no capacitor in the circuit, the current would be kept at high level too long and may cause damage to the solenoid; after the needle lift, the current should return to its nominal 7 A value.

An optimized injector design minimizes the time delays at opening and closing and improves the profile of the needle motion. This in turn, diminishes the deviation between the ideal and actual amount of the gas dosage supplied to the engine. The dynamics of the injection process is complex, and the injector performance depends on the interaction from many design variables. Only a systematic optimization procedure
can establish the correct parameter values to meet the optimum system performance requirements.

In summary, the contributions from this research work are threefold:

1. A mathematical model of an electrical solenoid has been established that describes the solenoid current and force transients, as well as the force saturation characteristics. The model is based on the solenoid coil steady-state flux versus current magnetization characteristics and on a unique equivalent circuit representation which includes a flux leakage inductance and an eddy current resistance component. The solenoid model is innovative and contributes to a better understanding of solenoid transient behaviour.

2. A novel solenoid driving circuit has been designed that provides a boost current to rapidly generate the solenoid force for quick injector opening. The capacitor incorporated in the circuit design reduces the current through the solenoid to protect the coil from over-heating during the injector opening sequence, and is also used as a reverse voltage across the coil to rapidly decelerate the current for quick injector closing.

3. A numerical optimization procedure has been established to determine the complex set of system parameters for the injector/solenoid optimum performance. A new procedure to account for boundary constraints has been introduced to the Hooke and Jeeves optimization method. The procedure tracks three sets of
objective function and step length values and programming logic determines if the boundary solution is a possible minimum.

7.2 Recommendations for Future Work

The presented work is based on some basic gas injection processes in a well defined environment, although not fully adapted to a real internal combustion engine. So, the differences that can affect the proposed gas injection system, when used in a real engine, should be further investigated and their impact should be found regarding the changes in performance of the injector. The following recommendations could be made regarding the follow-up of this research work:

1. The variations of the gas temperature in the injector as well as the duty cycle of the solenoid and their impact on the injector performance.

2. The variations of the combustion chamber temperature and pressure and their impact on the gas discharge characteristic.

3. The injector needle bouncing, both at the upper stop and in the seat and its impact on the gas discharge characteristic.

4. The specific changes of the gas discharge characteristics in cases of extreme variations of the injected gas dose (as for example, idling).

The above analysis has to be done when adapting the proposed gas injection system to a particular engine type. To optimize for a dedicated gas injection system, the
procedure described in this thesis can be still used; however, the weight assignments should be proposed depending on the engine development objectives and with regard to the expertise of the responsible project engineer.
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APPENDIX A

CONICAL VALVE SEAT DESIGN AND MINIMUM GEOMETRIC FLOW AREA

The conical valve seat design is very important for the proper operation of the injector. Figure A.1 illustrates the cross-sectional view of the conical valve seat where the cone angle is greater than that of the conical needle. When the valve is closed, the contact to its seat is described by a circle of diameter $mn$. When the needle is lifted, the minimum geometric flow area is given by the frustum area circumscribed by the line of length $L$. The curved surface of the frustum of a right cone, radius of base $r_1$, radius of top $r_2$ and altitude $z$, is given by:

$$
\pi (r_1 + r_2) \sqrt{z^2 + (r_1 - r_2)^2}
$$

(A.1)

From Figure A.1, the parameters to the equation are:

- $r_1 = \frac{d}{2}$
- $r_2 = \frac{d}{2} - L \cdot \cos \theta$
- $\sqrt{z^2 + (r_1 - r_2)^2} = L$
- $L = h \cdot \sin \theta$

Thus, the critical flow area is calculated as:

$$
A_m = \pi \cdot (h \cdot \sin \theta) \left( d - h \cdot \sin \theta \cdot \cos \theta \right)
$$

(A.2)
Fig. A.1  Valve seat with a conical angle greater than the needle angle
In the above equation, $A_m$ represents the minimum geometric flow area after the needle has lifted to height $h$. The diameter of the nozzle orifice is represented by $d$.

This valve seat design will require lower solenoid force to lift the needle because more of the needle cone end area is exposed to the pressure above the circular contact line. Since the part of the needle within the injector housing is pressure balanced, the net closing gas force created by the pressure difference $P_1-P_2$ on the seated needle acts on the needle projected area of diameter $mn$, which is equal to the nozzle orifice diameter $d$.

When the needle is lifted and the gas is injected, it is assumed that the pressure acting on the conical end of the needle, is uniformly equal to $P_1$ upstream of the critical flow area and uniformly equal to $P_2$ downstream of the critical flow area. This assumption provides a base for an approximate calculation of the forces acting on the cone of the lifted needle. Hence, for the pressure balanced injector design, it can be concluded that the net force exerted by the gas pressure difference on the needle always tends to close the valve. That is, it acts against the solenoid force and in the same direction as the spring force.
APPENDIX B

DESCRIPTION AND CALIBRATION OF PIEZO-CELL FORCE TRANSDUCER

A piezo-electric load cell was used to measure the electromagnetic force of attraction in the experimental set-up shown in Figure 4.1. The load cell is a product of Kistler, type 9001, and the specifications are:

<table>
<thead>
<tr>
<th>Specification</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Range</td>
<td>from 0 to 7500 N</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>-4.29 pC/N</td>
</tr>
<tr>
<td>Linearity</td>
<td>±0.4 %FSO</td>
</tr>
<tr>
<td>Operating Temperature</td>
<td>-196 to 200 °C</td>
</tr>
</tbody>
</table>

The converter used is the charge amplifier produced by Kistler, model 504E.

In the calibration of the force transducer, dead weights were gradually applied from 0 to 66.720 N to load the cell under compression, and the electrical output from the cell was recorded. Figure B.1 plots the calibration curve for the transducer. The numerical readings taken are also shown in the figure.

The static gain of the force transducer was found to be:

\[ 7.7698 \times 10^{-1} \frac{N}{mV} \]
Fig. B.1  Piezo-cell force transducer calibration curve
APPENDIX C

DESCRIPTION OF CLAMP-ON CURRENT METER

A clamp-on current meter produced by Kyoritsu Electrical Instruments Works, Ltd., was used to measure the transient (exciting) current to the solenoid coil. The instrument is a model 8113 clamp-on AC/DC current/voltage converter that permits AC/DC current measurements from 1 mA to 200 A. The specifications of the instrument for DC current measurements are:

<table>
<thead>
<tr>
<th>Range Switch Position</th>
<th>Measuring Ranges</th>
<th>Output</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>2A DC</td>
<td>0 - 5A DC</td>
<td>0 - 500.0 mV DC</td>
<td>±(1.5% rdg + 5mA)</td>
</tr>
<tr>
<td>20A DC</td>
<td>0 - 50A DC</td>
<td>0 - 500.0 mV DC</td>
<td>±(1.0% rdg + 0.02A)</td>
</tr>
<tr>
<td>200A DC</td>
<td>0 - 200A DC</td>
<td>0 - 200.0 mV DC</td>
<td>±(1.5% rdg + 0.2A)</td>
</tr>
<tr>
<td></td>
<td>150 - 200A DC</td>
<td></td>
<td>±3.0% rdg</td>
</tr>
</tbody>
</table>

Frequency Range : DC to 1 kHz
Operating Temperature Range : -196 to 200 °C
APPENDIX D

DESCRIPTION OF SUBROUTINE MAXMIN

A descriptive flow chart is shown in the following page explaining the functions of subroutine MAXMIN. The subroutine returns to the calling program the flag BORDER set to TRUE and the new value for the step length λ if any boundaries have been violated. The step length λ is calculated from the variable that went the most into the infeasible region. Thus, the returned λ to the main program will recalculate the move for that variable to reach exactly to the boundary, where λ is acting as a barrier. All other variables will also move but will remain within the feasible region away from the boundary. If all variables are within or are lying on the boundary, subroutine MAXMIN only returns the flag BORDER set to FALSE. This means that no boundaries have been violated and there is no change to the step length λ.
Fig. D.1  Functional flow chart for subroutine MAXMIN