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ABSTRACT 

 

Network Coding For Star and Mesh Networks 

Juma Ben Saleh, Ph.D. 

Concordia University, 2012 

This thesis introduces new network coding techniques to improve the file sharing 

and video streaming performance of wireless star and mesh networks. In this thesis we 

propose a new XOR based scheduling algorithm for network coding in cooperative local 

repair. The proposed algorithm commences in three phases. In the first phase, nodes 

exchange packets availability vectors. These vectors are functions of the probability of 

correct packet reception over the channel. This is followed by a short period of 

distributed scheduling where the nodes execute the processing algorithm which tries to 

minimize the total transmission time. In the third phase, nodes transmit the encoded 

packets as per the decision of the scheduling algorithm. Simulation results show 

improvement in system throughput and processing delay for the proposed algorithm. We 

also study the trade-offs between file sizes, processing delays, number of users and 

packet availability. In the sequel we display the favorable effects of file segmentation on 

the performance of the proposed scheduling algorithm. Furthermore, the upper bound on 

the performance and the analysis of the proposed scheduling algorithm are derived.  

Also, in this thesis, the effects of random network coding on code division 

multiple access/time division duplex (CDMA/TDD) platforms for wireless mesh 

networks are studied and evaluated. A multi-hop mesh network with single source and 

multiple receiving nodes is assumed. For reliable data transfer, a Selective Repeat ARQ 
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protocol is used. Two scenarios are evaluated for their efficiency. In scenario 1, but not in 

scenario 2, random network coding is applied to CDMA/TDD wireless mesh networks. 

The delay and delay jitter for both scenarios are computed. The study also focuses on the 

effects of uncontrolled parameters such as the minimum number of neighbors and the 

network connectivity, and of controlled parameters such as Galois Field (GF) size, packet 

size, number of Walsh functions employed at each node and the Processing Gain. The 

analysis and simulation results show that applying random network coding to 

CDMA/TDD systems in wireless mesh networks could provide a noticeable improvement 

in overall efficiency.  

We also propose a cross layer approach for the Random Network coded-Code 

Division Multiple Access/Time Division Duplex (RNC-CDMA/TDD) wireless mesh 

networks. The proposed algorithm selects the number of assigned Walsh functions 

depending on the network topology. Two strategies of Walsh function assignments are 

proposed. In the first, nodes determine the number of their assigned Walsh functions 

depending on the neighbor with the maximum number of neighbors, which we call the 

worst case assignment.  In the second, nodes determine the number of their assigned 

Walsh functions depending on the need for each transmission. Simulation results show 

the possible achievable improvement in the system performance, delay and delay jitter 

due to cross layer design.  
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Chapter 1 INTRODUCTION  

 

1.1 Introduction 

 

Applying network coding (NC) could provide several benefits, such as higher 

speed, reliable communication, etc. Without NC, intermediate nodes merely replicate 

received packets and forward them to their neighbors. However, with NC, intermediate 

nodes code/combine a number of received packets and then send the resulting coded 

packet to their neighbors. This ability of coding is an asset of the NC and helps a node, 

who receives from different neighbors, to make use of the intentional and unintentional 

transmissions from neighboring nodes.   

This chapter introduces some concepts necessary for complete understanding of 

NC and its possible benefits. This chapter will also outline the contributions and topics of 

subsequent chapters.  

1.2 Preliminaries 

 

In this section, we present an overview of several topics related to the thesis, 

particularly NC, CDMA/TDD systems and cross layer design (CLD).   

1.2.1 Network coding 

 

Recently, NC was introduced to deal with the information forwarding in a 

network. NC was initiated by Ahlsweede [1]. Without NC, intermediate nodes just 

replicate and forward the received packets to their neighbors. On the other hand, with 
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NC, intermediate nodes perform coding/combining of a number of received packets and 

then send the coded packets to their neighbors. The basic way to create a coded packet is 

to perform the operation XOR on a certain number of the original packets [2-4]. Then a 

neighbor node receiving such a coded packet will be able to find one of the component 

packets, provided that it has all other original packets constituting the coded packet. For 

example, in figure 1.1, node n1 has received packets P1, P2, P3, and P4, node n2 has 

received packets P1, P3, and P4, node n3 has received packets P2, P3, and P4, node n4 has 

received packets P1, P2, and P3, and node n5 has received packets P1, P2, and P4. 

n5

n2

n1

n3

n4

{P1,P2,P3,P4}

{P2,P3,P4}

{P1,P3,P4}

{P1,P2,P3}

{P1,P2,P4}

 

Figure  1.1 Example of XOR network coding 

 

Let us assume that all nodes need all four packets. If n1 encodes all four packets by 

performing the operation XOR on all of them together and transmitting the coded packet, 

then any node of the neighboring nodes (n2, n3, n4, and n5) that receives the coded packet 

will be able to get the original packet it is missing.    

In a different technique, packets received at a certain intermediate node are 

multiplied by a set of coefficients. These coefficients are preset, used by all nodes and for 
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all packets [5]. This linear network coding (LNC) is sufficient for small and static 

networks. For large and dynamic networks, a random linear network coding (RNC) is 

preferable, where each intermediate node chooses its coefficients randomly and 

independently from a finite field [6] whenever a coded packet is formulated. The received 

packets are weighted according to the chosen coefficients and combined to create the 

coded packet to be transmitted. These coefficients are also transmitted as headers in the 

coded packet for decoding purposes at the receiving node. 

 

 1.2.2 CDMA/TDD  

 

Some different techniques used to access the shared channel in multi-user systems 

are Frequency Division Multiple Access (FDMA), Time Division Multiple Access 

(TDMA), and spread spectrum technique (Code Division Multiple Access (CDMA)). The 

essential idea of spread spectrum is to disperse the spectrum of the information signal 

over a huge bandwidth.  The three well known spread spectrum techniques are direct-

sequence (DS), frequency-hop (FH), and hybrid direct-sequence/ frequency-hop 

(DS/FH). In the direct-sequence code division multiple access (DS-CDMA), users share 

the entire bandwidth and transmit their data at the same time, but each user is assigned a 

different code (Walsh code or Walsh function) to access the channel [7]. Each user has a 

unique Walsh code, which is orthogonal to the Walsh codes of the other users in the cell. 

The chip rate of the Walsh code is higher than the data rate which causes spreading of the 

data. The ratio between the chip rate and the data rate is known as Processing Gain. The 

receiving user, depending on the channel, receives the overlapped signals that were 
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transmitted by his different neighbors. The receiver decodes the intended data by de-

spreading the overlapped received signals using the same Walsh code used at the 

intended transmitter. DS-CDMA channel access technique has been used widely, e.g. in 

W-CDMA [8], IEEE 802.11b, etc. In the frequency-hop code division multiple access 

(FH-CDMA), the carrier frequency is periodically changed [7]. Such a technique is used 

in handheld transceivers (Walkie-talkie) and in the military. In the hybrid direct-

sequence/ frequency-hop code division multiple access (DS/FH CDMA), both DS and 

FH are used to make use of the benefits provided by the two techniques [7]. This type of 

channel access is often used in the military.      

A communication system with two parties, that provides communication in two 

directions, e.g. the base station (BS) and mobile subscriber (MS) in cellular system, is 

known as a duplex communication system.  The Frequency-Division Duplex (FDD) and 

the Time-Division Duplex (TDD) are the two duplex techniques that are used in 

communication systems.  In TDD mode the uplink and downlink are separated in time, 

which implies that the two parties transmit at different times but using the same 

frequency [9]. TDD is preferred over FDD due to its design simplicity, where the same 

set of electronic equipment is used, at BS or MS for both uplink and downlink [9].  Also, 

since the uplink and downlink use the same frequency, the uplink and downlink channels 

are identical. As a result, this can be used for power control [9].      

In CDMA/TDD systems, users use the CDMA to access the channel with uplink 

and downlink separated in time. CDMA/TDD systems have been a subject of great 

interest in cellular mobile systems [10], [11], [12] , and [8]. In addition to Walsh 

functions, spread spectrum systems use scrambling code for security. In cellular systems, 
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the BS is responsible for controlling the entire process, e.g. the Walsh code assignments 

to all MS, power control, and so forth. Recently, CDMA/TDD has been applied to 

wireless mesh networks (WMNs) [13]. In WMNs, there is no BS, and nodes can 

communicate using routing techniques. In CDMA/TDD WMNs, the identities of the used 

Walsh functions and the scrambling code at the transmitting node are transmitted in the 

packet for the decoding purposes. In chapter 3, more details about the packet format of 

CDMA/TDD systems for WMNs are introduced.          

 

1.2.3 Cross layer design 

 

There are different communication networks, such as computer, television and 

cellular networks, etc. A user in a network could request a service supported by a 

different network. For example, one could check his/her e-mail on a cell phone. Thus, 

communication is a very complex process. Not only that, but a network also needs to be 

updatable to accommodate any newly developed service. Therefore, a complete network 

architecture is required. Layered architectures, such as the seven-layer OSI reference 

model and TCP/IP, have divided the networking tasks into layers, and each layer is 

responsible to provide a certain service to the layer above it [14]. The layers of the seven-

layer OSI reference model from top to bottom are application layer, presentation layer, 

session layer, transport layer, network layer, data link layer and physical layer, as shown 

in table 1-1.  
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Table  1-1 OSI Model 

Application layer

Transport layer

Session layer

Network layer

Data link layer

Physical layer

Presentation layer

 

 

Table 1-2 shows the layers of TCP/IP model. The layers of the TCP/IP model from top to 

bottom are application layer, transport layer, internet layer and network interface.  

 

Table  1-2 TCP/IP Model 

Application layer

Transport layer

internet layer

Network interface
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In layered network architecture each layer provides a service to the next upper layer. 

Beyond that, the lower layer does not interfere with the inner workings of the upper layer. 

On the other hand, in cross layered networks there is coupling between layers, so as to 

improve the overall performance. For example, routing techniques inherent to network 

layer can make use of information from physical and data link layers. This information 

could be probability of packet transmission errors in various links, etc. In this thesis, we 

investigate the combined effect of NC and cross layer design.         

   

1.3 Literature Review 

 

      NC is a research topic that has received wide attention recently.  In [1], the max flow 

min cut theorem is presented. The authors in  [1] show that, with NC for single source 

multicast networks it is possible to achieve throughput equal to the minimum of the 

maximum flows for the cut that separates source from destinations. A generic linear code 

multicast (LCM) was proposed [5]. In this algorithm, the output of the intermediate nodes 

is basically a linear combination of its inputs. It was shown that, for a single-source 

multicast network and finite symbol size, using LCM, a rate that equals the receiverôs 

max-flow can be achieved for every receiver. In [15] an algebraic approach for LNC is 

proposed. The algebraic approach reduces the time required to find the linear solution. 

Work in [16] shows that it is possible to find an optimal LNC for a given network 

topology. The problem with this algorithm is the processing time which increases 

exponentially with the network size; also, this algorithm is efficient only for single source 
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networks. In [17], the authors introduce the randomized NC. The authors in [18] show the 

possible achievable benefit that randomized NC offers compared with traditional routing 

protocols. In [6] a distributed RNC approach is presented. With this approach, 

intermediate nodes make random linear combinations of their incoming packets and 

transmit these coded packets in their outgoing links over some finite field. In this work it 

was shown that, using this NC algorithm in multi-source multicast networks, maximum 

capacity can be achieved.  

      Although NC was originally investigated for wired networks, applying NC in wireless 

networks could provide better improvement in the system throughput. In this thesis, we 

restrict the study to works in NC in wireless networks. Many works in NC for wireless 

networks have been proposed. Most of the works were either to improve the system 

throughput or to reduce the required energy. In [19] and [20], an opportunistic scheduling 

for wireless network coding is presented. In this opportunistic scheduling, nodes send 

coded packets to receivers within their power range through good channel condition. This 

in turn will improve the transmission rate. The authors in [21] have focused on how to 

implement NC in a WMN. COPE, which is the first practical opportunistic network 

coding approach for wireless networks, was introduced in [2]. In [22], [23] a theoretical 

formulation of the COPE throughput is derived. The problems with COPE [2] are the 

conventional shortest path routing protocol and queuing technique which may not utilize 

the coding opportunity, thus limiting the benefit of NC. A recent work [24] has proposed 

a more efficient COPE architecture for NC in wireless networks. The authors in [24] use 

different queuing and scheduling algorithm compared to [2] in order to improve the 

system throughput and make COPE more efficient for real time applications. In [25], a 
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practical localized network coding in WMNs (BFLY) for multiple unicast sessions is 

presented. In the BFLY algorithm, only some determined nodes are allowed to perform 

coding. Based on the knowledge of local topologies and routing of a particulate flow, a 

selected node will decide whether to perform NC or not. The problem with BFLY is that 

scheduling is not considered to improve the possibility of having network coding 

opportunity at the selected node. In [26], a NC based algorithm for broadcast in mobile 

Ad hoc networks is presented. This algorithm is very similar to [2] in the way it works. 

The problem with this algorithm is that the selected forwarding nodes are chosen 

independently on the coding opportunities at these nodes which will limit the possible 

achievable gain. Different routing techniques have been proposed in order to utilize the 

maximum possible improvement provided by NC. The authors in [27] present a 

Distributed Coding-Aware Routing in wireless networks (DCAR). Path selection depends 

on the coding possibility at each intermediate node of selected path. In [28], a Coding 

Aware Opportunistic Routing (CAOR) is presented. This approach tries to increase the 

possibility of having coded packets when the route for a certain flow is selected. The 

problem with CAOR is the need for global information of the current traffic distributions, 

such information may change very fast. MORE, a MAC independent opportunistic 

routing protocol for erroneous wireless network, is presented in [29]. In MORE, the 

source node first breaks up the file into batches, each of a certain number of packets. 

When the source is allowed to transmit, it transmits a random linear combination of a 

batch and a list of the forwarding nodes that can participate to forward the packet. The 

nodes in the forwarding list that hear the transmitted coded packets will transmit a 

random linear combination of the received packets. This randomness will ensure that 
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nodes in the forwarding list that have received the same transmission will not transmit the 

same data. The challenging points with MORE are how many transmissions a source 

node should transmit for a batch and when the forwarder nodes should stop transmitting 

coded packets. Recently, Optimized Multipath Network Coding (OMNC) was proposed 

in [30]. In the OMNC protocol, coding, broadcasting and multipath routing are optimized 

in order to maximize the system throughput of erroneous wireless networks. A distributed 

rate control algorithm is used at each node in order to match the encoding rate with the 

broadcasting rate, depending on the channel congestion status in the neighborhood. The 

authors in [30] show that, OMNC outperforms the techniques in [29]. In [31] and [32], 

the authors have proposed a routing algorithm for multicast in wireless networks that can 

achieve the maximum flow. Another way to increase the possible achievable gain offered 

by NC can be realized by adjusting the data rate or by adjusting the transmitted power. 

The work in [33] studies the effects of data rate selection on NC in WMNs. It was shown 

that, by selecting a suitable rate for the whole network, coding opportunities will increase 

at the intermediate nodes.  

      In all the works discussed, NC executes coding on digital data, for example packets 

and bits. However, NC is possible in the physical layer where signals are mixed instead 

[34, 35]. In physical layer network coding [34], senders are picked so that the transmitted 

signals by these nodes will interfere with each other at some nodes. Nodes store the 

received signal for the decoding process for the next received interfered signal. Nodes 

that receive the interfered signals will decode them using the previous stored signal and 

transmit the new received signal that results from the decoding process. In [34], the 

authors have assumed that the interfered signals are synchronized and it is not clear how 
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the algorithm will deal with interfered signals that are not synchronized. Work in [35] has 

considered the situations where the interfered signals are not synchronized and channels 

have different phase shifts. In this research we will not investigate physical layer network 

coding. 

      Some works on CLD of NC and multiple access control (MAC) for Ad hoc networks 

are presented in [36, 37]. In [36, 37], the authors have derived the conflict-free network 

realizations and activate them separately to optimize the network throughput. Also, they 

have derived a practical solution to construct the network codes on the simplified sub-tree 

graphs using graph coloring and then converting them to conflict-free transmission 

schedules. For interference and energy aware network coding where most of NC 

opportunity involve only two unicast sessions (pairwise intersession network coding), a 

jointly optimal coding, scheduling and rate control algorithm is proposed in [38]. The 

authors in [38] have studied the impact of imperfect scheduling and random and 

deterministic packets arrival and departure on the system throughput. the authors in [39] 

have coupled several MAC and scheduling schemes with different network coding 

combination strategies. They show that the impact of the MAC layer with RNC is small 

on the packet delivery ratio, where packet delivery ratio is defined as the ratio between 

the number of received and decoded packets to the number of subject packets at the 

destination node averaged over all nodes in the network. They have also proposed a 

timing strategy for packet combinations which offer a high improvement on the system 

throughput. With timing strategy, a timer is activated after receiving each innovative 

packet (innovative packet is defined as a coded packet that has different coefficients 

compared with previously received coded packets at a particular node). After the timer 
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expires, a node will send a coded packet with certain probability thus leading to a 

transmitted coded packet that includes more different innovative packets. However, 

timing strategy introduces some delay due to the timer. The problem with the timing 

strategy is how to adjust the timer, which reflects on a compromise between delay and the 

possible improvement in the system throughput.                               

       The upper bound on the throughput gain of NC and broadcasting in wireless 

networks were investigated in [40-43]. In [40], the authors show that for the network 

model of Gupta and Kumar [44], NC and broadcasting provide a constant factor 

improvement in the throughput. Upper and lower bounds on the throughput for the 

physical model of Gupta and Kumar [44] using NC is presented in [41]. In [42], the 

authors have proved that the benefit of NC in terms of system throughput and energy for 

a single multicast scenario is upper bounded.         

        Most of the works in NC in cooperative local repair use RNC [6] to construct coded 

packets, e.g. [45-48]. In [45], two heuristic algorithms have been designed. The first one 

is centralized network coding for cooperative peer-to-peer local repair (NC-CCPR), 

where they have assumed that all nodes have the accurate information about one hop and 

two hop neighbors. The second one is distributed network coding for cooperative peer-

to-peer local repair (NC-DCPR). The problem with this algorithm is the header size in 

the case of large file. In [46], [49] and [47]  a structured network coding is presented. The 

idea of this algorithm is to have some zero coefficients of coded packets so, decoding is 

possible even in the case of small number of received packets. The authors in [48] 

proposed a hierarchical network coding scheme where packets in video stream are coded 
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with different importance. Thus, even when a small number of coded packets are 

received, a receiver will be able to recover the most important packets. 

 1.4 Motivation s and Contribution s 

 

In general, for most of the communication networks (for example, cellular networks, 

internet networks, and so forth) bandwidth is limited and expensive. Also, for a given 

limited bandwidth, a certain level of Quality of Service (QoS) is required. This introduces 

many challenges to network designers. For this reason, efficient use of the bandwidth is a 

very important issue. NC, introduced by Ahlsweede [1], is a technique that can help with 

the above-mentioned challenges. This thesis addresses the possible advantages of NC to 

efficiently use the available bandwidth for some different scenarios. 

First, we propose a new XOR based scheduling algorithm for NC in cooperative star-

oriented local repairs. The proposed scheduling algorithm is for a group of nodes that can 

hear each other directly. The algorithm makes use of knowledge of the packets 

availability at neighboring nodes to improve the overall network throughput. The 

proposed algorithm uses NC to determine which node should transmit and in which time 

slot (sequential MAC) to provide the best improvement. Also, the upper bound on the 

improvement factor and the analysis of the proposed algorithm are derived. 

Second, this thesis presents the first study of the effects of RNC on CDMA/TDD 

platforms for WMNs. The study focuses on the effects of uncontrolled parameters, such 

as the minimum number of neighbors and the network connectivity, and of controlled 
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parameters, such as the Galois Field (GF) size, the packet size, the number of Walsh 

functions employed at each node, and the Processing Gain.  

Last, we investigate the effects of cross layering between network and data link layers for 

the Random Network coded-Code Division Multiple Access/Time Division Duplex 

(RNC-CDMA/TDD) WMN platforms. Different Walsh function assignment strategies at 

nodes are presented and tested.    

1.5 Outline 

 

The rest of this thesis is prepared as follows. In chapter 2, a new XOR based 

scheduling algorithm for NC in cooperative local repair is presented. Also, the 

performance of the above new technique is numerically evaluated.    

In chapter 3, the effects of RNC on CDMA/TDD platforms for WMNs are studied 

and evaluated. Two scenarios are evaluated for their efficiency. In scenario 1, RNC is 

applied to CDMA/TDD system but not scenario 2. A numerical evaluation of the RNC on 

CDMA/TDD WMNs is presented.   

In chapter 4, a cross layer design for the RNC-CDMA/TDD for WMNs is 

presented and evaluated using computer simulation. Two strategies of Walsh function 

assignments are proposed.  

Finally, conclusion is presented in chapter 5. 

Part of this thesis has been published in [50], [3], [51] and [52].  
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Chapter 2 A SCHEDULING APPROACH TO NET WORK CODING 

FOR WIRELESS LOCAL REPAIR   

 

 

2.1 Introduction  

 

Data broadcast is a convenient way of one to all transmissions. Occasional data 

loss may occur due to channel impairments, etc. Forward Error Correction (FEC) [53]  

and Automatic Repeat Request (ARQ) [14] techniques have been utilized extensively to 

mitigate channel effects. Recently, NC has been proposed [4], [54] to improve the 

performance of FEC and ARQ techniques. Nodes cooperation, or local repair, is another 

way to overcome the channel effects [55]. In local repair, the BS broadcasts the intended 

file to all nodes in its range. Due to channel effects, some packets of the transmitted file 

are probably missed at some nodes. The nodes will cooperate with each other to deliver 

the missing packets to each node. Local repair is a good choice in scenarios where 

retransmissions cannot solve problems such as poor channel quality between the BS and 

the subscribers, and also, in scenarios where a set of nodes with multiple network 

interfaces (i.e. Wireless Wide Area Network (WWAN) and Wireless Local Area Network 

(WLAN)) that are looking for a data transmitted by the source node in WWAN [49].      

NC was initially proposed by Ahlsweede [1], who showed that the maximum capacity in 

a network can be achieved by the appropriate mixing of data in the intermediate nodes. 

Many studies in NC have proved that applying NC to traditional networks could provide 

significant improvement in overall system throughput [1-3, 5, 6, 15, 17, 18, 24, 28, 29, 

32, 45-49, 56]. Most of the studies in NC for cooperative local repair use RNC [6] to 
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construct coded packets  [45-49]. In RNC, each intermediate node chooses its coefficients 

randomly and independently from a finite field. The received packets are weighted 

according to the chosen coefficients to create the transmitted coded packet. These 

coefficients are transmitted as a header in the coded packet for decoding purposes.  For 

large files, the header size becomes significant, which wastes bandwidth. In addition, the 

destination node will not be able to decode the coded packet until it receives a certain 

number of different coded packets. These are the two most challenging problems caused 

by using RNC.  

In [45], two heuristic algorithms were designed. The first is centralized network 

coding for cooperative peer-to-peer local repair (NC-CCPR), where all nodes are 

assumed to have accurate information about their one-hop and two-hop neighbors. The 

second algorithm is distributed network coding for cooperative peer-to-peer local repair 

(NC-DCPR). The problem with this algorithm is the header size when there are large 

files. A structured NC is presented in [46] and [47], which is based on the concept that 

there are some zero coefficients of coded packets, so that, decoding is possible even when 

the number of received packets is small. The problem in this algorithm is the assumption 

that all nodes in the same ad-hoc network watch the same video. This assumption has 

been relaxed in [49]. The authors of [48] propose a hierarchical NC scheme wherein 

packets in a video stream are coded with different levels of importance. Thus, even when 

a small number of coded packets are received, a receiver will be able to recover the most 

important packets. Most of the work on NC for cooperative local repair use RNC and try 

to improve data quality. Although most authors try to reduce the downside of the RNC, 
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such as the added NC header and the ability of a receiver to decode a coded packet, the 

effects of RNC is still there.  

In this chapter, XOR based NC is used instead of RNC for its simplicity and 

amenability to local repair in scenarios where a group of nodes can hear each other. In 

XOR NC, users utilize the availability of some packets at some nodes and their 

unavailability at other nodes to combine some packets and transmit the combined packet 

in a single transmission, which would be decodable at most nodes. The basic concept of 

XOR NC is that one node may combine a number of packets in its possession by 

performing operation XOR on corresponding bits of the combined packets. The proposed 

scheduling algorithm selects a set of nodes for local repair transmissions that will 

minimize the total required number of transmissions. Also, a node that has been selected 

to transmit a coded packet will be able to know its transmission time slots (sequential 

MAC determination).  Furthermore, all nodes that can hear each other will be able to 

know the constituting packets of all coded packets (no need to transmit any additional 

information to the received node about which packets were XORed together).   

The outline of this chapter is as follows. The scheduling algorithm overview is in 

section 2.2. In section 2.3, the scheduling algorithm and MAC procedure of the algorithm 

are presented, and the upper bound on the improvement factor of the proposed algorithm 

and the analysis are presented in section 2.4. Numerical and simulation results are 

presented in section 2.5. The conclusion is in section 2.6.  
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2.2 The Scheduling Algorithm Overview 

 

In this work we restrict the discussion to those algorithms that involve a selected 

BS. Presence of BS or some control station is justified in many applications like cellular 

systems even in some WMNs. Most previous works assume a BS (Wireless Wide Area 

Network (WWAN)) transmits a data file to nodes, and then these nodes use Wireless 

Local Area Network (WLAN) for local repair [49]. Let us assume the BS transmits a file 

of L packets to all nodes in its coverage area. Due to channel effects, some packets will 

not be received at some nodes. A group of such nodes that can hear each other will 

cooperate locally to overcome the channel effects.  

The proposed algorithm proceeds in three phases. First, the nodes exchange their 

reception reports vectors. The reception reports describe the received and missed packets 

at each neighbor. The IEEE 802.11 protocol for MAC channel access is utilized by all the 

nodes to relay the reception reports. 

          A group of nodes that can hear each other

 

Figure  2.1 Network topology 
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As an example, assume that in table 2-1, the number of nodes that can hear each other is 

4 and that the file size is 10 original data packets. We assume all local repair channels 

herein are error free. After receiving the reception reportsô transmissions, each node will 

have a table describing the state of all the nodes, including itself, which we call an 

information table (table 2-1). Observe that in table 2-1, a óoneô means that a node has 

received the packet correctly and a ózeroô means a node did not receive that packet. 

Following reception of all the reports, every node will be able to configure the 

information table. In the second phase various nodes will work independently but use the 

same scheduling algorithm to determine the best packet combinations that will minimize 

the number of transmissions and thereby maximize the system throughput. The 

scheduling algorithm will also determine the identities of the nodes that will transmit the 

combined packets and their transmission times (sequential MAC determination).  Thus, 

we do not transmit any extra data for coefficient description or any information about 

which packets have been combined together. Meanwhile, the BS keeps synchronization 

by means of pilot signals. This pilot will trigger the transmissions of the scheduled 

combined packets one after another. The BS will allow enough time for the distributed 

scheduling algorithm to finish. Some nodes may take slightly less time to execute the 

distributed scheduling algorithm, but they will have to wait for the starting pilot of the BS 

as indicated above. In the third phase, based on the results of the scheduling algorithm in 

the second phase, i.e. each node will know the packets that it is supposed to combine, if 

any, the transmissions of the selected nodes of the combined packets will take place in an 

order decided by the scheduling algorithm in the second phase. For example, in table 2-1, 

let us assume packet 1 is 100110101, packet 2 is 101010101, and packet 3 is 011101101.   
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Table  2-1 Information table at each node describing the received and missed packets of 

all users 

   

 

 

 

 

From table 2-1, Node 4 will be able to combine packets 1, 2 and 3 (1ôs in all the 

combined packets means the node has initially received those packets). The transmitted 

coded packet by node 4 can be presented as follows: 

   100110101 

ἅ101010101 

ἅ011101101 

= 010001101 

 

The transmitted coded packet by node 4 that created by performing the operation XOR on 

packet 1, packet 2, and packet 3 is 010001101. During the transmissions in the third 

phase, neighboring nodes that receive such coded packet further perform the operation 

XOR on the received coded packet with the available original data packets at the 

receiving node that constitute the coded packet in order to get the missing original data 

packet. For example, node 1 performs the operation XOR on the received coded packet 

and packets 1 and 3 to get missing data packet 2 as shown below 

 

 

Packet 

identity 

1 2 3 4 5 6 7 8 9 10 

Nodes 

identities 

1 1 0 1 0 1 1 1 1 1 0 

2 0 1 1 1 0 1 1 0 0 0 

3 1 1 0 0 1 0 1 1 1 0 

4 1 1 1 1 0 1 1 0 1 1 
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   010001101 

ἅ100110101 

ἅ011101101 

= 101010101 

 

The resulting bit sequence above is the data packet 2 and thus, packet 2 is received at 

node 1. Similarly, node 2 performs the operation XOR on the received coded packet and 

packets 2 and 3 to get missing data packet 1 as shown below    

  

   010001101 

ἅ101010101 

ἅ011101101 

=100110101 

 

Similar, node 3 performs the operation XOR on the received coded packet and packets 1 

and 2 to get missing data packet 3.  

 

This chapter presents a new XOR based scheduling algorithm for NC in cooperative local 

repair for a group of nodes can hear each other in wireless star-oriented networks, as 

shown in figure 2.1. This chapter also presents the associated sequential MAC 

transmission technique that results from the new cooperative repair algorithm. 
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2.3 Scheduling Algorithm and MAC Procedure  

 

The scheduling algorithm presented here was designed to benefit the maximum 

number of nodes. The algorithm first tries to combine the maximum number of packets 

that can aid the maximum number of nodes. The flow chart of the scheduling algorithm is 

shown in figure 2.2. Let us assume a sub network of N nodes that can hear each other 

directly (nodes within the small circuits in figure 2.1), each node s where (s = 1, 2, é., 

N  has received a set of packets of the file transmitted by the BS. Obviously, the packets 

that are received by all N nodes will not be candidates for transmission in local repair and 

will be discarded from the repair window (point A on the flow chart). The window length 

L is thus updated by excluding the packets received by all N nodes. For example, from 

table 2-1, packet 7 will be excluded.  Also, packets that are received by only one node in 

the sub network, such as packet 10 in table 2-1, will not be considered for NC 

combination. For those packets, single broadcast transmissions are more efficient since 

NC cannot provide any improvement (point B in the flow chart). 

We denote ὨӶ as a vector of the received packets identities at node Ó in the sub network, 

excluding the packets received by all nodes and packets received by one node only. For 

instance, from table 2-1, ὨӶ  [1 2 5 8 9]. Let (ὔ Ὥ) be the combination level 

where  Ὥ ρȟςȟȣȟὔ ς (point F on the flow chart). If a node tries to combine (by 

XOR) the maximum number of packets, which is (ὔ ρ) packets, this implies ( Ὥ ρ). 

We denote the number of nodes that will benefit from the coded packet as (ὔ Ὦ) nodes, 

where  Ὦ ρȟςȟȣȟὔ ς, (point E on the flow chart).  
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Figure  2.2 Flow chart of the scheduling algorithm 
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First, the scheduling algorithm tries to find combinations of packets that would favor the 

maximum number of nodes ( Ὦ ρ). The scheduling algorithm commences with the 

highest combination level Ὥ ρ where one combined packet will help as many nodes 

as possible. If there is no combination at this level that could help ὔ ρ nodes, the 

scheduling algorithm decrements the combination level by one (Ὥ becomes 2) and tries to 

find a combination of packets at any node that will help ὔ ρ nodes, and so on for all 

Ὥ Ὦ. Motivated by efficiency considerations, we maintain that ὔ Ὥ ὔ Ὦ, i.e. 

the  combination level is less than or equal to the number of helped nodes. To do the 

contrary would be a waste of bandwidth since a higher combination level should not be 

used to help fewer nodes. All possible combinations of packets that will help ὔ ρ 

nodes at any combination level, by any node, will be scheduled for transmission and the 

repair window adjusted accordingly (point Z in the flow chart). If the scheduling 

algorithm schedules all the possible packet combinations at all the potential helping 

nodes, at all combination levels that can help ὔ ρ nodes and there are still some 

packets that have not been scheduled (as evidenced by ὒ ρ in the flow chart), the 

scheduling algorithm increments Ὦ to 2 (point V on the flow chart) and searches for 

combination that will help ὔ ς nodes commencing from the highest combination 

level. The highest combination level for Ὦ  2 is ὔ ς packets, since XORing ὔ ρ 

packets to help ὔ ς nodes is inefficient in terms of process and bandwidth. The first 

combination that will help ὔ ς nodes, discovered at any combination level, will be 

scheduled for transmission and the repairing window adjusted accordingly (point C in the 

flow chart).  
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After scheduling a combination that can help ὔ Ὦ nodes Ὦ ς, the algorithm 

assumes that all the ὔ Ὦ nodes have received such a combined packet, and the XOR 

operation decodes the packet and their  Ὠ are accordingly adjusted (point C in the flow 

chart). Then the scheduling algorithm tries to find other combinations that will help 

ὔ ρ nodes, starting from the highest combination level. After each scheduling that 

helps ὔ ς or fewer nodes, the scheduling algorithm loops again to search for 

combinations that can help  ὔ ρ nodes (point D in the flow chart). If there is no 

combination that can help ὔ ρ nodes after scheduling a coded packet that can help 

ὔ ς or fewer nodes, the algorithm will schedule the first combination that can help 

other ὔ ς or fewer nodes, compared to the nodes that were helped by the last 

scheduled coded packet (point W in the flow chart). If the scheduling algorithm schedules 

all the possible combinations that will help  ὔ ρ nodes and there is no possible 

combination that can help ὔ ς nodes, and there are still some packets that have not 

been scheduled, the algorithm searches for a combination that will help ὔ σ nodes, 

i.e. Ὦ  3, starting from the highest combination level which is ὔ σ packets, i.e. Ὥ  3 

in this case, and so on. A node that has been selected to create a combined packet formed 

from the XORing of (ὔ Ὥ) packets will include in this XOR operation only those 

packets commonly received by at least (ὔ Ὥ) nodes, because the number of helped 

nodes ὔ Ὦ is always greater than or equal to the combination level ὔ Ὥ. The main 

steps of the proposed scheduling algorithm can be presented as follows:  

Step1: The algorithm first will find the involved packets to create the coded packets at the 

current combination level. We have 
ὔ
Ὥ

 different possible sets of nodes (ὲȟ) where the 
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v
th

 set has (ὔ Ὥ) nodes where ὺ ρȟςȟȢȢȟ
ὔ
Ὥ

. As an example, if Ὥ ρ in table 2-1, 

then we have 
τ
ρ

τ sets where each set is composed of three nodes, as follows:  

ὲȟ  {node 1, node 2, node 3}, 

ὲȟ {node 1, node 2, node 4}, 

ὲȟ {node 1, node 3, node 4}, 

 ὲȟ {node 2, node 3, node 4}, 

Then the algorithm finds the identities of the packets commonly received by all nodes in 

each set of nodes. Let ὰӶȟ denote the identities of the commonly packets received in each 

set. For instance, in table 2-1, for Ὥ ρ, ὰӶȟ  Ø, ὰӶȟ= {3, 6}, ὰӶȟ= {1, 9}, and ὰӶȟ = {2}. 

Only these packets are involved to be XORed together to create the coded packets at this 

combination level which in turn minimizes the total transmission time of the subsequent 

repair process.  

Step 2: Denote ὰӶ   as the number of nonempty vectors of all the ὰӶȟ vectors. The 

algorithm checks if ὰӶ   is less than ὔ Ὥ. If ὰӶ  ὔ Ὥ, then a packet 

combination at this level that helps ὔ Ὦ nodes is not possible, since the algorithm 

picks only one packet from each set to create a coded packet. The algorithm decrements 

the combination level by one: Ὥ Ὥ ρ. Thus, the algorithm will not proceed at this 

combination level since it knows, from the value of ὰӶ  , that it is not possible to create a 

coded packet at this combination level that can help ὔ Ὦ nodes. From table 2-1, for 

Ὥ ρ, ὰӶ   is three sets which is equal to ὔ Ὥ, and so the algorithm will proceed to 

try to create coded packets at this combination level. 
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Step 3: If ὰӶ   ὔ Ὥ, we denote Ὧ  as the union set of all the ὰӶȟ sets of packets 

identities.  

Ὧ  ὰӶȟ                                                                                 ςȢρ   

 

 

               

Ὧ is actually a vector of each packetôs identity that will be considered at the ὔ Ὥ 

combination level for the information table at given i. For example, from table 2-1, for 

Ὥ ρ , Ὧ ρȟςȟσȟφȟω. Denote Ὧ   as the number of packets identities of vector Ὧ. 

If Ὧ   ὔ Ὥ, then it is not possible that a packet combination at this combination 

level can help  ὔ Ὦ nodes. Therefore, the algorithm will decrement the combination 

level by one, to become ὔ Ὥ ρ, and try for the new combination level. 

Step 4: If  Ὧ   ὔ Ὥȟ  then we do find the identities of packets received by each node 

s that intersect with Ὧ. 

ὅӶȟ Ὧ  ὨӶ                                                                ςȢς  

   

For example, from table 2-1, for Ὥ ρ, ὅӶȟ ρȟσȟφȟω, ὅӶȟ ςȟσȟφ, ὅӶȟ

ρȟςȟω, and ὅӶȟ ρȟςȟσȟφȟω. Denote ὅӶȟ as the number of packets identities of 

vector ὅӶȟ. If ὅӶȟ ὔ Ὥ, then the s
th

 node cannot combine ( ὔ Ὥ) packets that would 

help (ὔ Ὦ) nodes. Nodes with  ὅӶȟ ὔ Ὥ are sorted in descending order with 

respect to ὅӶȟ. A node with the maximum ὅӶȟ  will be considered first to create a coded 

packet then a node with lower ὅӶȟ , and so on. Therefore, the node with the maximum 
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ὅӶȟ will have the highest chance to be scheduled for transmission, in order to help other 

nodes by its combined packet transmission.   

For example, from table 2-1, for Ὥ ρ, ὅӶȟ τ, ὅӶȟ σ, ὅӶȟ σ and ὅӶȟ  5. 

Thus, all nodes can create coded packets. Consequently, all nodes will be considered as 

possible helping nodes with respect to their ὅӶȟ, where the scheduling algorithm 

considers node 4 as a first possible helping node.  

Step 5: For the given number of nodes to be helped ὔ Ὦ, and the possible 

combination level of ὔ Ὥ packets, if ÍÁØὅӶȟ  Ὧ  ȟ we only consider the node 

with ÍÁØὅӶȟ  as a helping node and proceed to try to find combined packets at 

level ὔ Ὥ. If no ὔ Ὦ nodes can benefit from the selected helping node, the 

algorithm will go to a lower combining level ὔ Ὥ ρ without considering any other 

possible combined packets from any other node. The reasoning is that this node has all of 

the  Ὧ   packets that can help, and so if the combined packets of such a node cannot 

help ὔ Ὦ nodes, no other nodes will either. For example, from table 2-1, for Ὥ ρ,  

ÍÁØ ὅӶȟ ὅӶȟ υ Ὧ   and as a result, only node 4 will be considered as a 

helping node at this combination level. However, if the ÍÁØὅӶȟ  Ὧ  , all nodes 

with ὅӶȟ ὔ Ὥ will be considered as helping nodes. The algorithm investigates the 

possibility of forming combined packets from the node with the highest ὅӶȟ  that can 

help ὔ Ὦ nodes, and then it goes to the node with the next-highest ὅӶȟ. If, after 

investigating all the nodes with ὅӶȟ ὔ Ὥ no combined packets from any node yields 

benefits to  ὔ Ὦ nodes, then the algorithm reverts to the next lower combination level.  
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Step 6: Let 5 be the set of the identities of potentially transmitting helping nodes s, whose 

ὅӶȟ ὔ Ὥ have been sorted in descending order with respect to the ὅӶȟ  values. 

Denote the transmitting node under consideration to combine (ὔ Ὥ) packets as node x. 

Node x will pick ὔ Ὥ packets whose identities are part of ὅӶȟ. These packets are 

arranged in ascending order with respect to their identities, and the scheduling algorithm 

will check if these packets can help ὔ Ὦ nodes. For Ὦ ρ, if the combined packet 

can help ὔ ρ nodes, this specific coded packet will be scheduled and the algorithm 

will pick other different ὔ Ὥ packets from the same helping node whose identities are 

part of ὅӶȟ, and so on. However, if the combined packet cannot help ὔ ρ nodes, the 

algorithm will pick other ὔ Ὥ packets from the same helping node whose identities 

are part of ὅӶȟ, and so on. After scheduling all the possible coded packets from a certain 

helping node, which can help ὔ ρ nodes, the algorithm selects another node with 

lower ὅӶȟ as a potential helping node provided that ÍÁØ ὅӶȟ Ὧ  . Packets that 

are part of ὅӶȟ where x is the selected helping node that have not been scheduled by any 

other considered helping node will be involved in creating a coded packet. If 

ÍÁØ ὅӶȟ Ὧ  , only a node with ÍÁØ ὅӶȟ  will be considered as a potential 

helping node. After scheduling all the possible coded packets at all the potential helping 

nodes that can help ὔ ρ nodes, the algorithm updates the information table and the 

combination level will be decremented by one. On the other hand, if Ὦ ς  and the 

combined packet can help a group of ὔ Ὦ nodes this specific coded packet is 

scheduled. If not, the algorithm tries to find another group of ὔ Ὦ nodes that can be 

helped by this specific coded packet. Finally, if this specific coded packet cannot help 

any group of ὔ Ὦ nodes, the algorithm picks another possible combined packet from 
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the same helping node, and so on. If none of the combined packets of the particular 

helping node can benefit any group of ὔ Ὦ nodes, the algorithm selects another node 

with lower ὅӶȟ  as a potential helping node provided that ÍÁØ ὅӶȟ Ὧ  . 

If ÍÁØ ὅӶȟ Ὧ   and none of the combined packets of the node with ÍÁØ ὅӶȟ  

can benefit any group of  ὔ Ὦ nodes, the combination level will be decremented by 

one and the algorithm will try to create a coded packet for this new combination level.  

Step 7: To check if node x will be able to help ὔ Ὦ nodes at the ὔ Ὥ combination 

level, the algorithm will compare the ὔ Ὥ chosen packets of ὅӶȟ  with all the ὅӶȟ  

packets. At each node, we have to find the availability of the constituting packets of each 

coded packet. If the availability number is ὔ Ὥ ρ, this node can decode the encoded 

packet and find its missing packet. We also have to find the identities of the unavailable 

packets at each node corresponding to a certain potential combined packet. If the total 

number of unavailable packets at all ὔ Ὦ potentially helped nodes corresponding to a 

certain coded packet is ὔ Ὥ, then this coded packet can help all the ὔ Ὦ helped 

nodes. However, for better and faster processing we propose the following equivalent and 

more efficient implementation. Denote the candidate ὔ Ὥ packets to be combined at 

node x as ὴȟ  where Ὡ ρȟςȟȢȢȟὔ Ὥ. To make sure that these ὔ Ὥ packets 

combined by node x will help (ὔ Ὦ) nodes, the following three conditions must be 

satisfied for the (ὔ Ὦ) nodes to be helped:  

ὴ ȟ ὴ ȟȣȢὴ ȟ

ȟ

π                                                           ςȢσ 
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where Ὅίȟί ρȟςȟȣȢȟὔ Ὦ denotes the identities of the nodes potentially helped by 

this combined packet. The number of such nodes to be helped is ὔ Ὦ. This condition 

guaranties that each node is missing at least one packet from the packets constituting the 

current subject combined packet.  

For example, using the information in table 2-2, suppose that node 5 is trying to combine 

packets (1, 2, 3, and 4) to help four nodes (1, 2, 3, and 4). By applying (2.3) 

ὴ ȟ ὴ ȟ ȣȢὴ ȟ

ȟ

π π π π π 

Thus, the first condition is satisfied and the algorithm will apply the second condition.  

Table  2-2 Information table at each node describing the received and missed packets of 

all users 

 

 

 

 

 

 

The second condition is: 

ὴ ȟ ὔ Ὦ ὔ Ὥ ρ

ȟ

                                                 ςȢτ 

Packet 

identity 

1 2 3 4 

Nodes 

identities 

1 1 0 0 1 

2 1 1 0 1 

3 1 1 1 0 

4 0 1 1 1 

5 1 1 1 1 

6 1 0 0 1 
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Equation (2.4) effectively says that each of the potentially helped  ὔ Ὦ nodes has 

already received all but one of the constituent packets of the subject packet, i.e. they have 

received ὔ Ὥ ρ packets if (2.3) is satisfied. The total number of corresponding 

indicators in the table for all of the ὔ Ὦ potentially helped nodes would be ὔ Ὦ

ὔ Ὥ ρ, as per (2.4). The result of applying this condition at node 5, that is trying to 

combine four packets to help four nodes, is   

ὴ ȟ σ σ ς σ ρρ ὔ Ὦ ὔ Ὥ ρ

ȟ

τ σ

ρς 

Thus, this combined packet will not be scheduled for transmission since only three nodes 

can benefit from this combined packet (node 2, 3 and 4). However, if node 1 in table 2-2 

has received packet 2 or 3, as shown in table 2-3, then the second condition is satisfied 

and the algorithm will apply the third condition.  

The third condition is: 

ὴ ȟ

ȟ

ὔ Ὦ             Ὢέὶ ὥὰὰ Ὡ                                                    ςȢυ 

 Equation (2.5) guarantees that no packet of the constituting ὔ Ὥ packets has been 

received by all of the potentially helped ὔ Ὦ nodes. For example, using table 2-3, 

apply the third condition at node 5.  

ὴ ȟ σ ὔ Ὦȟ

ȟ

ὴ ȟ τ ὔ Ὦȟ

ȟ
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ὴ ȟ ς ὔ Ὦȟ

ȟ

ὴ ȟ σ ὔ Ὦ 

ȟ

 

 

Table  2-3 Information table at each node describing the received and missed packets of 

all users 

 

 

 

 

 

 

Hence, this combined packet will not be scheduled for transmission since only three 

packets will be received at all four helped nodes and the algorithm will combine packets 

1, 3, and 4 instead. But, if node 1 in table 2-3 has received packet 3 and is missing packet 

2, then all the conditions are satisfied and the algorithm will schedule this combined 

packet.  

For a specific group of  ὔ Ὦ nodes to be helped the computed values of ὅӶȟ, 

ί ρȟςȟȢȢȟὔ may have two or more equal values for different s. The scheduling 

algorithm arranges the stored nodes that have ὅӶȟ ὔ Ὥ in descending order with 

respect to values of ὅӶȟ. Whenever it faces more than one node with the same ὅӶȟ, it 

first picks the node with the lower node identity value as the potential helping node. 

Packet 

identity 

1 2 3 4 

Nodes 

identities 

1 1 1 0 1 

2 1 1 0 1 

3 1 1 1 0 

4 0 1 1 1 

5 1 1 1 1 

6 1 0 0 1 
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Finally, in the flow chart, it may happen that a node misses all of the packets after some 

scheduling, and so NC will not help with these leftover packets and single broadcast 

transmission should be used.  

 

2.4 Performance Analysis of the Proposed Algorithm  

 

In this section, an upper bound on the improvement factor and analysis of the proposed 

algorithm are introduced. We assume that packets within a file are independently 

received at each node. Also as we have mentioned, the channels between BS and nodes 

are erroneous and have the same quality. On the other hand, transmission channels 

between nodes are error free. 

 For a certain number of nodes N and given probability of packet success ὖ and file size 

L, the probability of M nodes having received a particular packet is  

ὖ
ὔ
ὓ
ὖ ρ ὖ                                                                     ςȢφ 

Where ὓ πȟρȟςȟȣȟὔ 

For convenience, we start with the upper bound on the improvement factor of the 

proposed scheduling algorithm.  
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2.4.1 The upper bound performance 

 

For analysis convenience each packet is assumed to have been received at least by 

one node. To guarantee this, the BS will retransmit packets that were not received by any 

node from previous transmissions until it receives at least one acknowledgment for each 

packet. Such acknowledgments and repeated BS transmissions details are not discussed 

further here. For a certain packet, the probability that M nodes will receive it after the 

first transmission is ὖ . The probability that no node will receive it after the first 

transmission is ὖ. If no node has received the packet after the first transmission, the BS 

will retransmit it and the probability that M nodes will receive it after the second 

transmission is ὖ ὖ . If no node has received the packet after the second transmission, 

the BS will retransmit it and the probability that M nodes will receive it after the third 

transmission is ὖ ὖ , and so on. The probability of a packet eventually being received 

by all M nodes is: 

ὖǋ ὖ ὖ ὖ ὖ ὖ ὖ ὖ Ễ 

ὖ ρ ὖ ὖ ὖ Ễ  

ὖǋ
ὖ

ρ ὖ
                                         

ὖǋ
ὖ

ρ ρ ὖ
      Ὢέὶ ὓ ρȟςȟȣȟὔ                                   ςȢχ 

 

where ὖ is the probability that a certain packet was not received by any node which can 

be computed using (2.6). For a certain packet, the average number of nodes (R) that will 

receive the packet can be found as follows: 
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Ὑ ὖǋ ς ὖǋ σ ὖǋ Ễ ὔ ὖǋ                                                     ςȢψ 

Thus, the average number of received packets (k), (the total number of ones in the 

information table, for example from table 2-1, k = 26 packets) can be found as follows: 

                   Ὧ ὒ Ὑ                                                               (2.9) 

For a given ὖ, it is possible that some packets of the file are received by all nodes with a 

certain probability. Packets that are received by all nodes will not be considered for the 

local repair process. So, we find the distribution of the window size utilized for local 

repair (ὒǋ) for a given ὖ as follows:  

ὖὒǋ Ὀ
ὒ
Ὀ
ρ ὖǋ ὖǋ                                    ςȢρπ   

In (2.10), ὖǋ is the probability that a packet is received by all N nodes. Let Ὕ denote the 

required number of transmissions for a given ὒǋ. The maximum number of transmissions 

(Ὕ ) is  ὒǋ, which represents the case where no NC is possible. This scenario occurs 

with certain probability, depending on the values of ὖ, L and ὒǋ. Another possible 

scenario is (Ὕ ὒǋ ρ), which also occurs with a certain probability, and so on. In the 

best scenario, the algorithm will be able to create coded packets for the whole repair 

window. Each coded packet that is created will be able to help ὔ ρ nodes. This 

scenario presents the minimum required number of transmissions. The minimum number 

of transmissions is:  

Ὕ
ὔ ὒ Ὧ

ὔ ρ
                                                                  ςȢρρ 
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The improvement factor is defined as the ratio between the required number of 

transmissions without NC (ὔ ὒǋ) and the required number of transmissions using NC 

(ὔ Ὕ). In order to compute the upper bound on the improvement factor (  ), we 

assume that the occurrence of the minimum number of transmissions is certain. Thus, the 

upper bound of the improvement factor is  

 
ὔ ὒǋ

ὔ Ὕ
ǋ

ὖὒǋ                                                   ςȢρς 

 

2.4.2 Analysis      

 

In the first step of this analysis, we exclude packets that have been received by all 

nodes and packets not received by any node. By applying (2.6) where M = 0 and N, the 

average number of packets that will be excluded is: 

ὩὼὧὰόὨὩὨ ὴὥὧὯὩὸίὒ ὖ ὖ  

 

ὒǋ ὒ ὩὼὧὰόὨὩὨ ὴὥὧὯὩὸί                                                   ςȢρσ 

 

ή means that we take the integer number closest to ή and  ὒǋ is the effective window 

size. Let ὄ ȟȟ  presents the average number of possible coded packets where the 

subscripts (ὔ ὭȟὮȟὬ) present the combination level, the number of nodes that will not 
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benefit from the coded packet including the transmitted node and the number of 

scheduled packets for Ὦ ς, respectively. 

The probability that a particular packet is received by one node ὓ ρ is 

ὖ
ὔ
ρ
ὖρ ὖ  

The average number of such packets ὃ  where ὓ ρ is 

ὃ ὒ ὖ  

Since these packets will be transmitted individually, the average number of transmissions 

of such packets is 

ὄȟȟ ὃ 

 All packets constituting each of  ὄ ȟȟ coded packets are assumed to be scheduled and 

will be received by all nodes. Thus, all packets constituting any of  ὄ ȟȟ will be 

discarded from the repair window. After scheduling all packets received by one node, the 

algorithm tries to combine the maximum number of packets ὔ ρ packets Ὥ ρ that 

can help ὔ ρ nodes Ὦ ρ. Each packet to be combined at this level should exist at 

ὔ ρ nodes. By using (2.6) where ὓ ὔ ρ, we calculate the probability that a 

packet has been received by  ὔ ρ nodes. Then we find the average number of such 

packets (ὃ ) 

ὃ ὒ ὖ      
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The average number of possible coded packets at this combination level (ὄ ȟȟ), each 

constituted of ὔ ρ individual packets, is  

ὄ ȟȟ

ὃ

ὔ ρ
  

Where ỗήỘ means that we take only the integer number of ή. The remaining nonscheduled 

packets (Ὑ ȟȟ) received by ὔ ρ nodes can be found as the reminder of the division 

above, i.e. 

Ὑ ȟȟ ὃ ὄ ȟȟ ὔ ρ                                     (2.14) 

  Next, we update the number of packets to be repaired by removing packets that have 

been scheduled. Then we find the average number of packets that can be combined in the 

next lower combination level, i.e. ὔ ς packets that can help ὔ ρ nodes. Only the 

nonscheduled packets that are received by  ὔ ρ nodes, i.e. Ὑ ȟȟ  and packets 

received by ὔ ς nodes will be considered. The average number of packets received 

by ὔ ς nodes is  

             ὃ ὒ ὖ                                                              (2.15) 

 In order to combine ὔ ς packets that can help  ὔ ρ nodes we need to have 

ὔ σ packets received by ὔ ρ nodes and 1 packet received by ὔ ς nodes as a 

single combination. Table 2-4 shows a possible scenario corresponding to this case. In 

table 2-4, ὔ φ nodes and node 1 tries to combine  ὔ ς packets (4 packets) that can 

help ὔ ρ nodes (5 nodes). For this combination to help 5 nodes; each helped node 

must have initially received 3 packets of these combined 4 packets. Thus, the summation 
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of the number of packets missed by all helped nodes is equal to ὔ ρ. So, the only 

possible combination of 4 packets that can help 5 nodes (for ὔ φ) is to combine 3 

packets received by 5 nodes and 1 packet received by 4 nodes. 

Table  2-4 A possible scenario to combine (N-2) packets that can help (N-1) nodes 

 

 

 

 

 

The number of possible coded packets at ὔ ς combination level is 

ὄ ȟȟ

Ὑ ȟȟ

ὔ σ
      ὭὪ 

Ὑ ȟȟ

ὔ σ
ὃ

ὃ     ὭὪ 
Ὑ ȟȟ

ὔ σ
ὃ          

                          ςȢρφ 

 The number of nonscheduled packets that are received by ὔ ρ nodes after 

scheduling all combinations of ὔ ς packets is Ὑ ȟȟ Ὑ ȟȟ ὄ ȟȟὔ

σ  packets. Similarly, the number of nonscheduled packets that are received by ὔ ς 

nodes after scheduling all possible combinations of ὔ ς packets is Ὑ ȟȟ

ὃ ὄ ȟȟ  packets.  Next, we update the number of packets to be repaired by 

removing packets that have been scheduled, i.e. ὄ ȟȟ. Similarly, we find the average 

number of packets for the next combination level ὔ σ packets that can help ὔ ρ 

nodes. Only nonscheduled packets that are received by ὔ ρ and ὔ ς nodes, i.e. 

Nodes and packets 

identities 

1 2 3 4 

Node 1 1 1 1 1 

Node 2 1 1 0 1 

Node 3 1 1 1 0 

Node 4 1 0 1 1 

Node 5 0 1 1 1 

Node 6 1 0 1 1 
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 Ὑ ȟȟ and Ὑ ȟȟ  and packets received by  ὔ σ nodes will be under 

consideration for this combination level. The average number of packets received by 

ὔ σ nodes is  

           ὃ ὒ ὖ                                                           (2.17) 

In order to combine ὔ σ packets that can help  ὔ ρ nodes we need to have 

ὔ τ packets received by ὔ ρ nodes and 1 packet received by ὔ σ nodes 

(table 2-5 shows a possible scenario corresponding to this case). Or ὔ υ packets 

received by ὔ ρ nodes and 2 packets received by ὔ ς nodes as a single 

combination.  

Table  2-5 A possible scenario to combine (N-3) packets that can help (N-1) nodes 

 

 

 

 

 

In table 2-5, ὔ φ nodes; node 4 tries to combine  ὔ σ packets (3 packets) that can 

help ὔ ρ nodes (5 nodes). For this combination to help 5 nodes; each helped node 

must have initially received 2 packets of these combined 3 packets. Thus, the summation 

of the number of packets missed by all helped nodes is equal to ὔ ρ. So, one possible 

combination of 3 packets that can help 5 nodes is to combine 2 packets ὔ τ packets) 

Nodes and packets 

identities 

1 2 3 

Node 1 1 0 1 

Node 2 1 0 1 

Node 3 1 1 0 

Node 4 1 1 1 

Node 5 0 1 1 

Node 6 1 0 1 
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received by 5 nodes ὔ ρ nodes) and 1 packet received by 3 nodes ( ὔ σ nodes). 

Similarly, for the case of combining ὔ υ packets received by ὔ ρ nodes and 2 

packets received by  ὔ ς nodes can be explained using a corresponding table latter 

case. The number of possible coded packets at ὔ σ combination level is: 

ὄ ȟȟ

ừ
Ử
Ử
Ử
Ử
Ử
Ử
Ừ

Ử
Ử
Ử
Ử
Ử
Ử
ứὃ

Ὑ ȟȟ 

ς
ὭὪ Ὑ ȟȟ 

Ὑ ȟȟ 

ς
ὔ υ ὃ ὔ τ             

 

ὃ ỗὤỘ       ὭὪ  π ỗ ὤỘ
Ὑ ȟȟ 

ς
 ὥὲὨ ὃ

Ὑ ȟȟ 

ὔ τ
               

 

 

Ὑ ȟȟ 

ς
ỗὤỘ   ὭὪ π ỗὤỘ  ὃ  ὥὲὨ 

Ὑ ȟȟ 

ς

Ὑ ȟȟ 

ὔ υ
            

          
Ὑ ȟȟ 

ὔ τ
ỗὤỘ    ὭὪ ὃ

Ὑ ȟȟ 

ὔ τ
 ὥὲὨ  π ỗὤỘ

Ὑ ȟȟ 

ς
           

     
Ὑ ȟȟ 

ὔ τ

Ὑ ȟȟ 

ς
    ὭὪ ὃ

Ὑ ȟȟ 

ὔ τ
 ὥὲὨ  ỗὤỘ

Ὑ ȟȟ 

ς
        

 
Ὑ ȟȟ 

ὔ υ
        ὭὪ 

Ὑ ȟȟ 

ς

Ὑ ȟȟ 

ὔ υ
                                                              

ςȢρψ  

 

Where, ὤ ȟȟ
, ὤ

ȟȟ
ȟȟ

 

and  ὤ
ȟȟ

ȟȟ

. Next, we update the number of packets to be repaired 

by removing packets that have been scheduled, i.e. ὄ ȟȟ from the repairing window 

and the algorithm continues to find all other possible coded packets for all combination 

levels that can help ὔ ρ nodes, i.e. ὔ τ, and so on. The interested reader may 

continue to help ὔ ρ nodes at further combination levels ὔ τȟὔ υȟ etc. For 

analysis convenience we take small value of ὔ and we stopped at combination level 

ὔ σ as above. Now, after scheduling all possible combinations of all combination 

levels that can help ὔ ρ nodes and we still have some packets not yet scheduled, the 

algorithm will try to help ὔ ς  nodes via combined packets each constituting of 
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ὔ ς packets. The remaining nonscheduled packets that are received by ὔ ρ and  

ὔ ς nodes after scheduling all possible combinations of all combination levels that 

can help ὔ ρ nodes (Ὑ ȟ ȟȟὙ ȟ ȟ) will be involved for such combination. 

Table 2-6 shows a possible scenario corresponding to this case. In table 2-6, ὔ φ 

nodes; node 5 tries to combine  ὔ ς packets (4 packets) that can help ὔ ς nodes 

(4 nodes). For this combination to help 4 nodes; each helped node must have initially 

received 3 packets of these combined 4 packets. 

Table  2-6 A possible scenario of combining (N-2) packets that can help (N-2) nodes 

 

 

 

 

 

Thus, the summation of the number of packets missed by ὔ ς helped nodes is equal 

to ὔ ς. So, one possible combination of 4 packets that can help 4 nodes out of six 

nodes is to combine 3 packets received by  ὔ ς nodes and 1 packet received by 

ὔ ρ nodes. To be able to combine ὔ ς packets that can help  ὔ ς nodes   

 Ὑ ȟ ȟ Ὑ ȟ ȟ ὔ ς                                              (2.19) 

The average number of possible coded packets at a ὔ ς combination level that can 

help ὔ ς nodes is: 

Nodes and 

packets identities 

1 2 3 4 

Node 1 0 1 1 1 

Node 2 1 0 0 0 

Node 3 1 1 1 0 

Node 4 1 0 1 1 

Node 5 1 1 1 1 

Node 6 1 1 0 1 
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ὄ ȟȟ    ὭὪ ὤ ὔ ς                                          (2.20) 

Where  ὤ Ὑ ȟ ȟ Ὑ ȟ ȟ. We note h = 1 meaning now the algorithm is 

trying to help ὔ ς or fewer nodes for the first time. The algorithm will schedule only 

one such combination and then will search for combinations that can help ὔ ρ nodes 

and so on. If  ὤ ὔ ς, the algorithm  will try to find combination of  ὔ σ 

packets that can help ὔ ς nodes and so on. After scheduling a coded packet that can 

help ὔ ς nodes, the constituting packets of the coded packet that are initially 

received by ὔ ρ nodes will be discarded form the repairing window and the 

constituting packets of the coded packet that were initially received by ὔ ς nodes 

will be considered as packets received by ὔ ρ nodes. In general, after scheduling a 

coded packet that can help ὔ ὗ  nodes where ὗ ςȟσȟτȟȣȟὔ ς, the constituting 

packets of the coded packet that are initially received or assumed to be received by less 

than ὔ ὗ  nodes will be considered as packets received by ὔ ὗ ρ nodes. Also, 

the constituting packets of the coded packet that are initially/assumed received by 

ὔ Ὗ  nodes where Ὗ ρȟςȟσȟȢȢȟὗ  will be considered as packets received by 

ὔ Ὗ ρ nodes.                 

After scheduling all missing packets and making sure that all nodes will be able to get all 

their missing packets then the scheduling process is done and nodes that have been 

scheduled for transmissions will transmit. The total number of transmissions (Ὃ) is the 

summation of the receptionsô report transmissions (N) and total number of scheduled 

coded packets is 
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Ὃ ὔ ὄȟȟ ὄ ȟȟ Ὀǋ                                ςȢςρ

ǋ

 

Where Ὀǋ
ρ  ὭὪ ὥὲώ ὄ ȟȟ  π Ὢέὶ Ὦ ς ὥὲὨ ὔ ς Ὥ Ὦ

π  ὭὪ ὥὰὰ  ὄ ȟȟ π Ὢέὶ Ὦ ς ὥὲὨ ὔ ς Ὥ Ὦ  
 

Ὃ and Ὀǋ values can be explained as follow. First the algorithm will sum ὔ transmissions 

for receptions reports,  ὄȟȟ transmissions for packets received by only one node and all 

possible coded packets that can help ὔ ρ nodes for all combination levels for (Ὤ

π). Then if any ὄ ȟȟ  π for Ὦ ςȟὬ π and ὔ ς Ὥ Ὦ, the algorithm will 

schedule only one coded packet Ὀǋ ρ that will help ὔ ς nodes or less. Next, the 

algorithm will schedule all possible coded packets that can help ὔ ρ nodes ὄ ȟȟ  

for ρ  Ὥ ὔ ς. After that, if any ὄ ȟȟ  π for Ὦ ςȟὬ ρ and ὔ ς Ὥ

Ὦ, the algorithm will schedule only one coded packet Ὀǋ ρ that will help ὔ ς 

nodes or less. Subsequently, the algorithm will schedule all possible coded packets that 

can help ὔ ρ nodes ὄ ȟȟ  for ρ  Ὥ ὔ ς, and so on. However, if 

all ὄ ȟȟ π for Ὦ ςȟὔ ς Ὥ Ὦ and Ὤ π, the algorithm will not schedule 

any coded packet that will help ὔ ς nodes or less Ὀǋ π for that Ὤ.  

The improvement factor ( ) is defined as the ratio between the required number of 

transmissions without NC (ὔ ὒǋ) and the required number of transmissions using NC 

G. Thus, the improvement factor can be presented as follows:  

 
ǋ

                                                                             ςȢςς                                                               
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2.5 Results 

 

In this section we show the improvement factor provided by the proposed XOR 

based scheduling algorithm for NC in cooperative local repair in star network, through 

computer simulations, analysis, and upper bound on the improvement factor. We assume 

that the channels between nodes are error free (nodes are very close to each other). 

However, the channels between the nodes and the BS are error prone, which leads to the 

need for repairs. In addition, we assume that the channels between the BS and the nodes 

are of the same quality which is a reasonable assumption since the nodes are close to each 

other. During simulation, the improvement factor of the proposed scheduling algorithm 

(case 1)   is compared with two cases where no NC is applied. In case 2, nodes cooperate 

together, i.e. exchange initial packets availability to create an information table at each 

node.  Since no NC is used, each missing packet will be transmitted individually by one 

user. Thus, the total number of transmissions is ὒǋ ὔ , where ὒǋis the file size after 

removing the packets received by all nodes, and ὔ is the number of packets necessary for 

transmitting packetsô availability by all nodes. The latter assumes that one packet is 

enough to convey the IDs of the packets missing at each node and a nodeôs identity. In 

case 3, nodes do not cooperate with each other and each node will transmit all its 

received packets (no packets availability exchange, no coordination and no NC). For our 

scheduling approach (case 1) we take different ὔȟὒ and ὖôs, and for each set of values 

we compute the improvement factor, processing time, etc. For case 1, we count the total 

number of transmissions until all users are able to find all of the file packets.  



47 
 

 
Figure  2.3 the improvement factors of: the proposed scheduling algorithm, with no NC 

and cooperation between nodes, with no NC and no cooperation between nodes, the 

upper bound, and the analysis. 

 

To this number, we add the ὔ packets necessary for the reception report transmissions, to 

get the total number of transmissions.  Uniform random variables are used to determine 

the IDs of the packets initially received from the BS at every node. The number of 

packets initially received from the BS at each node is obtained by calling a binomially 

distributed random variable for a given file size and a given probability of packet success. 

Figure 2.3 shows the simulation, the upper bound and the analysis results of the proposed 

algorithm including case 2 and case 3. From figure 2.3, the new scheduling algorithm 

provides the best improvement factor compared to non-NC systems (cases 2 and 3). We 

also notice that the simulation and the analysis results are comparable.  

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.5

1

1.5

2

2.5

3

Pc

Im
p
ro

v
e
m

e
n
t 

fa
c
to

r

 

 
Upper bound, L=100, N=5

Analysis, L=100, N=5 

Simulation results of the proposed

algorithm, L=100, N=5

No NC, with cooperation, L=100, N=5

No NC, no cooperation, L=100, N=5



48 
 

 Figure  2.4 The upper bound on the improvement factors 

 

From figure 2.3 we can observe that the improvement factor of the new scheduling 

algorithm is close to that for the upper bound. This is because the algorithm prioritizes 

the nodes with high packet availability to create coded packets that achieve maximum 

benefit. Figure 2.3 also shows that the higher the packetôs availability, the better the 

improvement factor, since the number of packets received by ὔ ρ nodes increases 

when the packet availability increases.  
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 Figure  2.5 Simulation results 

 

Figures 2.4 and 2.5 show the tradeoff between the number of nodes, the file size and the 

improvement factor. For ὖ πȢτ, as the file size or the number of nodes increases, the 

improvement factor increases. However, increasing the number of nodes provides a better 

improvement factor than increasing the file size.  This is because as the number of nodes 

increases, the maximum combination level will increase. Therefore, the maximum 

number of packets that could be combined together increases.  On the other hand, 

increasing the file size will lead to increasing the likelihood of having many coded 

packets, which will have a smaller effect as the file size becomes larger. Also from 

figures 2.4 and 2.5, we can observe that the effects of the file size and number of nodes 
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for low ὖ (ὖ πȢτ) are negligible. The reason is the small number of possible generated 

coded packets for low ὖ. The proposed scheduling algorithm always tries to find the best 

node that can XOR a set of packets that will help maximum number of nodes. for that 

reason, the performance of the proposed scheduling algorithm is close to the upper bound 

which can be seen in figures 2.4 and 2.5.  

The processing delay introduced by the scheduling process is an important issue to 

consider, since it determines the time required for local repair processes. In practice, 

cooperative local repair needs to be done in a certain amount of time depending on the 

delay tolerance of the application.  

 

Figure  2.6 Processing delay (in seconds) vs. number of nodes in the new three-phase 

algorithm 
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The processing time was found by employing certain real time simulation indicators on a 

general purpose IBM PC (1.8 GH Intel(R) Core(TM)2 processor and 1 GB RAM ). This 

is a worst case indicator since in a real environment all the general functionality and 

processing related to performance measurement and curving would not be executed. In 

this subsection, we study the tradeoff between processing delay and number of nodes at 

certain file size and packet availability. Figure 2.6 shows that the lower the number of 

nodes, the lower the processing delay. The difference in processing delay for different 

number of nodes is not linear. For example, the processing delays in the case of ὔ σȟτ 

and 5 are almost the same, however it increases dramatically for ὔ χ for these given 

parameters (file size and packetôs availability).  

 Figure  2.7 Processing delay (in seconds) vs. file size in the new three-phase algorithm  
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Tradeoffs between processing delay, packet availability and file size are shown in figure 

2.7. Figure 2.7 shows that, as ὖ increases, the processing delay increases up to a certain 

value of ὖ. In addition to scheduling coded packets that will help ὔ ς or fewer 

nodes for πȢρ ὖ πȢυ, as ὖ increases the chance of coded packets that can help 

ὔ ρ nodes at different combination levels will increase, which leads to increased 

processing delay. For high ὖ values (πȢψ and πȢω, processing delay is reduced since NC 

will mostly prevail at ὔ ρ combined packets that can help ὔ ρ nodes. Also, the 

processing delay for ὖ πȢω is less than the delay for ὖ πȢψ because the number of 

the packets considered for local repair operation for ὖ πȢω is less than for ὖ πȢψ. 

Figure 2.7 shows that, for a certain number of nodes, increasing the file size will lead to 

increasing the processing delay. The relation between file size and processing delay is not 

linear. For instance, the processing delay is very small for ὒ ρππ packets. However, it 

increases significantly for ὒ  σππ packets. Also, from figure 2.7 we see that the 

required scheduling time is at a maximum when nodes have received 50 % of the file. 

This is because most of the nodes will be involved at each combination level and the 

algorithm will look for the best combination with respect to the number of helped nodes 

ὔ Ὦ and the number of combined packets ὔ Ὥ. On the other hand, the processing 

delay is very low for ὖ  0.1, 0.2 and 0.9, since most of the packets are either received 

by most of the nodes ( ὖ  0.9) or received by a few nodes (ὖ πȢρ and πȢς) . 

Therefore, most of the scheduled transmissions will be from one combination level that 

can help ὔ ρ nodes. For example, for ὖ  0.9, the most scheduled coded packets are 

combinations of ὔ ρ packets that would help  ὔ ρ nodes.  
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Figure  2.8 Segmentation effects on the processing delay in the new three-phase algorithm 

 

Due to the high processing delay for the large file sizes in figure 2.7, file segmentation 

may be needed to reduce the processing delay. File segmentation will also reduce the 

improvement factor, as shown in figure 2.9, but this reduction will not be severe 

compared to the effects of the significant processing delays. 
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 Figure  2.9 Segmentation effects on the improvement factor in the new three phase 

algorithm 

 

Figure 2.8 shows the processing delays for ὒ σππ packets and the required processing 

delay if we segment the same file into two or three files of sizes ὒ ρυπ and ρππ 

packets. The difference in processing delay between no segmentation and with 

segmentation of file of size 300 packets is noticeable. At the same time, the improvement 

factor is reduced by a small amount, as shown in figure 2.9. 
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2.6 Conclusion 

 

In this chapter we have presented a new XOR based scheduling algorithm for NC 

in cooperative local repair for a group of nodes that can hear each other directly. The 

algorithm used the knowledge of the packetôs availability at neighboring nodes to 

improve the overall network throughput. In our proposed algorithm, we used network 

coding to determine which node should transmit and in which time slot (sequential MAC) 

that would provide the best improvement. The proposed algorithm proceeds in three 

phases. First, the nodes exchange their packetôs availability vectors. This is followed by a 

short period of distributed scheduling, during which the nodes execute the processing 

algorithm, developed to minimize the total transmission time. In the third phase, nodes 

transmit the encoded packets as per the decision of the scheduling algorithm. We have 

found that the improvement factor provided by the new XOR based scheduling algorithm 

is very close to the upper bound on the improvement factor. We also investigated the 

effects of the packetôs availability, file size and the number of nodes. We found that as 

the packetôs availability increases, the improvement factor increases. We also found that 

as the number of nodes or file size increases, the improvement factor and the processing 

delay will increase. Also, a large file requires more scheduling time than a short file, but 

it provides a better improvement factor. One solution for this problem is file 

segmentation which reduces the processing delay significantly while sacrificing a small 

amount of improvement factor.  
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Chapter 3 RANDOM NETWORK CODING FOR CDMA/TDD 

WIRELESS MESH NETWORKS 

 

In chapter 2, the fact that all nodes are within hearing distance from each other 

facilitates the knowledge of missing packets at each node. Chapter 2 shows consequently 

how the nodes would benefit deterministically from such knowledge. On the other hand, 

in WMNs where nodes are organized in multi-hop network, the BS or the sender will 

have to issue synchronization and other control signals to help in such network. 

Moreover, in such multi-hop networks, a simple XOR deterministic NC may not be 

feasible and we would have to resort to random network coding. This chapter studies the 

effect of RNC on CDMA/TDD WMNs.          

  3.1 Introduction  

 

 Code division multiple access/time division duplex (CDMA/TDD) access has been a 

subject of great interest in cellular mobile systems [10], [11]. Recently, research efforts 

have extended the CDMA/TDD technique to backbone WMNs [13], [57]. In [13], the 

transmitter and receiver structure of a CDMA/TDD system for WMNs was introduced 

and the delay and delay jitter were computed. NC, a technique to improve the system 

throughput, was initiated by Ahlsweede [1]. Without NC, intermediate nodes merely 

replicate and forward their received packets to their neighbors. However, with NC, 

intermediate nodes code/combine a number of received packets and then send the 

resulting coded packet to their neighbors. The simplest way to create a coded packet is to 

XOR a certain number of the original packets [3]. A neighbor node, upon receipt of one 
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such coded packet, will then be able to find an individual component packet, provided 

that it has all the other original packets within the coded packet. In a different technique, 

packets received at a certain intermediate node are multiplied by a set of coefficients. 

These coefficients are fixed at all nodes [5]. This LNC is sufficient for small and static 

networks. For large and dynamic networks, a RNC is preferable, where each intermediate 

node chooses its coefficients randomly and independently from a finite field (Galois Field 

(ς )) [6] whenever a coded packet is formulated. The received packets are weighted 

according to the chosen coefficients and combined to create the coded packet to be 

transmitted. These coefficients are also transmitted as headers in the coded packet for 

decoding purposes at the receiving node, as shown in figure 3.4. For large files, the 

header size becomes significant, which wastes bandwidth. In addition, the destination 

node will not be able to decode the coded packet until it receives a sufficient number of 

independent copies of the coded packet. These are the two most challenging problems 

caused by the use of RNC. However, RNC provides two significant advantages. Firstly, if 

nodes in the network are mobile, thus the number of neighbors and the neighbors are 

dynamic.  Therefore, LNC in such a case is not possible. Secondly, if the channels 

between nodes are poor, then the redundant transmissions from different neighbors will 

provide some improvement. Many works in NC have proved that applying NC to 

networks could provide significant improvement in overall system throughput [58-62]. In 

[61], RNC is proposed for TDD channels to optimize the mean time to complete the 

transmission of a block of packets by determining the number of transmissions that the 

sender should transmit back-to-back before waiting for acknowledgment. In [63], the 

authors have suggested that peer to peer networks are the best application for NC. A cross 
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layer scheme that incorporate NC and subcarrier assignment in OFDMA system is 

proposed in [62].  

The outline of this chapter is as follows. In section 3.2, the system model is presented, 

and system analysis is presented in 3.3. Numerical and simulation results are presented in 

section 3.4. The conclusion is in section 3.5.  

 

3.2 System Model 

 

   We consider a WMN with a single source node (s) which has a file of length (L) 

packets to be sent to all of the nodes in the WMN, as shown in figure 3.1. Nodes in 

consecutive hops may not hear each other if there is an obstacle between them, and so the 

existence of a line-of-sight channel between nodes that can hear each other is assumed. 

Nodes are scattered away from the single source node in multi-hop fashion, thus 

constituting a WMN. Half-duplex communication links are assumed, which implies that 

nodes can only receive or transmit at any given time. Topology configuration is done by 

Hello messages. Whenever a node wants to become a member of a multicast group or 

network, it sends a Hello message to its neighbors. Every node hearing the Hello message 

sends a Hello message to its own neighbors, and so on, similar to the hand shaking and 

clustering techniques used in ad hoc wireless LANs [64] (which we do not discuss in this 

work). These Hello messages will be repeated until each node knows its neighbors, and 

its hop identity (even or odd), the scrambling code and the assigned Walsh functions at 

each neighbor. Each node dynamically builds its receiver and determines its transmitting 

and receiving time slots accordingly.  Nodes that have just joined the network will listen 
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to Hello messages from their neighbors. These received Hello messages contain the hop 

identity (even or odd) of the transmitting node, scrambling code and the Walsh functions 

used at the transmitting node. Accordingly, the newly joined node will determine its hop, 

scrambling code and its Walsh functions. Scrambling codes and Walsh functions are 

integral parts of the CDMA transmitter and receiver, as will follow shortly. Nodes having 

the same hop identity cannot hear each other, and transmit simultaneously for half of the 

time (e.g. in even number slots) and receive during the other half. For instance, in figure 

3.1, nodes (R1, R2) and (R6, R7) will simultaneously transmit half of the time (i.e. during 

even numbered slots) and receive during the other half. 

 

R4 R5R3

R6 R7

R1 R2

S

Nodes in these hops 

transmit in odd time 

slots (1, 3, 5, ...)

Nodes in these hops 

transmit in even time 

slots (2, 4, 6, ...)

 

Figure  3.1 System topology as an example 

The number of Walsh functions used at each node is fixed. Users only hear some nodes 

of their immediate hops (hops before and after the users), so the utilization of the same 

Walsh function can take place at further hops. To avoid excessive interference that will 

degrade the performance, the total number of assigned Walsh functions at all of the 

neighbors transmitting to a particular node should not exceed the Processing Gain. All 

nodes in the network have the same transmission power (divided over the number of 
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Walsh functions used at the transmitting node). The number of receivers at each node can 

be determined by knowing the number of neighbors and the number of Walsh functions 

used at each transmitting neighbor. We assume the existence of a strong error detection 

code (e.g. CRC) to each network coded packet (NCP). At the receiver, the network 

decoding process commences only if the CRC indicates a valid NCP. The same is 

repeated for each of the simultaneously received NCP from the neighbors at any time, 

such details are not the subject of this thesis.  

In this chapter, two scenarios are compared in terms of their efficiency. In 

scenario 1, the source node uses more Walsh functions than other nodes. In addition, the 

source node does not generate an NCP. In scenario 2, no network coding is used and the 

number of assigned Walsh functions is the same at all nodes. These two scenarios are 

described in more detail below. 

 

3.2.1 Scenario 1 

 

    Figure 3.2 shows the transmitter block diagram at the intermediate nodes in scenario 

1. In figure 3.2, a number of Ὣ orthogonal Walsh functions enable parallel transmission 

of different data streams from one transmitter to its neighbors. These Walsh functions 

also spread the data such that the spread spectrum bandwidth divided by the data 

bandwidth yields the Processing Gain. The Processing Gain is between 8 - 64 in the 

applicable WMNs. The scrambling codes in turn randomize the chip identities of 
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different users so as to avoid lock situations where different nodes transmit the same chip 

identities for a long duration.  
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Figure 3.2 Block diagram of the transmitter at the intermediate nodes (scenario 1) 

As indicated above, the number of assigned Walsh functions at the source node (Ὣ) is 

greater than the number of assigned Walsh functions at the other nodes (Ὣ). Data is 

divided into groups, each group consists of Ὣ packets. The source node in scenario 1 

sends Ὣ original packets using the assigned Ὣ Walsh functions, the original data packets 

being used implies no RNC is applied at the source node. The Walsh coded packet, 

thereby created by the source node that related to the i
th

 group of the original data 

packets, can be presented as follows: 
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ὣȟ ύ ὢ                                                     σȢρ 

where ὍὮ, Ὦ ρȟςȟȣȟὫ is the identity of the assigned Walsh functions at the source 

node for parallel data transmissions, ὢ is the j
th

 original data packet and ὣȟ is the Walsh 

coded packet related to group i of the original data packets generated by node s (the 

source node). For example, assume Ὣ τ and i = 3, denotes the group of original data 

packets (packets 9, 10, 11 and 12 transmitted by the source node). The total number of 

the NCPs is , Where ὒ is the file size in data packets. 

Depending on the channel quality, some nodes in the first hop receive the transmitted 

source packet. Nodes that have received the source coded packet decode it using the 

corresponding scrambling and Walsh functions to get the original Ὣ data packets. The 

number of assigned Walsh functions at each intermediate node (Ὣ) is the same and is 

fixed. All intermediate nodes, including nodes in the first hop, utilize RNC to generate an 

NCP. The generated l
th

 image of an NCP related to group i of the original data packets by 

a node k, which is assumed to have received the i
th

 source coded packet, can be presented 

as follows: 

ὣȟȟ ‌ȟȟ ὢ                                                   σȢς 

where ‌ȟȟ is the j
th

 randomly chosen coefficient from a finite field to generate the l
th

 

image of the i
th

 NCP by node k. ὢ is the j
th

 original data packet and Ὣ is the number of 

assigned Walsh functions at the source node and also it presents the number of the 
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original data packets constituting the generated NCP. Utilizing the parallel transmission 

capability of the CDMA system, the number of images of an NCP transmitted by an 

intermediate node in each time slot is Ὣ. The signal generated by node k after Walsh 

spreading can be presented as follows: 

ὤ ύ ὣȟȟ ύ ὣȟȟ Ễ ύ ὣȟȟ                                      σȢσ 

where ύ  is the Ὣth
 Walsh function. The Walsh encoded packet (ὤ) is scrambled by the 

scrambling code (ὅ ), then it is up-converted and transmitted. All of the nodes in the 

network use the same scrambling code, but each one uses different shifts. The signal 

transmitted by node k can be presented as follows: 

ὠ ὅ ὤ ὧέί‫ὸ                                                                  σȢτ 

The preceding analysis (in 3.2, 3.3, and 3.4) is made under the assumption that the 

transmitting node has received the Ὣ original data packets of group i. If it is not the case, 

all of the nodes that have not received the constituting packets of the i
th

 NCP (the original 

data packets of group i), and depending on the availability of the independent images of 

the i
th

 NCP, combine the received images that belong to the i
th

 NCP using RNC. Assume 

there are h independent images that belong to the group i of the original data packets at a 

node u. The l
th

 image of the i
th

 NCP generated by node u is: 

ὣȟȟ ‌ȟȟ ὣȟȟ                                                                    σȢυ 

where ὣȟȟ is the a
th

 encoded image of the i
th

 NCP that already exists at node u. The 

chosen NCP is determined by the scheduling algorithm. Using the assigned Walsh 
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functions, each node combines Ὣ different images belonging to the NCP, as per (3.6). 

The Walsh coded packet generated by node u can be presented as follows: 

ὤ ύ ὣȟȟ                                                                     σȢφ 

 in which ύ is the j
th
 assigned Walsh function at node u, and ὣȟȟ is the j

th
 generated 

image of the i
th

 NCP by node u. This Walsh encoded packet (ὤ) is scrambled by the 

scrambling code (ὅ ) and then up-converted and transmitted. The signal transmitted by 

node u can be represented as: 

ὠ ὅ ὤ ὧέί‫ὸ                                                               σȢχ 

To distinguish between the different NCPs at intermediate nodes, the source node tags 

each original data packet with a certain number, called a sequence number (SN). The 

chosen random coefficients and the sequence number are transmitted as a network coding 

header, as shown in figure 3.4. The receiver block diagram is shown in figure 3.3. At the 

receiver, the received signal is first down-converted (multiplied by the carrier and 

filtered) and de-scrambled using the corresponding scrambling codes (the assigned 

scrambling code at each neighbor), as shown in figure 3.3. The resulting signals from all 

the neighbors are then de-spread using the assigned Walsh functions at the neighbors. 

Perfect acquisition and synchronization of the scrambling and Walsh codes at any 

receiver are assumed. After the CDMA de-spreading process, the resulting NCPs are 

processed according to their SN, as shown in figure 3.3. If the new received image of an 

NCP is independent of the previously buffered images of the NCP (found by the rank 

testing as will follow in the simulation section), then the new received image will be 
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buffered together with previously stored NCP images. Otherwise, the received node will 

discard it. When a node buffers Ὣ or more independent images of an NCP, the node 

decodes the packet using Gaussian elimination and the node piggybacks the 

acknowledgment signal in the next transmission.   
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Figure  3.3 Block diagram of the receiver (scenario 1) 

 

Acknowledgment is sent by a node only if the node is able to decode the NCP. The 

packet format is similar to the one in [13], except for the added network coding and the 

Ack headers, as shown in figure 3.4. A matched filter at the receiver, i.e. matched to the 

short synchronization preamble code. In figure 3.4, the short synchronization preamble 

code field detects the packet start of the received signal from a neighbor. This enables the 

detection of the identities of the scrambling code and the Walsh functions from the 
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corresponding field in figure 3.4, since the scrambling code and the Walsh functions are 

spread by the synchronization preamble field. Then the identity of the scrambling code 

field helps the receiver to synchronize its local scrambling code to the scrambling code 

received from the neighboring transmitter. The identity of the Walsh function code field 

helps the receiver to determine the Walsh functions used at the neighboring transmitter. 

The network coding header field conveys the randomly chosen coefficients and the 

sequence number of the NCP transmitted by the neighbor, both of which are necessary 

for appropriate decoding of the NCP. The NCP field is the NCP created by the neighbor. 

To have a dynamic network we may allow dynamic changes of the identities of the 

scrambling and Walsh codes for future development. For that reason, the identity of the 

Walsh function code field and the identity of the scrambling code field in figure 3.4 are 

needed in each packet.     

Ack NCP Network Coding

 Header 

1a 2a na

6 bits

SN

Hello, Clustering, Association, 

and handshaking field 
Identity of 

scrambling code

Identity of Walsh 

functions code

Synchronization preamble

code, short sequence code  

CRC
Data

 Length

 

Figure  3.4 The transmitted packet format 

Handshaking, Hello, Clustering and association form a field, which is used for topology 

configuration, determining the transmitting and receiving time slots and Walsh function 

assignments. The Ack field is for the acknowledgement signal. 
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3.2.2 Scenario 2 (No network coding) 

 

    No network coding is used at all in scenario 2--only plain CDMA/TDD. All nodes, 

including the source node, use the same number of Walsh functions. The number of 

assigned Walsh functions at each node is Ὣ. All nodes in scenario 2, depending on the 

availability of the unacknowledged original data packets received by the nodes, send Ὣ 

original data packets using the assigned Ὣ Walsh functions. The generated Walsh coded 

packet related to group i of the original data packets by a node u (ὣȟ) can be presented as 

follows: 

ὣȟ ύ ὢ                                                              σȢψ 

where ὍὮ, Ὦ ρȟςȟȣȟὫ is the identity of the assigned Walsh functions at node u, and   

ὢ is the j
th

 original data packet. The Walsh coded packet (ὣȟ) is scrambled by the 

scrambling code (ὅ ) and then up-converted and transmitted. The signal transmitted by 

node u can be presented as follows: 

ὠ ὅ ὣȟ ὧέί‫ὸ                                                                  σȢω 

In both scenarios, for reliable packets transfer, a Selective Repeat ARQ protocol is used. 

In the Selective Repeat ARQ protocol, the send window (ύ) at the transmitter consists of 

a certain number of packets. A transmitting node transmits only one of the NCPs 

(scenario 1) that are within ύ . For example, if ύ  = 4 and the smallest unacknowledged 

NCP (scenario 1) at the transmitting node is related to group 6 of the original data 
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packets. The transmitting node transmits an NCP that is related to groups 6 to 9. 

Similarly, at the receiver side, a receiving node accepts only NCPs (scenario 1) that are 

within the receive window (ύ ). For instance, if ύ  = 4 and the smallest undecodable 

NCP (scenario 1) is related to group 8 of the original data packets. Then the receiving 

node accepts only the NCPs that are related to groups 8 to 11. Nodes use a round robin 

scheduling algorithm. Let us assume the number of neighbors of a receiving node d is 

ὓ . The received signal at the intermediate node d for both proposed scenarios is the 

summation of the signals transmitted by all of the neighbors, and which can be presented 

as follows: 

ὶὸ ὠ ὃὡὋὔ                                                      σȢρπ 

where ὍὩȟὩ ρȟςȟȣȢὓ  is the identity of the neighbors and AWGN is the additive 

white Gaussian noise. At the CDMA/TDD receiver, the synchronization of scrambling 

codes and Walsh functions are assumed to be perfect operations. Orthogonal Walsh 

functions are assigned at each node for packets transmitted in parallel during the same 

time slot. Thus, the interference between coded packets that belong to the same 

transmitted node at the receiver side is negligible. On the other hand, packets received 

from different neighbors will interfere with each other, since the propagation delay of 

each neighbor varies. Let us assume a neighbor q of the receiving node d uses ύ  Walsh 

functions, and the total transmission power at each neighbor of the receiving node d is S. 

Each signal transmitted by node q, which is spread by a certain Walsh function, is 

considered a Walsh signal. The power of each Walsh signal transmitted by the neighbor q 
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is ( . The composite signal received at node d consists of the signals transmitted by all 

of the ὓ  neighbors. One of these ὓ  signals is intended for a receiving branch in the 

receiving node d, as in figure 3.3, and the remaining (ὓ ρ) received signals act as 

interference. We assume the total power of the AWGN after CDMA spreading is ὔǋ. The 

received signal to interference plus noise ratio  at the receiving node d of a Walsh 

signal transmitted by the neighbor q is:  

Ὓ

Ὅ

Ὓ
ύ

ὓ ρ Ὓ ὔǋ
                                                       σȢρρ 

The energy per bit (Ὁ) is the ratio between the Walsh signal power and the bit rate (Ὑ ).  

Ὁ
Ὓ

Ὑ ύ
                                                                         σȢρς 

The power spectral density of the receiverôs AWGN is the same with and without CDMA 

spreading, thus 

Ὅ ὔ
ὓ ρ Ὓ

ὡ
ὔ                                                              σȢρσ 

 

where ὔ  is the noise power spectral density. The Processing Gain is the ratio between 

the total bandwidth (ὡ) and the bit rate (Ὑ ). The energy/bit to interference plus noise 

power spectral density  can be found as follows: 
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Ὁ

Ὅ ὔ

ρ

ύ
ὓ ρ
ὖ

ὔ
Ὁ

                                                σȢρτ 

( ) in the denominator of (3.14) is the inverse of the thermal noise and ὖ in (3.14) is the 

Processing Gain. By using  and the selected channel coding, the bit error rate (ὖ) 

can be computed (using turbo coding, ὖ on page 252, figure 7.32 in [65]). Assuming ὲ 

independent bits per packet, the probability of packet success (ὖ) is: 

ὖ ρ ὖ                                                                             σȢρυ 

For scenario 1, let us denote the total number of nodes in the network as N and the 

number of time slots required until all nodes receive the entire file (L original data 

packets) and all nodes receive acknowledgment signals for all L original packets from all 

of their neighbors as F (found from the simulation results).  

The system efficiency of scenario 1 (– ) is:  

–
ς

ὒ
Ὣ

Ὂ

ὔ ρ Ὑ

ὡ

ὲ Ὣ ά

ὲ
                              σȢρφ 

Where the first part of (3.16) presents the RNC effects, the second part of (3.16) is the 

typical CDMA transmission efficiency and the third part of (3.16) is the effects of RNC 

header. For scenario 2, let us denote the number of time slots required until all nodes 

receive the entire file (L original data packets) and all nodes receive acknowledgment 

signals for all L original packets from all of their neighbors as Ὂǋ (found from the 

simulation results). 
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The system efficiency for scenario 2 (– ) is:  

–
ς

ὒ
Ὣ

Ὂǋ
ὔ ρ Ὑ

ὡ
                                                       σȢρχ 

The difference between (3.16) and (3.17) is the effect of the RNC header. We assume a 

real time data transfer application. The delay of the n
th

 original data packet at a node x for 

a certain generated topology H is defined as the difference between the time slot when 

node x has received the original data packet (Ὕȟȟ) and the time slot when the n
th

 

original data packet should have been synchronously transmitted from the source node 

(Ὕȟ). The delay of the n
th

 original data packet at node x for topology H is:  

Ὀȟȟ Ὕȟȟ Ὕȟ                                                              σȢρψ  

The average delay of the original data packet n averaged over all intermediate nodes for 

topology H is: 

Ὀȟ
В Ὀȟȟ
ὔ ρ

                                                                     

The average delay of all packets at all intermediate nodes for topology H is: 

Ὀ
В Ὀȟ
ὒ

                                                                        σȢρω  

Denote the number of generated topologies as ɿ. The average delay of all packets at all 

nodes for all topologies is: 

Ὀ
В Ὀ

‏
                                                                          σȢςπ  
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The delay jitter between packets n and n+1 at node x for topology H can be presented as 

follows: 

Ӷȟȟ Ὀ ȟȟ Ὀȟȟ                                                         σȢςρ  

The delay jitter for the data file at node x for topology H is:  

ȟ֞

Ӷȟȟ
ὒ ρ

                                                                          

The delay jitter is: 

„ȟ
В ȟ֞ Ӷȟȟ

ὒ ς
                                                         σȢςς  

The average delay jitter is:       

„
В В „ȟ
ὔ ρ‏

                                                                  σȢςσ  

The delay and delay jitter in (3.18) to (3.23) will be computed during simulation, as will 

follow. 

 

3.3 Performance Analysis 

 

In this section we present the performance analysis of the scenario 1 where RNC 

is applied at all intermediate nodes but not at the source node, and the number of the 

assigned Walsh functions at the source node (Ὣ) is more than the number of the assigned 
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Walsh functions at intermediate nodes (Ὣ).  A subject node is defined as an intermediate 

node that cannot hear the source node directly (any intermediate node that is not located 

in the first hop). Let us assume that the number of neighbors of the subject node is M, and 

the number of assigned Walsh functions at the subject node and at its M neighbors is Ὣ. 

Equation (3.14) is used to find the energy/bit to interference plus noise power spectral 

density . Using the result from equation (3.14) and the selected channel coding, 

the bit error rate (ὖ) can be computed (using for example turbo coding, ὖ on page 252, 

figure 7.32 in [65]). Then (3.15) is used to find the probability of packet success at the 

subject node for a given M neighbors (ὖȟ ).  

Let us denote the maximum number of neighbors of any node in the network as Q, and 

the minimum number of neighbors of any node in the network as J. For further 

development network connectivity (‚) is defined as the ratio between the summation of 

the neighbors of all nodes and the number of nodes. For example, in figure 3.1, the 

network connectivity is (2+3+3+3+3+2+2+2)/8 =2.5. 

 For a given network connectivity (‚), the total number of nodes (N) in the network, Q 

and J, the total number of possible topologies that may exist is: 

′ ȣȢ
ὔ
ɭ

ὔ ɭ

ɭ
ȣ

ɭɭɭ

 

ὔ ɭ ɭȣ ɭ

ɭ
                                             σȢςτ 

 For ὐ ɭ ὐ ρ ɭ Ễ ὗ ɭ ὔ ‚,  

and ɭ ɭ Ễ ɭ ὔ 



74 
 

 

where ɭ in equation (3.24) represents the number of nodes that have J neighbors, ɭ in 

equation (3.24) represents the number of nodes that have (J + 1) neighbors, and so on. If 

one node out of the N nodes has M neighbors, then the total possible topologies that may 

exist is: 

 

  ȢȢ
ὔ ρ
•

ὔ • ρ
•

ȣȢ     

ȣȢ
ὔ • •ȣ • ρ

•                                             σȢςυ 

For ὐ • ὐ ρ • Ễ ὗ • ὔ ‚ ὓ, 

And  • • Ễ • ὔ ρ 

 

where ű in equation (3.25) represents the number of nodes that have J neighbors, ű in 

equation (3.25) represents the number of nodes that have (J + 1) neighbors, and so on. 

We note the subtraction of one from N nodes in various terms in Eq. (3.25) is due to the 

exclusion of the subject node with a given number of neighbors (M neighbors). Thus the 

probability that the subject node has M neighbors is  

     ὖὓȾ‚                                                                             σȢςφ 

Two methods to find the average achievable NC benefit per time slot at the subject node 

for the performance analysis of the system are derived. 
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3.3.1 Analysis by enumeration 

 

For a given network connectivity (‚), the total number of nodes (N), the number 

of neighbors of the subject node (M), Q and J, and the M neighbors of the subject node 

having U neighbors, the total possible topologies that we can have is given by: 

  ȣ ȣȢ 

ȣ
ὔ ὓ ρ
•

ὔ ὓ ρ •
•

ȣȢ 

ὔ ὓ ρ • •ȣ •
•                                            σȢςχ 

for ὐ • ὐ ρ • Ễ ὗ • ὔ ‚ ὓ Ὗ, 

 • • Ễ • ὔ ὓ ρ  

and Ὅ Ὅ Ễ Ὅ Ὗ 

 

where ű in the equation (3.27) represents the number of nodes that have J neighbors, ű 

in the equation (3.27) represents the number of nodes that have (J + 1) neighbors, and so 

on, and Ὅ represents the number of neighbors of the first neighbor of the subject node, Ὅ 

represents the number of neighbors of the second neighbor of the subject node, Ὅ 

represents the number of neighbors of the M
th

 neighbor of the subject node, and so on. 

The probability that the M neighbors of the subject node have U neighbors is:  
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ὖὟȾὓȟ‚
 

 
                                                                     σȢςψ 

For a given values of Q, J, U and M, ὖὟȾὓȟ‚ presents many different scenarios. For 

example, if M = 2, U = 7, Q = 6 and J = 2, then ὖχȾςȟ‚ presents scenarios where one 

of the neighbors of the subject node has two neighbors and the other has five, or vice 

versa, or one of the neighbors of the subject node has three neighbors and the other has 

four, or vice versa. As the neighbors of the subject node (M) have more of their own 

neighbors, the chance that these M neighbors help the subject node increases. Also, since 

there is only a single source node in the network, we assume in the best case, for large U, 

on average the subject node could receive Ὣ independent images per each receiving time 

slot. In addition, in the worst case, for small U, on average the subject node receives Ὣ 

independent images per each receiving time slot. Thus, the average number of 

independent images received by the subject node per each receiving time slot for a given 

U and M can be assumed to have a linear relation with U, Ὣ and Ὣ as follows: 

‘ Ὣ
Ὣ Ὣ Ὗ ὐ

ὗ ὐ
                                              σȢςω 

 The average number of independent images received by the subject node per each 

receiving time slot for a given M and ‚ is: 

 

ὄ ȟ ὖὟȾὓȟ‚ ‘

ᶻ

ᶻ

                                                σȢσπ 
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The average number of independent images received by the subject node per each 

receiving time slot for a given ‚ is: 

ὄ ὄ ȟ ὖὓȾ‚ ὖȟ                                             σȢσρ 

The average number of time slots needed for the subject node to receive the entire file (L 

original packets) for a given ‚ is: 

Ὂ
ς ὒ

ὄ
                                                                             σȢσς 

Shortly after, we use (3.32) to find the system efficiency in (3.46).    

 

3.3.2 Markov Chain  Analysis  

 

 Let us consider wt to be the window length of NCPs that have been received by 

all the neighbors of the subject node but have not been acknowledged by at least one 

neighbor of each neighboring node. In this analysis we assume all neighbors of the 

subject node have received all the NCPs within wt. Also, denote the number of the 

outstanding NCPs that have been received by all of the neighbors of the subject node but 

have not yet been acknowledged by the subject node as wr. The size of wr and wt are 

proportional to ὖȟ .  At each transmission time slot designated to a neighboring node of 

the subject node, the neighboring node transmits one of its received NCP within wt with 

equal probability. The subject node will benefit from the neighboring transmissions only 

if the neighboring node transmits an NCP within the wr. The average number of the 
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decodable NCP at the subject node per time slot can be presented by the Markov chain as 

shown in figure 3.5. Recall, Ὣ is the minimum number of independent images necessary 

for an NCP to be decodable at the receiver. We denote the ratio between the number of 

assigned Walsh functions at the source node (Ὣ) and the number of Walsh functions at 

the intermediate nodes (Ὣ) as ȹ. 

   

ῳ
Ὣ

Ὣ
                                                                            σȢσσ 
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Figure  3.5 Markov chain representation of a node having two neighbors, and wr =2, and 

ȹ = 2. 

 

Each state in figure 3.5 is a vector of wr components representing wr NCPs expected by 

the subject node each laying in the range between 0 to ȹ. For example, let wr = 2 NCPs 

and ȹ = 2, then the states in figure 3.5 can be presented as follows: 
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 3 = [0 0], 3 = [0 1], 3 = [0 2], 3 = [1 0], 3 = [1 1], 3 = [1 2], 3 = [2 0], 3 = [2 1], 

3 = [2 2].  

Since the number of assigned Walsh functions at each neighbor is Ὣ, the subject node can 

only receive a multiple of Ὣ images of an NCP.  Zeros indicate that the subject node has 

not received any images of the NCP, ones - the subject node has received Ὣ independent 

images of the NCP and twos - the subject node has received ς  Ὣ independent images 

of the NCP, and so on. If ῳ  Ὣ independent images of an NCP have been received at the 

subject node, then it is assumed to be able to decode the NCP. The number of states of 

the Markov chain ũ depends on ȹ and wr.   

ũ ȹ ρ                                                                         σȢστ 

For instance, if wr = 2 and ȹ = 2, then ũ = 9. Each Si for i = 0, 1, é, ũ ρ, represents the 

availability of the  NCPs at the subject node within wr. 

When a neighboring node transmits an NCP, the subject node may not benefit 

from the neighbor transmission in two cases. First, if the transmitted NCP is lost due to 

the channel effects. Second, if the transmitted images of the NCP are dependent on the 

already existent images at the subject node. The transition probability to move form state 

i to state j at the subject node for a certain number of neighbors M is: 

‎ȟȟ
ὓ
‗

ρ ὖȟ ὖȟ
ρ

ῳ ύ
‪ȟ                 σȢσυ 
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where ‪ȟ is in equation (3.36) and representing the total possibility of combinations of 

transmitted NCPs from ɚ neighbors such that the availability of packets at the subject 

node moves from state i to state j, ɚ is the number of neighboring nodes from which the 

subject node has correctly received the transmissions at a certain time slot, and 
ȹ

ɚ is 

the probability that ɚ neighboring nodes transmit Ὣ independent images of a specifically 

needed NCPs  to the subject node within ύ , which changes the packet availability at the 

subject node and leads the subject node to move from state i to state j. We assume that 

the probability of transmitting any Ὣ independent images of any NCP within ύ  by any 

neighboring node is equally likely and equal to (
ȹ

). ‪ȟ in (3.36) is the number of 

possible transmissions by the ɚ neighboring nodes that causes the subject node to move 

from state i to state j, and d in (3.35 and 3.36) is the Euclidean distance between state i 

and state j. For example, if wr = 2, M = 2, Ὓ (current state) is 3 ρ π and Ὓ (next 

state) is 3 ρ ς, then Ὠ Ὓ Ὓ  Ὠ ȿρ ς ρ πȿ Ὠ ς. However, 

decodable NCPs at current state are not considered for Euclidean distance calculations. 

For example, if wr = 2, M = 2, Ὓ (current state) is 3 π ς and Ὓ (next state) is 

3 ρ π, then Ὠ Ὓ Ὓ  Ὠ ȿρ πȿ Ὠ ρ. In order for the subject 

node to move from state i to state j at a certain time slot, at least d received neighboring 

nodes transmissions have to be independent images of the currently investigated NCPs in 

the current received window which will lead the subject node to move to state j. The 

other transmissions received from other neighboring nodes could be independent images 

of the currently investigated NCPs in the current received window which will lead the 

subject node to move to state j, or images of the currently investigated NCPs that are 



81 
 

dependent on the ones already existent at the subject node or images of the NCPs that are 

outside wr. Let us denote the cardinality of the current state (Ὓ) as ȿὭȿ. For example, if Ὓ 

is ρ ς, then ȿÉȿ σ. ‪ȟ in equation (3.35) can now be presented as follows: 

‪ȟ
† ȣȣȢ

ρ       ὭὪ Ὀ᷊Ӷ‮ Ὠ

π                ὩὰίὩύὬὩὶὩ

ρ                                                               ὭὪ ‗ π

                               σȢσφ 

where Ӷ‮ Ȣȣ‮ ‮ ‮‮ , Ὀ ρ ς σȣȢὨ  

‘ ȿὭȿ Ὠ ῳ ύ ύ  and  

†
ῳ Ὓȟ
Ὓȟ Ὓȟ

                                                      σȢσχ 

where Ὓȟ is the number in the current state of the A
th

 NCP within wr at the subject node, 

and Ὓȟ is the number in the next state of the A
th

 NCP within wr at the subject node. For 

example, in figure 3.5, assume Ὓ (current state) is [0 1] and Ὓ (next state) is [2 1], then 

Ὓȟ πȟὛȟ ςȟὛȟ ρȟὛȟ ρ. If the availability of a certain NCP at the subject 

node is Ὣ or more, then we assume that this coded packet is decodable and thus wr is 

advanced to handle the next expected NCP. Since the Markov chain presents the average 

number of decodable coded packets per time slot and the effects of sliding wr to new 

NCP will appear only in next time slot, thus the effects of the new NCP will not be 

included in the same time slot when the older NCPs were completely decoded. For 

example, if current state is [0 2] and M = 2, then the possible next states are [0 0], [1 0] 

and [2 0] but not [0 2] or [1 2] or [2 2] as shown in figure 3.5. When we reset a certain 

decoded packet location to zero, this make the transition diagram applicable to fixed and 

sliding window cases. 
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      The summation of all outgoing transition probabilities of any given state in a Markov 

chain must equal one. Thus, 

‎ȟȟ ρ        π  Ὥ ῲ ρ                                                σȢσψ 

where ‎ȟȟ  is the transition probability from state i to state j. For example, in figure 3.5, 

assume Ὓ = [0 1]. From figure 3.5, where M = 2, the possible next states are 

ὛȟὛȟὛȟὛȟὛ . So ‎ȟȟ ‎ȟȟ ‎ȟȟ ‎ȟȟ ‎ȟȟ must be equal to one. In figure 

3.5, where M = 2, assume Ὣ = 4, Ὣ = 8, wr =2, wt = 2, ὖ = 32,  = 0.01 and ὲ = 1000. 

By using equation (3.14) and the selected channel coding, ὖȟ = 0.9906. For Ὓ Ὓ and 

Ὓ Ὓ Ὠ Ὓ Ὓ  Ὠ ȿπ ρ π ρȿ Ὠ π. Then by using (3.35), (3.36) and 

(3.37) 
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Where the first part of ‎ȟȟ above presents the case where the subject node does not 

receive any neighboring node transmissions, the second part presents the case where the 

subject node receives correctly only from one neighboring node and the third part 

presents the case where the subject node receives correctly from two neighboring nodes.   

Again by using (3.35), (3.36) and (3.37),   ‎ȟȟ = 0.1886,  ‎ȟȟ = 0.3773, ‎ȟȟ = 0.2453 

and ‎ȟȟ = 0.1227. If ‎ȟȟ, ‎ȟȟ, ‎ȟȟ, ‎ȟȟ   and  ‎ȟȟ are added together the result 

should be equal to one. After finding all the transition probabilities for a given number of 

neighbors of the subject node, the probability of each state (ὖίȾὓȟ‚) is computed as 

follows: 

ὖίȾὓȟ‚ ί ‎ȟȟ                                                     σȢσω 

Next we solve the simultaneous equations resulting from (3.39) using the Cramer Rule 

technique to find the probability of each state. Only probabilities of the states where the 

subject node could decode one or more NCPs are used for computing the average number 

of decodable NCPs per each receiving time slot. For example, from figure 3.5, states S2, 

S5, S6, S7 present the case where the subject node is able to decode one NCP (ɓ ρ), and 

state 3 presents the case where the subject node is able to decode two NCPs (ɓ ς). 

The average number of decoded NCPs at the subject node per each receiving time slot for 

a given M is: 
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ὅ ‍ ὖίȾὓȟ‚                                                         σȢτπ  

for states where the number of decodable NCPs is equal to ‍ 

Averaging over the neighborôs distribution we obtain the average number of decodable 

NCPs at the subject node per each receiving time slot as follows: 

ὅ ὅ ὖὓȾ‚                                                          σȢτρ 

where ὖὓȾ‚ is the probability that the subject node has M neighbors for the given 

network connectivity (‚). The average number of time slots needed for the subject node 

to receive the entire file (L original packets) for a given ‚ is: 

Ὂ
ς ὒ

Ὣ ὅ
                                                                         σȢτς 

 

The probability of a source packet success at a node in the first hop for a given number of 

neighbors of the node (ὖȟ ) can be found using (3.14) and (3.15), where ύ  in (3.14) is 

Ὣ. Then, the probability that a certain node in the first hop receives the source packet for 

a given ɝ is:  

ὖǋί ὖȟ ὖὓȾ‚                                                  σȢτσ 
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Let us denote the number of hops in the network as ‬. The average number of nodes per 

hop is: 

ɤ
ὔ ρ

Ћ
                                                                            σȢττ 

The probability that at least one node in the first hop receives the source packet is: 

ὖί ρ ρ ὖǋί                                                        σȢτυ 

Then the system efficiency (–) is: 

–
ς

ὒ
Ὣ

Ὂ

ὔ ρ

ὖ

ὲ Ὣ ά

ὲ
ὖί                     σȢτφ  

 

3.4 Results 

 

    In this section we show the effects of RNC on the CDMA/TDD system performance 

through analysis and computer simulations. A comparison between the performances of 

the two scenarios is introduced. In simulations, number crunching and discrete event 

utilizing MATLAB were employed. In addition to using NC and other techniques, we 

have also utilized turbo coding [65] for forward error correction at the physical layer 

level so as to improve the probability of bit and hence packet transmission error. In the 

analysis and the simulation, without going into too much detail, a turbo code that uses 

identical BCH component code (BCH (31, 21, 5) &BCH (31, 21, 5)) with a 0.51 code 
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rate was used. Also, the total used bandwidth (7) is 100MHz. The maximum possible 

number of neighbors of any node in the network is fixed to avoid working in very low 

SNIR. To have accurate and general results in our simulation, 50 different topologies for 

each given parameter, such as network connectivity, file size, packet size, etc. were 

generated. Uniform random variables are used to determine the number of nodes in each 

hop, the number of neighbors of each node, and the existing links in each topology. The 

value of F was computed for each topology. We used (3.14) and the curve in page 252, 

figure 7.32 in [65] to compute ὖ. Then we used (3.15) to compute ὖ. Uniform random 

variates (—) were used to determine if the transmitted packet was received correctly. For 

example, if the uniformly distributed random generator yields 0.8 for a packet, where ὖ, 

the packet success probability (3.15), is 0.9, then — ὖ  and a packet success is 

recorded. The randomly generated coefficients for network coding were chosen from GF 

(ς) and transmitted as a header in the NCP. Each coefficient adds 6 bits to the NCP size. 

The network coding header in the NCP is φ Ὣ bits.  

For scenario 1, if a new image of an NCP is received at node d, we buffer the coefficients 

of the image with the coefficients of the previously received images of the NCP. We then 

compute the rank of the coefficients of all the buffered images of the NCP. If the rank is 

equal to the number of buffered images, the last image is considered to be independent of 

the previously buffered images, otherwise node d discards the last received image. If Ὣ 

or more independent images belonging to an NCP are buffered at node d, then we assume 

that node d is able to decode the NCP and get the original data packets, and so an 

acknowledgment signal is broadcast by node d in the next transmission time slot. Also, if 

the node has received enough images of an NCP (Ὣ or more) and is still receiving a new 
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image of the NCP, the node piggybacks an acknowledgment signal again to make sure 

that all neighbors have been acknowledged. For scenario 1, when it is time for an 

intermediate node to transmit (except those, nodes that have received the constituting 

packets of the NCP), it selects one unacknowledged NCP depending on the scheduling 

algorithm (round robin). That intermediate node then generates Ὣ new images of the 

selected NCP using the buffered images of the NCP, as per equation (3.5). These Ὣ new 

images then spread using the Ὣ assigned Walsh functions at the node. The average 

number of transmissions required for all of the generated topologies is then computed.  

 

Figure  3.6 The efficiency of the scenarios vs. the minimum number of neighbors. 

Connectivity =4, N =20 nodes Ὣ τ, Ὣ= 8, number of hops = 6, L =120 packets, nb 

=1000 bits, PG =32, 1/SNRth =0.01, m = 6, ws = 4, wr = 4 and the maximum number of 

neighbors = 6. 

 

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

Minimum number of neighbors of any node in the network

E
ff

ic
ie

n
c
y

 

 
NC, scenario 1, # of Walsh functions

at source node is 8

No NC, scenario 2



88 
 

To compute the system efficiency for the given set of parameters, we substitute the 

average required number of transmissions in (3.16) for scenario 1 and in (3.17) for 

scenario 2. Figure 3.6 shows the relation between the efficiency of the systems and the 

minimum number of neighbors for the two scenarios. From figure 3.6 we can observe 

that if any node in a network has only one neighbor, then scenario 1 (using RNC) 

provides the worst performance, because of the RNC header in scenario 1. However, if 

the minimum number of neighbors of any node in the network is two or more, then 

scenario 1 provides the best efficiency. With scenario 1, nodes in the first hop use 

original data packets to generate an NCP, and so most of the time intermediate nodes 

transmit independent images of the NCP. For that reason, nodes with two or more 

neighbors receive many independent images of the NCP. Hence, the performance of 

scenario 1 improves. The minimum number of neighbors does not affect the performance 

of scenario 2, since scenario 2 transmits original data packets, and an acknowledgment 

signal is piggybacked for each received data packet, without NC. Figure 3.7 shows the 

effects of the network connectivity on the efficiency of the systems. Figure 3.7 shows that 

for lower connected networks, scenario 1 provides the worst performance for the given 

set of parameters (Ὣ, Ὣ, network connectivity, thermal noise, etc.). This is because of the 

small number of neighbors for each node, which slows the spreading of NCPs through 

the network. In addition, the low SNIR of the source coded packets at nodes in the first 

hop, due to the number of Walsh functions used at the source node, degrades system 

performance. Also, in scenario 1, a node piggybacks an acknowledgement signal for an 

NCP only if the node has received Ὣ or more independent images of the NCP, while in 

scenario 2, a node piggybacks an acknowledgement signal for each original data packet. 
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As a result, some nodes may receive images that depend on the previously received 

images of an NCP. Furthermore, the network coding header, which is φ Ὣ bits in each 

NCP, degrades the performance of scenario 1. Figure 3.7 shows that for the given set of 

parameters, the efficiency of scenario 1 is maximized at a certain connectivity level. 

 

Figure  3.7 The efficiency of the systems vs. the network connectivity, where N = 24 

nodes, Ὣ τȟὫ ψ, number of hops = 5, L = 120 packets, nb = 1000 bits, PG = 32, 

1/SNRth =0.01, m = 6, ws = 4, wr = 4, maximum number of neighbors = 6, and the 

minimum number of neighbors = 2. 
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However, with scenario 1, increasing the network connectivity does not always lead to 
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number of neighbors of a node in the first hop leads to a lower SNIR of the source coded 

packets at that node. 

  

Figure  3.8 The efficiency of the systems vs. the network connectivity, where N = 24 

nodes, Ὣ τ, Ὣ= 8, number of hops = 5, L = 120 packets, nb = 1000 bits, PG = 64, 

1/SNRth = 0.01, m = 6, ws = 4, wr = 4, maximum number of neighbors = 6, and the 

minimum number of neighbors = 2. 

 

Consequently, fewer nodes in the first hop receive the source coded packet and thus more 

transmissions from the source node are required, dragging down the system performance. 

Figure 3.8 shows the effects of the Processing Gain on the efficiency of the systems for 

the same set of parameters as those used in figure 3.7. From figures 3.7 and 3.8 we can 

observe that increasing the Processing Gain dominates the effects of the high network 

connectivity but does not necessarily lead to increasing the efficiency. Figure 3.9 shows 
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scenario 2. From (3.15), as packet size increases the probability of packet success 

decreases. 

 

Figure  3.9 The systems efficiency of the scenarios vs. packet size, where N = 20, 

Ὣ τ, Ὣ= 8, PG =32, 1/SNRth = 0.01, connectivity = 3, L = 120 packets, number of hops 

= 5, m = 6 bits, ws = 4, wr = 4, minimum number of neighbors = 2 and the maximum 

number of neighbors = 6. 
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than in scenario 2. For these two reasons, the effect of the packet size in scenario 1 is 

more noticeable than in scenario 2. Figure 3.10 shows the effects of the size of the GF on 
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an NCP by an intermediate node depends on the size of the GF. From figure 3.10 we note 
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header, which increases as m increases.    

1000 1500 2000 2500
0.52

0.53

0.54

0.55

0.56

0.57

0.58

0.59

0.6

Packet size (Bits)

E
ff

ic
ie

n
c
y

 

 
NC, Scenario 1

No NC, Scenario 2



92 
 

 

Figure  3.10 The systems efficiency of the scenarios vs. m, where N = 24, Ὣ τ, Ὣ= 8, 

PG =32, 1/SNRth = 0.01, connectivity =3.5, L =120 packets, number of hops = 5, nb =1000 

bits, ws = 4, wr = 4, minimum number of neighbors =2 and the maximum number of 

neighbors=6. 

  

Figure  3.11 The delay vs. connectivity, where N=20 nodes, Ὣ τ, Ὣ= 8, number of hops 

=5, L = 120 packets, nb =1000 bits, PG = 32, 1/SNRth = 0.01, m = 6, maximum number of 

neighbors = 6, and the minimum number of neighbors =2. 
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Figure 3.11 shows the effects of network connectivity on the delay. Lower network 

connectivity means having fewer neighbors for a node in the network. Therefore, the 

lower the network connectivity, the lower the number of source retransmissions. For this 

reason, from figure 3.11, we note that the delay for some low network connectivity 

(connectivity = 2.5 to 4.5) for scenario 1 is less than the delay for higher connected 

networks (connectivity = 5). From figure 3.11, we note that the delay for scenario 1 is 

higher than the delay for scenario 2 for all network connectivity levels. The reason is that 

the source node was assumed to be able to generate Ὣ and Ὣ original data packets, at 

each transmitting time slot, for scenario 1 and scenario 2, respectively.     

 

Figure  3.12 The delay jitter vs. connectivity, where N=20 nodes, Ὣ τ, Ὣ= 8, number of 

hops =5, L =120 packets, nb =1000 bits, PG =32, 1/SNRth =0.01, m = 6, maximum number 

of neighbors=6, and the minimum number of neighbors =2. 
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Figure 3.12 shows the effects of the network connectivity on the delay jitter. From figure 

3.12, we note that the delay jitter for scenario 1 is higher than the delay jitter for scenario 

2. This is because of the network connectivity, the NC and the number of assigned Walsh 

functions at the source node for scenario 1.  

 

Figure  3.13 Number of Walsh functions at the source node vs. the efficiency, where N = 

24 nodes, number of Walsh functions at intermediate nodes is 3, number of hops =5, L 

=120 packets, nb =1000 bits, PG =32, 1/SNRth =0.01, m=6, ws = 4, wr = 4, maximum 

number of neighbors = 6, and the minimum number of neighbors = 2. 
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3.5 Conclusion 

 

This chapter studied the effects of RNC on the CDMA/TDD WMNs. Analysis 

and computer simulation results are presented. The study sheds light on the interaction 

between physical based error correction and CDMA parameters such as the Processing 

Gain and the number of Walsh functions on one side, and of network based coding 

parameters such as connectivity and field size on the other. Two scenarios were 

compared in terms of their efficiencies. Only scenario 1 applies RNC. For both scenarios, 

we have assumed the same number of assigned Walsh functions at all intermediate nodes. 

In scenario 1, if a certain node in the network has only one neighbor, then RNC will not 

improve the overall system performance. For a given set of parameters (number of 

assigned Walsh functions at the source node, number of assigned Walsh functions at 

intermediate nodes, Processing Gain, etc.), the efficiency of scenario 1 is maximized at a 

certain connectivity level. Increasing the Processing Gain dominates the effects of the 

high network connectivity. The effect of the packet size in scenario 1 on the system 

efficiency is more noticeable than in scenario 2. Also, in scenario 1, the optimum number 

of Walsh functions at the source node that would maximize the system efficiency was 

found to depend on the network connectivity. The delay and delay jitter in scenario 1 are 

higher than in scenario 2. In short, the possible improvement in the system performance 

depends on the minimum number of neighbors in the network, the network connectivity, 

the Processing Gain, the packet size, etc. Thus, a cross layer design between the network 

layer (topology) and the data link layer (number of assigned Walsh functions) at each 

node is needed to further improve the overall system performance.   
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Chapter 4 CROSS LAYER DESIGN FOR RANDOM NETWORK 

CODING CDMA/TDD WIRELESS MESH NETWORKS   

 

 

4.1 Introduction  
 

   In chapter three an exhaustive study of the effects of RNC on the CDMA/TDD 

WMNs was investigated. In chapter three, all nodes in the WMNs use a certain number 

of Walsh functions during the file transfer. This number of assigned Walsh functions is 

determined independently of any criteria, such as number of neighbors of the node, the 

identities of unacknowledged packets, etc. Thus, the knowledge of the number of 

neighbors is not utilized for Walsh function assignment at a certain subject node. For 

example, if a node has many neighbors and all its neighbors use a certain number of 

Walsh functions. The SNIR of the received packets from all neighbors could be very low 

and thus, this could lead to a degraded performance for highly connected network as 

evidenced by the results of chapter 3. Therefore, the number of assigned Walsh functions 

at all nodes has a high impact on the system performance. This chapter presents some 

strategies for Walsh functions assignments in RNC-CDMA/TDD WMNs.                   

WMNs have many unique properties, such as self-configuration, self-organization 

[66], etc. The need of CLD for WMNs has been studied in [67]. In [52] effects of RNC 

on CDMA/TDD platforms are studied and evaluated. The authors of [68] have proposed 

a cross layer optimization framework for WMNs with NC. On the other hand this chapter 

investigates the effects of the cross layering between network and data link layers for the 

RNC- CDMA/TDD platforms. In this chapter, the adjustments of the number of Walsh 
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functions at all nodes are the main apparatus for cross layer design. Different Walsh 

function assignments strategies at nodes are presented and tested. A multi-hop mesh 

network with a single source and multiple receiving nodes is assumed. For reliable data 

transfer, a Selective Repeat ARQ protocol is used.  Two scenarios are evaluated for their 

efficiency. In scenario 1, RNC is applied to CDMA/TDD system. In scenario 2 RNC is 

not utilized. The delay and delay jitter for both scenarios are computed.           

The outline of this chapter is as follows. In section 4.2, the system model and the Walsh 

assignment are presented. Simulation results are presented in section 4.3. The conclusion 

is in section 4.4.  

 

4.2 System Model 

 

   As in chapter three, a WMN with a single source node (s) which has a file of length 

(L) packets to be sent to all of the nodes in the network is considered, as shown in figure 

3.1. For more detail about the system model refer to section 3.3 in the third chapter. In 

this chapter, various nodes utilize in a cross layer fashion the information about network 

topology contained within the network layer. This information is used by the data link 

layer which then adjusts the number of Walsh functions depending on such information 

received from network layer. Three strategies for the number of the assigned Walsh 

functions at the data link layer of the source node are compared. The three strategies can 

be explained as follows: 
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4.2.1. The source fixed assignment: 

 

The source fixed assignment was presented in [52], where the number of assigned Walsh 

functions at the source node is chosen independently of network topology and is fixed. 

Accordingly, in the source fixed assignment no CLD is implemented.     

4.2.2. The source worst case assignment: 

 

Hello messages aid the source node to know the number of neighbors of each neighbor 

which implies a possible cross layer mechanism i.e. information obtained by Hello 

messages at the network layer will be used to adjust the number of Walsh functions and 

hence improve the overall performance. The source node determines the number of its 

assigned Walsh functions depending on the neighbor with the maximum number of 

neighbors, which we call the worst case. The source node chooses the number of its 

assigned Walsh functions so as to guarantee that the probability of packet success of its 

transmitted signal at a neighbor having the maximum number of neighbors is above a 

given threshold. The exact mechanism for such guarantees will follow shortly.  

4.2.3. The source average assignment: 

 

Here we follow the same Hello messages and inherent cross layer as above. However, 

now the source node computes the average number of its neighborôs neighbors excluding 

neighbors with a single neighbor. Then the source node chooses the number of its 

assigned Walsh functions so as to guarantee that the probability of packet success of its 

transmitted signal at a neighbor having the average number of the neighborsô neighbors is 

above a given threshold.  
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At the intermediate nodes, three strategies to determine the number of assigned Walsh 

functions are compared. The three strategies can be explained as follows:  

4.2.4. The intermediate fixed assignment: 

 

The intermediate fixed assignment was presented in [52], where the number of assigned 

Walsh functions at all intermediate nodes is chosen independently on the network 

topology and is fixed, again this is not cross layer design.   

4.2.5. The intermediate worst case assignment: 

 

From Hello messages and inherent cross layer mechanism, the intermediate nodes know 

the number of neighbors of each of their neighbors. An intermediate node determines the 

number of its assigned Walsh functions depending on the neighbor with the maximum 

number of neighbors, which we call the worst case (similar to source node strategy 

above). The intermediate node chooses the number of its assigned Walsh functions which 

guarantees that the probability of packet success of its transmitted signal at the neighbor 

with the maximum number of neighbors is above a given threshold. The mechanism for 

such guarantee will be detailed shortly. 

4.2.6. The intermediate dynamic assignment:  

 

Figure 4.1 is the flow chart of the intermediate dynamic assignment. Again Hello 

messages help the intermediate node to know the number of neighbors of each of their 

neighbors. The intermediate node initially determines the number of its assigned Walsh 

functions depending on the neighbor with the maximum number of neighbors, which we 

call the worst case. The intermediate node initially chooses the number of its assigned 
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Walsh functions which guarantees that the probability of packet success of its transmitted 

signal at the neighbor with the maximum number of neighbors is above a given threshold. 

The intermediate node schedules an NCP to be transmitted. If the initial number of 

assigned Walsh functions at the transmitting node is greater than the number of assigned 

Walsh functions at the source node, then the initial number of assigned Walsh functions 

at the transmitting node is changed to be equal to the number of assigned Walsh functions 

at the source node. If one or more neighbors of the transmitting intermediate node have 

only one neighbor and it is the first time that the transmitting intermediate node transmits 

this NCP, then the number of the assigned Walsh functions at the transmitting 

intermediate node will be chosen to be equal to the number of the independent images of 

the transmitted NCP. The reason is to help the neighbor with a single neighbor as much 

as possible.  

On the other hand, if the following conditions are true 

¶ one or more neighbors of the transmitting intermediate node have only one 

neighbor 

¶ it is not the first time that the transmitting intermediate node transmits this NCP 

and the number of the independent images of the scheduled NCP at the 

transmitting node is less than the initially assigned number at the transmitting 

node,  

Then the number of the assigned Walsh functions at the transmitting intermediate node 

will be determined to be equal to the number of independent images of the scheduled 

NCP at the transmitting intermediate node.  
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The transmitting node 

determines the initial 

number of its assigned 

Walsh functions using the 

intermediate worst case 

strategy 

One or more neighbors of the 

transmitting node have no other 

neighbor  

The transmitting node schedules the NCP ,for 

scenario 1, or the original data packets ,for scenario2, 

to be transmitted in this time slot using Round Robin 

It is the first time

that the transmitting node transmits the 

scheduled NCP  

The number of the

Assigned Walsh functions at the transmitting node is more than the number 

of the independent images received by the transmitting node

of the scheduled NCP 

The number of assigned 

Walsh functions at the 

transmitting node is equal to 

the number of independent 

images received by the 

transmitting node of the 

scheduled NCP 

Yes

Yes

No

The number of assigned Walsh functions at the transmitting node 

is equal to  the number of the assigned Walsh functions at the 

source node  

No
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The number of assigned Walsh 

functions at the transmitting node 
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independent images received by the 

transmitting node of the scheduled 

NCP 
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The initial number of the assigned

Walsh functions at the transmitting node is more than the number of the 

assigned Walsh functions at the source node  

Yes

 

Figure  4.1 The flow chart of the intermediate dynamic assignment presented in section 

4.2.6. 

However, if the following conditions are true 

¶ one or more neighbors of the transmitting intermediate node have only one 

neighbor  

¶ it is not the first time that the transmitting intermediate node transmits this NCP 
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¶  the number of the independent images of the scheduled NCP at the transmitting 

intermediate node is more than the number of the initially assigned Walsh 

functions at the transmitting intermediate node 

Then the number of the assigned Walsh functions at the transmitting intermediate node 

will be chosen to be equal to the initially assigned number (i.e. function of maximum 

number of neighbors). If all neighbors of the transmitting intermediate node have two or 

more neighbors and the number of the independent images of the scheduled NCP is less 

than the initially assigned number at the transmitting node, then the number of the 

assigned Walsh functions at the transmitting intermediate node will be determined to be 

equal to the number of independent images of the scheduled NCP at the transmitting 

intermediate node.  

In this chapter, the Walsh function assignments presented above are applied to the two 

scenarios (using and not using RNC) presented in sections 3.2.1 and 3.2.2. Considering 

the two possible scenarios and the aforementioned Walsh function assignments for the 

source and the intermediate nodes one may get at least 12 design cases. The results 

section will discuss some of these. 

By using 3.14 and the same selected channel coding in third chapter, the bit error rate 

(ὖ) can be computed (using turbo coding, ὖ on page 252, figure 7.32 in [65]). 

Assuming ὲ independent bits per packet, the probability of packet success (ὖ) is: 

ὖ ρ ὖ                                                                   τȢρ 

As discussed in the Walsh functions assignment strategies for source node and 

intermediate nodes above, the number of Walsh functions at intermediate nodes is not the 
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same. Moreover, the number of assigned Walsh functions at a node could vary from one 

transmission time slot to another, as explained in 4.2.6. Thus, the smallest number of 

assigned Walsh functions at any intermediate node in the network is considered for the 

system efficiency computation. For scenario 1, let us denote the total number of nodes in 

the network as N and the number of time slots required until all nodes receive the entire 

file (L original data packets) and all nodes receive acknowledgment signals for all L 

original packets from all of their neighbors as F (found from the simulation results). 

The system efficiency of scenario 1 (ʂ ) is:  

–
ς

ὒ
άὭὲ Ὣ

Ὂ

ὔ ρ

ὖ

ὲ Ὣ ά

ὲ
                         τȢς 

Where Ὣ is number of the assigned Walsh functions at the source node, ὖ is the 

Processing Gain and m is the GF size. The first part of (4.2) presents the RNC effects, the 

second part of (4.2) is the typical CDMA transmission efficiency and the third part of 

(4.2) is the effects of the RNC header. For scenario 2, let us denote the number of time 

slots required until all nodes receive the entire file (L original data packets) and all nodes 

receive acknowledgment signals for all L original packets from all of their neighbors as 

Ὂ (found from the simulation results).The system efficiency for scenario 2 (ʂ ) is:  

–
ς

ὒ
άὭὲ Ὣ

Ὂ

ὔ ρ

ὖ
                                                  τȢσ  

The difference between (4.2) and (4.3) is the effect of the RNC header. We assume a real 

time data transfer application. The delay of the n
th

 original data packet at node x for a 
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certain generated topology H is defined as the difference between the time slot when 

node x has received the original data packet (Ὕȟȟ) and the time slot when the n
th

 

original data packet should have been transmitted from the source node (Ὕȟ). The delay 

of the n
th

 original data packet at node x for topology H is:  

Ὀȟȟ Ὕȟȟ Ὕȟ                                                              τȢτ  

The average delay of the original data packet n averaged over all intermediate nodes for 

topology H is: 

Ὀȟ
В Ὀȟȟ
ὔ ρ

                                                                   τȢυ  

The average delay of all packets at all intermediate nodes for topology H is: 

Ὀ
В Ὀȟ
ὒ

                                                                        τȢφ  

Denote the number of generated topologies as ɿ. The average delay of all packets at all 

nodes for all topologies is: 

Ὀ
В Ὀ

‏
                                                                          τȢχ  

The delay jitter between packets n and n+1 at node x for topology H can be presented as 

follows: 

Ӷȟȟ Ὀ ȟȟ Ὀȟȟ                                                           τȢψ  

The delay jitter for the data file at node x for topology H is:  
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ȟ֞

Ӷȟȟ
ὒ ρ

                                                                        τȢω  

The delay jitter is: 

„ȟ
В ȟ֞ Ӷȟȟ

ὒ ς
                                                         τȢρπ  

The average delay jitter is:       

„
В В „ȟ
ὔ ρ‏

                                                                  τȢρρ  

 

4.3 Simulation Results 

 

    In this section we show the effects of the Walsh functions assignments presented in 

section 4.2, on the RNC-CDMA/TDD WMNs performance through computer 

simulations. A comparison between the performances of the two scenarios (scenario 1 

and scenario 2) and the different Walsh functions assignment strategies is introduced. To 

improve the physical layer, the probability of bit and hence packet transmission errors, 

turbo coding results [65] were used. In the simulation, without going into too much 

detail, a turbo code that uses identical BCH component code (BCH (31, 21, 5) &BCH 

(31, 21, 5)) with a 0.51 code rate was used [65]. Also, the assumed total used bandwidth 

(7) is 100MHz. The maximum possible number of neighbors of any node in the network 

is limited to avoid working in very low SNIR. To have accurate and general results in our 
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simulation, 50 different topologies for each given input parameter, such as network 

connectivity, file size, packet size, etc. were generated. As in chapter 3, uniform random 

variables are used to determine the number of nodes in each hop, the number of 

neighbors of each node, and the existing links in each topology. The value of F was 

computed by simulation for each topology. We used the SNIR in (3.14) and the curve in 

[65, pp. 252] to compute the standard ὖ. Then we used (4.1) to compute ὖ. Uniform 

random variates (—) were used to determine if the transmitted packet was received 

correctly. For example, if the uniformly distributed random generator yields 0.8 for a 

packet, where ὖ, the packet success probability from (4.1), is 0.9, then — ὖ  and a 

packet success is recorded. Depending on which strategy of Walsh functions assignment 

is used, a node uses the maximum number of Walsh functions that guarantee the 

probability of packet success of its transmitted signal to be above a given certain 

threshold. In the simulation results, the threshold was 95%. For example, if the node uses 

the intermediate worst case assignment presented in 4.2.5, then the node will choose the 

maximum number of Walsh functions that guarantee the probability of packet success of 

its transmitted signal to neighbor with maximum number of neighbors is above 95%.  

The randomly generated coefficients for NC were chosen from GF ( ς) and transmitted 

as a header in the NCP. Each coefficient adds 6 bits to the NCP size. The network coding 

header in the NCP is φ Ὣ bits.  

For scenario 1, if a new image of an NCP is received at node d, we buffer the coefficients 

of the image with the coefficients of previously received images of the NCP. We then 

compute the rank of the coefficients of all the buffered images of the NCP. If the rank is 

equal to the number of buffered images, the last image is considered to be independent of 
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the previously buffered images, otherwise node d discards the last received image. If Ὣ 

or more independent images belonging to an NCP are buffered at node d, then we assume 

that node d is able to decode the NCP and get the original data packets, and so an 

acknowledgment signal is broadcast by node d in the next transmission time slot. Also, if 

the node has received enough images of an NCP (Ὣ or more) and is still receiving a new 

image of the NCP, the node piggybacks an acknowledgment signal again to make sure 

that all neighbors have been acknowledged. For scenario 1, when it is time for the 

intermediate node k to transmit (except those nodes that have received the constituting 

packets of the NCP), it selects one unacknowledged NCP depending on the scheduling 

algorithm (round robin). That intermediate node then generates Ὣ new images of the 

selected NCP using the buffered images of the NCP, as per equation (3.5). These Ὣ new 

images are then spread using the Ὣ assigned Walsh functions at the node. The average 

number of transmissions required for all of the generated topologies is then computed. To 

compute the system efficiency for the given set of parameters, we substitute F, i.e. the 

average required number of transmissions in (4.2) for scenario 1 and Ὂ in (4.3) for 

scenario 2. Figure 4.2 shows that for lower connected networks, scenario 1 with the fixed 

Walsh function assignment at the source and the intermediate nodes provides the worst 

performances. This is because the low SNIR of the source coded packets at nodes in the 

first hop, due to the number of Walsh functions used at the source node, degrades system 

performance. Also, in scenario 1, a node piggybacks an acknowledgement signal for an 

NCP only if the node has received Ὣ or more independent images of the NCP, while in 

scenario 2, a node piggybacks an acknowledgement signal for each original data packet.  
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Figure  4.2 The efficiency of the scenarios vs. the network connectivity for some of the 

presented Walsh functions strategies. N = 20 nodes number of hops =5, L =120 packets, 

nb =1000 bits, PG =32, 1/SNRth =0.01, m =6, ws = 4, wr = 4 and the maximum number of 

neighbors = 6. 

As a result, in scenario 1, some nodes may receive images that depend on the previously 

received images of an NCP. Furthermore, the network coding header, which is φ Ὣ 

bits in each NCP, degrades the performance of scenario 1. Figure 4.2 shows that the 

efficiency of scenario 1 with fixed Walsh assignment is maximized at a certain 

connectivity level. From figure 4.2 we can observe that for network connectivity between 

3.5 and 4, scenario 1 with fixed Walsh assignment provides a comparable performance 

compared with scenario 1 with cross layer design, thanks to the increase in the network 

connectivity. However, for scenario 1 with fixed Walsh assignment, increasing the 

network connectivity does not always lead to better performance, which can be seen in 

figure 4.2 for network connectivity = 5. Increasing the network connectivity leads to 
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increasing the number of the nodesô neighbors in the network (any node including nodes 

in the first hop). Increasing the number of neighbors of a node in the first hop leads to a 

lower SNIR of the source coded packets at that node.  

 

Figure  4.3 The efficiency of the systems vs. the network connectivity for some of the 

presented Walsh functions strategies, where N = 20 nodes, number of hops = 5, L = 120 

packets, nb = 1000 bits, PG = 32, 1/SNRth = 0.01, m = 6, ws = 4, wr = 4 and maximum 

number of neighbors = 6. 

 

Consequently, fewer nodes in the first hop receive the source coded packet and thus more 

transmissions from the source node are required, dragging down system performance. On 

the other hand, scenario 1 with cross layer design, the system performance does not 

decrease for high connected networks, as shown in figure 4.2 for network connectivity = 

5, since the number of assigned Walsh functions is adjusted depending on the topology.  

Figure 4.3 shows the effects of the network connectivity on the efficiency of the systems. 

2.5 3 3.5 4 4.5 5

0.52

0.54

0.56

0.58

0.6

0.62

0.64

0.66

0.68

0.7

0.72

Connectivity

E
ff

ic
ie

n
c
y

 

 
NC, source average and intermediate dynamic assignments, CLD

NC, source worst case and intermediate dynamic assignments, CLD

NC, source average and intermediate worst case assignments,CLD

No NC, source average and intermediate dynamic assignments, CLD

No NC, scenario 2, # of Walsh at all nodes is 4, no CLD



110 
 

Figure 4.3 shows that for lower connected networks, scenario 2 with the source average 

assignment and the intermediate dynamic assignment provides the best performance. This 

is because the network coding header, which is φ Ὣ bits in each NCP, degrades the 

performance of the scenario 1 for the same Walsh function assignment. Also, figure 4.3 

shows that for lower connected networks, scenario 1 with the source average Walsh 

assignment and the worst case intermediate Walsh assignment provides the worst 

performances compared with the others that are presented in figure 4.3. Figure 4.4 shows 

the relation between the network connectivity and the delay for some Walsh function 

assignments.  

  

Figure  4.4 The delay vs. the network connectivity for some of the presented Walsh 

functions strategies, where N = 20 nodes, number of hops =5, L =120 packets, nb =1000 

bits, PG = 32, 1/SNRth =0.01, m = 6, and maximum number of neighbors =6. 
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From figure 4.4, we note that the delay for scenario 1 with CLD (the source average 

Walsh assignment and the intermediate dynamic assignment) is less than the delay for 

scenario 1 without CLD (fixed assignment) and the delay for scenario 2 with CLD (the 

source average Walsh assignment and the intermediate dynamic assignment) schemes 

that are presented in figure 4.4 for some network connectivity (connectivity = 3.5 to 5). 

The higher the network connectivity the more neighbors a node can hear. As a result, for 

higher network connectivity a node receives from more neighbors per each time slot. 

Because of that, the node can decode an NCP within less number of time slots, less delay, 

compared with lower connected network(connectivity = 2.5).   

 

Figure  4.5 The delay jitter vs. the network connectivity for some of the presented Walsh 

functions strategies, where N = 20 nodes, number of hops = 5, L = 120 packets, nb = 1000 

bits, PG = 32, 1/SNRth = 0.01, m = 6, and the maximum number of neighbors=6. 
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Figure 4.5 shows the relation between the network connectivity and the delay jitter for 

some Walsh function assignments. In scenario 2, all nodes send the original data packets, 

no NC is applied. For that reason, figure 4.5 shows that scenario 2 has the smallest delay 

jitter. From figure 4.5 we observe that the delay jitter for scenario 1 with CLD is better 

than scenario 1 with fixed Walsh function assignment. CLD makes the delay jitter values 

comparable to those obtained in scenario 2 (no network coding).  

 

4.4 Conclusion 

 

This chapter studied the effects of the cross layer design (Walsh function 

assignments) on RNC-CDMA/TDD wireless mesh networks. Three different Walsh 

function assignments at the source node, including the fixed assignment presented in 

chapter 3, and three different Walsh function assignments at the intermediate nodes were 

presented and compared in terms of the achieved system efficiency, delay and delay 

jitter. Some computer simulation results were presented. Two scenarios were compared 

in terms of their efficiencies. Only scenario 1 applies RNC to CDMA/TDD WMN. For 

low connected networks, RNC may not help to improve the system efficiency, delay nor 

delay jitter. For scenario 1 with cross layer design the system performance, delay and 

delay jitter are better than scenario 1 without cross layer design. The suggested cross 

layer NC techniques necessitate the dynamic knowledge of the number of Walsh 

functions at each time slot and the consequent reconfiguration of transceiver. Such 

reconfiguration issues would be the subject of the near future research. 
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Chapter 5 CONCLUSION 

 

 

This thesis addresses the possible advantages of network coding, particularly to 

improve system performance for star-oriented and wireless mesh networks in certain 

applications, such as file sharing and video streaming.   

Firstly, in this thesis a XOR based scheduling algorithm for star-oriented wireless 

networks for local repair was introduced. The proposed scheduling algorithm is for 

scenarios where BS (Wireless Wide Area Network (WWAN)) transmits a data file to 

nodes within its coverage area, and then a set of nodes that can hear each other directly 

use Wireless Local Area Network (WLAN) for local repair. The proposed scheduling 

algorithm commences in three phases. In the first phase, nodes exchange packet 

availability vectors. These vectors are functions of the probability of correct packet 

reception over the channel. This is followed by a short period of distributed scheduling 

where the nodes execute the processing algorithm which tries to minimize the total 

transmission time. In the third phase, nodes transmit the encoded packets as per the 

decision of the scheduling algorithm. Simulation and analysis results showed the possible 

improvement in the system performance for the proposed algorithm. Also a study of the 

trade-offs between file size, processing delay, number of users and packet availability 

were introduced. Also, the favorable effects of file segmentation on the performance of 

the proposed algorithm were presented.  

Secondly, an exhaustive study about the effects of the random network coding on 

the CDMA/TDD wireless mesh networks was presented. A multi-hop wireless mesh 
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network with single source and multiple receiving nodes was assumed. For reliable data 

transfer, a Selective Repeat ARQ protocol was used. Two scenarios are evaluated for 

their efficiency. In scenario 1, random network coding is applied to CDMA/TDD system 

but not scenario 2. For both scenarios, the number of Walsh functions at each node is 

fixed. The delay and delay jitter for both scenarios are computed. The study also focuses 

on the effects of uncontrolled parameters such as the minimum number of neighbors and 

the network connectivity, and of controlled parameters such as the Galois Field (GF) size, 

the packet size and the Processing Gain. The analysis and simulation results show that 

applying random network coding to CDMA/TDD wireless mesh networks could provide 

a noticeable improvement in the overall efficiency. The possible improvement on the 

system efficiency for a given fixed number of Walsh functions at the nodes various with 

the network connectivity. Moreover, delay and delay jitter for CDMA/TDD wireless 

mesh networks with random network coding for some given sets of parameters (network 

connectivity, the number of assigned Walsh functions at the source node, etc.) are higher 

than without using random network coding. In conclusion, to achieve high improvement 

in system efficiency and better delay and delay jitter, the number of assigned Walsh 

functions at the nodes should be chosen depending on the network topology.    

Finally, a cross layer design for the Random Network Coded-Code Division 

Multiple Access/Time Division Duplex (RNC-CDMA/TDD) wireless mesh networks 

was presented. Nodes utilize the information about network topology contained in the 

network layer. This information used by the data link layer to determine the number of 

assigned Walsh functions at each node. Two strategies of Walsh function assignments are 

proposed. In the first, nodes determine the number of their assigned Walsh functions 
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depending on the neighbor with the maximum number of neighbors, which we call the 

worst case assignments.  In the second, nodes determine the number of their assigned 

Walsh functions depending on the need for each transmission. Simulation results showed 

the possible achievable improvement in the system performance, delay and delay jitter 

due to cross layer design.  

 

5.1 Future Work  

 

In relation to this thesis, some suggested future works are as follows:  

¶ In local repair, the proposed algorithm is for a group of nodes that can hear each 

other directly within the BS coverage area. This implies the clustering within the 

BS coverage area is required. Thus, internet-working among such clusters is one 

of the future works.    

¶ Using FDD instead of TDD for CDMA/TDD with RNC in WMNs. 

¶ To use Hybrid Automatic Repeat Request (HARQ) for reliable transmission 

instead of ARQ.  

¶ The effects of the threshold values for Walsh functions assignments at nodes in 

WMNs on the system efficiency, and evaluation of the optimum value of the 

threshold in order to get the maximum efficiency.  

¶ Extension of the NC concepts presented here to OFDM and MIMO systems 
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