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Abstract 

Application of Vibration Based Methods and Statistical Pattern Recognition techniques to 

Structural Health Monitoring 

Ahmed Shiblee Noman 

The primary objective of Structural Health Monitoring (SHM) is to diagnose structures 

for damage, take necessary measures if any damage occurs, and estimate their 

degradation rate. 

Conventional non-destructive evaluation methods are not always practical for 

implementation of a continuous health monitoring system. Vibration Based Damage 

Identification (VBDI) methods applied to SHM can be useful in interpreting the global 

vibration response of a structure to identify local changes. Due to complicated features of 

real life structures there are some uncertainties related to input parameters such as 

measured frequencies and mode shape data, where output is sensitive to errors in modal 

parameters. As all VBDI processes rely on experimental data with their inherent 

uncertainties, statistical procedures are helpful if one is to interpret the vibration response 

mixed with other ambient affects. 

The objective of this study is the detection of damage by VBDI methods and statistical 

pattern recognition techniques. Here, two practical structures, the Crowchild Bridge in 

Calgary, and a 3D-Space Frame have been tested with two VBDI algorithms. The 

Damage Index and Matrix Update methods have been selected to study simulated damage 

cases on the numerical models of the selected structures. For the application of statistical 

pattern recognition techniques to damage identification, another in-service structure, the 

Portage Creek Bridge in Victoria, Canada has been tested. The classification of the 

patterns has been performed using outlier analysis. Alternatively, damage detection by 

pattern comparison using residual errors has been applied 
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Chapter 1 

Introduction 

1.1 General 

Structural Health Monitoring (SHM) is relatively a new field in engineering, mostly 

studied in aerospace engineering. In the last two decades it has created research interests 

in other disciplines of engineering including civil engineering. In general, SHM is 

concerned with performance monitoring of structures to ascertain the strength and 

performance states of critical members of the structures and determine the presence of 

any anomaly such as damage, or evaluate its degradation and remaining service life. A 

structural health monitoring system usually consists of sensors, data acquisition system, 

data transfer mechanism, data manipulation, and diagnosis. 

In a general context, damage assessment can be defined at four levels (Rytter, 1993). In 

increasing order of difficulty, the four levels are: 

(1) To detect whether there is damage, 

(2) To determine the location of damage, 

(3) To quantify the extent of damage, and finally 

(4) To carry out prognosis such as safety evaluation and remaining life prediction. 



There are various forms of structural degradation, such as cracking, corrosion, reduction 

in material properties that indicate the strength, reinforcement rupture, fractured welds, or 

loosened bolts. 

Apart from detecting flaws in structures, the scope of SHM also includes the assessment 

of degradation rate of the structure. 

SHM can reduce the chance of catastrophic failure, maintenance cost, and down time for 

rehabilitation. According to Mufti (2001), more than 40% of the bridges in service in 

Canada are over 30 years old. Therefore many of these bridges really need proper 

diagnosis, rehabilitation or even partial re-construction in order to make them safe 

enough for traffic and also prevent long down-time if sudden collapse occurs in the 

extreme cases. Chase and Washer (1997) conducted a similar survey for the bridges in 

United States of America, and found that about 33% of the total bridges were deficient. 

Most of these bridges were built before 1970, and their health condition is yet to be 

determined by any instrumental and scientific approach. Therefore in the context of 

structural safety, the need for the application of SHM has become highly important. 

Moreover for maintenance and rehabilitation purposes, the need for SHM has increased 

recently. 

During the last two decades of advances in SHM technology, many new sensing methods 

with various systems for data collection to data management have been developed. With 

the advent of new technologies, innovative algorithms have been developed for 

monitoring civil infrastructures. 
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1.2 Brief discussion on SHM methods 

Almost all damage detection methods for in-service stuctural components are non 

destructive. Candian Institute of NDE describes non-destructive Examination (NDE), 

also referred to as NDT (nondestructive testing) and NDI (nondestructive inspection), is a 

family of specialized technical inspection methods which provide information about the 

condition of materials and components without destroying them (CINDE 2008). Though 

conventional NDE methods are tools for performance assessment, their scope can extend 

to almost all types of engineering, especially structural, aerospace and marine 

engineering 

Relevant conventional NDE methods are briefly described below along with Vibration 

Based Damage Identification (VBDI) techniques which is also a type of NDE method. 

The purpose of discussing these conventional NDE techniques is to draw some 

comparison between them and VBDI methods. 

1.2.1. Visual Inspection 

Visual inspection is the predominant nondestructive evaluation (NDE) technique used in 

bridge inspections. However, since implementation of the National Bridge Inspection 

Standards in the US in 1971, a comprehensive study of the reliability of visual inspection 

has cast some doubt on this method as it relates to highway bridge inspections. Factors 

that appeared to affect the accuracy of visual inspection results include visual acuity and 

color vision; light intensity, inspector qualification and experience; and perceptions of 

maintenance, complexity, and accessibility. The damage might be the spalling of 
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concrete, steel corrosion and cracking in reinforced concrete structures, loosening of 

bolts, and crack in weld. The part of the structure to be inspected must be accessible. 

This sometimes becomes impossible for large and complex structures. For underwater 

and space structures, the inspectors need to be geared and equipped properly. To reach 

the ordinarily inaccessible structural elements to examine, sometimes it may be necessary 

to use robotics technology and special transportation means. 

1.2.2 Liquid Penetration Testing (LPT) 

LPT is an advanced type of visual inspection. It is relatively simple and it can detect 

flaws in all type of materials. The flaw should be open to the surface and this requirement 

is a drawback to this method. Some fluid materials such as petroleum or watery 

substances dyed with color are inserted into the surface and they seep deep into the 

material. A white developer material is placed on the surface. The penetrated liquid 

strains the developer if there is any flaw. It is clearly not applicable for the determination 

of the strength of the material. This method is highly sensitive and needs prior knowledge 

of the location of the damage. 

1.2.3 Magnetic Particle Testing (MT) 

MT is applicable to metal substances only. A magnetic field is propagated by electrical 

equipment. Unlike Penetration Testing, the flaws do not have to be open to the surface, 
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but it must be close to it. So, prior knowledge of the damage is still required. MT works 

best for flaws which are elongated rather than round. Magnetic field is generated inside 

the specimen or structural component to be tested. Distribution of magnetic particles such 

as iron over the magnetized area indicates flaw patterns. This method is not suitable for 

concrete and wood, two other major building materials of conventional structures. 

Circular type damage is not suitable for MT, adding to its disadvantages further. 

Assessment of strength is not possible by the analyzing the formation of the magnetic 

particles. 

1.2.4 Radiographic Testing (RT) 

Usefulness of RT depends on the density and thickness of the testing component. The 

denser and thicker materials will absorb more radiation. Therefore if a component such as 

column has some crack inside it, cracked area will absorb less radiation than the rest of 

the column from the radiator. The pattern on film capturing the radiation will indicate the 

location and extent of the flaws. However two dimensional views sometimes hide 

additional defects in a structural component. 

1.2.5 Ultrasonic Testing (UT) 

Ultrasonic testing uses transmission of mechanical vibration created by sophisticated 

equipment to identify both linear and non-linear damage. Any material that can act as a 

medium of transmission of mechanical vibration can be tested with this method. The 

propagated wave is reflected by a damaged area because of its different acoustic nature. 

Reflected waves are converted to electric energy and being received by a cathode ray 
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tube (CRT) as signals. The pattern of the signals shows the location and extent of the 

damage. Again, prior knowledge of the damage is needed in this method. This method is 

expensive too. 

1.2.6 Eddy Current Testing 

The Eddy Current Method is usable only on electrically conductive materials. A magnetic 

field is created by electrified coil around the component. Fluctuating magnetic field 

induces an eddy current. The damaged portion resists the flow of eddy current. This can 

be identified by voltmeter reading. The equipment is small, but only a small area can be 

tested at a time. Prior knowledge of damage is required in this method, too. 

1.2.7 Static Load Test 

In static load test method, some loads of significant magnitude are placed at some critical 

locations of the segment to be tested. The displacements and deformations at some 

relevant locations are measured by sensors attached to those places. If structure is 

weakened, obvious deviation from the normal state can be observed from the test. 

Usually this test is done after some possible occurrence of damage in part of the structure. 

This test is useful in determining the reduced strength of whole structure due to the 

presence of damage. However, like visual inspection this test cannot be used for the prior 

warning of occurrence of damage or the reduction of strength. Another drawback of this 
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method is that the structure may have to be evacuated for the test. The cost of 

instrumentation and time involvement are other disadvantages of the test. 

1.2.8 Vibration Based Damage Identification (VBDI) 

There has been substantial work on Vibration Based Damage Identification in recent 

years. VBDI depends on the change of dynamic characteristics of the structures. These 

characteristics are natural frequencies, mode shapes and damping properties. These 

characteristics directly depend on material properties, geometry and support condition 

which contribute to the stiffness and also the distribution of mass. Both stiffness and 

mass matrices together determine frequencies and mode shapes of a structure. Damage 

can cause change to any of these dynamic characteristics. Therefore, the VBDI method 

uses any change to dynamic or modal parameters of structures to identify, locate and 

detect the severity of the damage. The damage identification process also includes precise 

modeling of structure and calculation of damage detection algorithm, which necessitates 

computer programming. In addition, very accurate determination of modal parameters is 

a prerequisite to good diagnosis of the structure. This thesis consists of application of 

VBDI on two real structures. Therefore its advantages will be discussed compared to 

other NDE methods more thoroughly in the following section. Its disadvantages are 

discussed later in section 1.4.3. 
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1.3 The advantages of VBDI over other NDE methods 

Among various methods discussed above, static load test and VBDI are global damage 

detection methods and the rest are direct local damage detection methods. Among the 

direct methods, most commonly used is visual inspection. Yet its reliability has been 

under question based on the study by Federal Highway Administration (FHWA, 2001). 

Other local NDE methods are found more reliable and definitive than visual inspection. 

The main advantage of local NDE methods over global methods is that they capable of 

detecting and locating damage quite precisely. However, NDE methods are generally 

capable of inspecting small areas at a time. The evaluation of a large and complex 

structure can be costly and time consuming and sometimes impossible by local NDE 

methods. The portion of the structure has to be accessible to apply any of local NDE 

methods. Moreover frequent inspection of structures is also impractical by these methods. 

VBDI and Static load test, though less accurate in local detection of damage, are 

solutions to the problems encounter by other NDE methods. Static load test has some 

drawbacks; the structure has to be evacuated during test, instrumentation is usually more 

costly than that required for VBDI and subterranean and space structures are very hard to 

be evaluated by this test. Once proper installment for measuring vibration and also 

displacement along various degrees of freedom is done, the system can be monitored 

almost seamlessly using integrated VBDI system. 
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1.4 Overall effectiveness of VBDI and its relevant features 

For the last a few years, there has been some noticeable research work done in the VBDI 

technique, or some times referred as vibration based damage detection (VBDD) 

technique. From those research studies some strengths and weaknesses of this global 

damage detection method have been worked out, and it has given the scope for further 

research in the future. 

1.4.1 Earlier findings 

A number of researchers have explored the use of VBDI for assessing the condition of 

bridges and other types of structures (Doebling et al., 1996,1998). VBDI techniques have 

been particularly successful when applied to rotating machinery (Shives and Mertaugh 

1986, Farrar and Duffey 1999), but have also been successfully applied to well-defined 

aerospace or mechanical systems (West 1982, Hunt et al. 1990; Chang, 1997 &1999), 

and to simple structures such as beams or trusses (Pandey and Biswas, 1994). 

A number of efforts have been made to apply VBDI techniques to real bridge structures 

over the last decade Toksoyand Aktan (1994), Farrar et al. (1994), Jauregui and Farrar 

(1996), Zhang and Aktan (1998), Peeters (2000), Catbas and Aktan (2002), Ventura et al. 

(2002), Kim and Stubbs (2003), Zhou (2006). These research studies have convincingly 

shown that VBDI can be a tool for damage detection in practical structures. However, 

most of them also have mentioned that this method is good for identifying typically 

severe damage scenarios and some totally ignored the moderately damaged components 

in identification. 
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1.4.2 General approach of VBDI method 

Dynamic properties, such as natural frequencies, mode shapes and modal damping of a 

structure depends on some physical parameters of the structures such as mass, stiffness 

and damping. The damage can change any of the physical properties of the structure and 

this in turn will change the dynamic, also referred as vibration characteristics of the 

structures. Hence, there should be relation between the change in dynamic characteristics 

and the occurrence of damage. Therefore in most VBDI techniques it is needed to know 

the dynamic characteristics of the test structure before and after the damaged state 

VBDI method is an integrated approach of experimental and analytical processes. In most 

cases, the major components of this process are: 1) Measurement of dynamic 

characteristics, 2) Computer modeling of the real structure, and 3) Detecting damage by 

identification algorithm. A high degree of accuracy of the process of all components is 

required for reliable VBDI system. As VBDI is highly sensitive to degree of accuracy, 

therefore, total understanding of these components is a prerequisite for the successful 

application of the method whose components are briefly described below. The framework 

of the VBDI system is shown in Fig-1.1 

1) Measurement of dynamic characteristics: 

Accuracy of the measurement of frequencies, mode shapes and modal damping of 

structures depends on some factors like the vibration methods, sensing technology, and 

arrangement of sensors on the structures and signal processing of the data obtained from 

sensors. 
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There are two types of vibration methods used in practice. First, controlled excitation, 

which is applicable on small structures and laboratory specimens. The second method is 

ambient excitation, which is the only available method for many real life structures that 

are too large to be vibrated adequately by the first method. 

Sensor Technology: 

In recent years, there has been significant advancement in sensing technology by 

electrical and communication engineering. Optical fiber sensors, piezoelectric sensors 

and dielectric sensors are some of the most popular in this category, but the first two are 

most used in the monitoring of bridge structures. 

The sensors should be robust enough to stay in good condition under various loading and 

environmental conditions. Long-term behavior of sensors can be assessed by some in

field methods. However, there is a technique recently developed know as pattern 

recognition which is effective in identifying the accuracy of sensor readings. This method 

which is also useful in SHM, too, is a major field of research in this thesis and it will be 

discussed thoroughly later. 

Since a signal is the primary input of the VBDI system, its accuracy should be high 

enough, otherwise the system will give a wrong output even if other components of the 

system are perfect. Calibration of the sensors should be done with respect to their host 

structures. 

11 



An optimum distribution and proper orientation of sensors on large complex structures 

with many degrees of freedom is needed to ensure adequate measurement for modal 

parameters, and also the low cost of the sensing system (Amin, 2002). 

Data Processing. 

Not all portions of the data gathered from the sensors are needed for identification of 

dynamic characteristics of the structures. Some of the responses may not represent those 

of the actual structure. Some data contain an environmental component which needs to be 

separated to get the structural component. Even those signals that may be related to 

vibration characteristics of the structure are not collected in readily usable form. 

Therefore they must undergo some processing technique to extract modal features such as 

frequencies, mode shapes and damping. For example, Fourier transformation converts 

accelerometer readings to frequencies. 

2) Computer modeling of physical properties of real structure 

To apply the damage detecting algorithm, in most cases an appropriate simulated 

computer model is needed. Usually the model developing software utilizes the concept of 

Finite Elements and therefore is called finite element modeling (FEM). This FEM is then 

combined with damage detection algorithm. The model should very closely represent the 

real structure. However this is not so easily obtained. In real life, structures are relatively 

large in size with the inherently greater uncertainties in material properties, support 

conditions, and connectivity of components. Therefore a meticulous approach is needed 

to create a proper model that shows the values of modal parameters close to that 
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measured by sensing and signal processing. As well, development of FEM of large 

structures can be sometimes labor intensive and time consuming. 

3) Detecting damage by VBDI algorithms 

In the past two decades a good amount of research on VBDI has given emergence to 

various methods and algorithms for identification of damage, its location, severity and 

nature. Studying substantial amount of literature, Doebling et al (1996) and Farrar et al 

(1994) have provided some extensive and resourceful review on damage detection by 

VBDI. Chang(1999), Aktan at al (1999), Zhang and Aktan (1998), Peeters (2000), Catbas 

and Aktan (2002), Ventura et al. (2002), Kim and Stubbs (2003) and Humar et al. (2006) 

have worked intensively on damage detection methods. 

While some of the methods for damage detection are briefly described in this section, 

others that are more related to the present work will be explained more thoroughly later 

in Chapter 3. 

Vibration based damaged detection method is dependent on modal frequencies and 

shapes. It has been observed in some of the research studies mentioned above that local 

response is sensitive to higher frequency modes, while global responses are sensitive to 

lower frequency modes. Unfortunately it is very difficult to measure higher frequency 

modes accurately, while higher frequency modes are more indicative of local damage. 

Moreover, higher frequency modes need more energy making excitation process harder. 
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For that reason, most vibration-based damage identification methods rely on lower modes 

of vibration. The members that contribute very little strain energy are not identifiable 

some times. The members that undergo a rigid body displacement at low modes also 

cannot be detected for damage. 

It has been observed that the relation between modal damping and damage is not so 

consistent. Also, measurement of damping ratio of the practical structures with sufficient 

accuracy is very difficult. Therefore, modal damping is not a popular choice for VBDI 

approach. Usually it is also not incorporated in a VBDI system. 

Sensor installation is not always possible as per the theoretical requirements. In order to 

make the process of damage identification reliable, it is always required to measure 

modal displacements at various modes accurately. To do so, it may sometime be required 

to place numerous sensors on the structure. However it is impractical and very expensive 

to implement a sensing system to give complete mode shapes. Sometimes some points 

are not accessible in a complex and large structure. Therefore it is required determine the 

optimum number and location of sensors. This objective is not so easily obtainable and it 

involves some approximate computer simulated approach which is very much labor and 

time consuming. In most cases, damage detection algorithms interpolate between sensor 

locations to get the intermediate values for mode shapes. This process further induces 

uncertainty errors to the process. 
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The change in mode shapes and mode shape curvatures and modification in mass, 

stiffness and damping matrices are used for detecting damage by these methods 

Frequency Changes 

At the rudimentary state of VBDI, most of damage detection was based on shift in modal 

frequency induced by damage. Cawley and Adams (1979) and Salawu (1997) have used 

of modal frequency changes in damage identification. In a complex structure, the change 

of modal frequencies is not very sensitive to the damage of some members. This imposes 

a significant limitation on this method. Practically, this method shows reliable result 

when the amount of damage is high. 

Mode Shape Changes 

This method uses mode shapes curvature or derivatives to deduce damage pattern. This 

method proposed by Pandey et al (1991) is based on the fact the damage in a beam will 

change the flexural rigidity of the beam, hence the change of curvature should differ in 

damaged from undamaged state and it is inversely proportional to the flexural stiffness. 

Apparently, damaged portions will have larger increase in mode shapes than rest of the 

structure. It is difficult to calculate the curvature from measured mode shaped result, 

indicating a limitation of this method. 

Strain Energy Changes 

This method is alternatively known as damage index method which was proposed by 

Strubbs and Kim (1994) to identify damage in a beam-type structure. They defined 
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damage index as the change in strain energy content of the structure when it is deformed 

in a particular mode shape. A statistical approach is used to examine the change in strain 

energy and identify damaged portion of the structures from these changes. This method 

requires the complete shape, but experimentally it is almost impractical and highly 

expensive to install sensing system that will give a complete mode shape. Therefore 

interpolation is usually carried out to get the complete mode shape and this incurs 

numerical errors. 

Methods Based on Updating Properties Matrices 

These methods rely on updating physical properties matrices of structures, so that the 

frequencies and mode shapes of the modified system are in accordance with the measured 

characteristics of the damaged structures. Different algorithms are used to get the update 

matrices. Various methods obtain updated matrices by solving equation of structural 

motions, equations of physical properties of the structures and modal characteristics. 

Optimal Matrix Update Method, Sensitivity Based Update Method and Hybrid Matrix 

Update Method are some of the commonly used damage detection algorithms under this 

category. 

1.4.3 Limitations of VBDI methods 

Though it was previously discussed in section 1.3, the various advantages the VBDI 

method has over other NDE methods, it does have some significant limitations. Therefore 

it should be combined with one or more of other NDE methods to assess a structure 

completely. 
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VBDI method depends on the change of stiffness for damage identification. However not 

all types of damage reduce stiffness. For example, excessive reduction of pre-stressing 

forces in the strands or their failure will not reduce stiffness of the concrete element of a 

pre-stressed structural component. 

Many VBDI methods rely on Finite element models of a structure. The real challenge of 

this modeling is to make it closely represent the real structure in the context of dynamic 

responses to excitation in various modes. There are some uncertainties associated with 

this type of model, such as assumption of material properties, support conditions, 

behavior of joints, in FEM modeling. Such uncertainties increase with the complexity of 

the structures. 

Damage detecting algorithms themselves have their own limitations. Many widely used 

algorithms are based on updating of matrices such as stiffness, mass and damping. In 

these techniques, non-linear optimization is made to make the matrices compatible to the 

damaged state. For analyzing complex structures, these processes sometimes yield 

impractical results that may not to be acceptable. 

It has been commonly observed by using various damage detection algorithms that 

dynamic characteristics of a structure are less sensitive to damages at lower levels, 

whereas early detection of damage in the structures is very important in order to reduce 

the rehabilitation cost significantly. 
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Based on the literature review on the research on vibration-based damage detection 

methods, Doebling et al. (1996) indicates that there are many critical issues that need to 

be addressed in the future in order to increase the effectiveness of these methods. It was 

found in the review that most of the techniques require prior analytical models and/or 

prior test data for the detection and location of damage. Many algorithms need a detailed 

and reasonably accurate FEM of the structure. Others presume that a data set from the 

undamaged structure is available. Often, the difficulty of availability of this type of data 

can make the method practically not feasible. The minimization of dependency on FEM 

and prior data may be a challenging task. The issue related to the optimal number and 

location of sensors that are needed to produce accurate mode shapes and frequencies are 

also required to be addressed. It is found that most techniques that appear to work well in 

example cases actually perform poorly when subjected to the measurement constraints 

imposed by actual testing. In general, the damage detection methods are found to be more 

sensitive to errors in case of low level of damage states. 

Considering the advantages and disadvantages of VBDI in this chapter, it can be inferred 

that although these methods have some distinct advantages, they also have some 

limitations. Among these, are the limitations posed by need for sophisticated finite 

element modeling, and modal analysis which need considerable human interaction, which 

is prone to errors. Other than that, uncertainty in measurement data and lack of accuracy 

in detecting damage at the early stage are also notable limitations of these methods. To 

avoid such disadvantages, some pattern recognition approaches have been developed by 

researchers in recent years. These methods, though theoretically deem reasonably sound, 
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have not yet been widely applied on real life structures, though some experimentally 

demonstrated their applicability on small structures. 

1.5 Structural Health Monitoring by Pattern Recognition Techniques 

Most of the pattern recognition approaches of damage detection are on a global basis; 

although some work has been done to locate the damage and determine its severity. Since 

this method is arguably the newest of all global damage detection methods, much more 

research needed to develop methodologies to detect local damages with severity of the 

structures. 

According to Sohn et al (2000), sensors measuring strains and vibration of a structure 

produce signals that always respond to the change of environmental and operational 

conditions. Each group of signals can be considered a pattern (a definable entity) that has 

some relation to the structural and ambient condition. They proposed that if the effect of 

ambient condition to the patterns is normalized, they should be nearly identical or close 

to one another for similar vibration effect as long as structural vibration property remains 

same. However, it can be assumed, the change in physical properties, mainly stiffness, 

should be reflected on the processed signal blocks or patterns. Based on this assumption, 

various methods of damage detection by pattern recognition have been developed 

Pattern recognition is aimed for machine learning process, i.e., ability of a computer to 

identify and classify (group) them to make a decision. It is this feature that makes it very 
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much attractive to create automated structural health monitoring system. Once a suitable 

pattern recognition system implemented on a computer that is linked to a database of the 

sensing system, it will automatically diagnose the structure without human involvement. 

Recognition of patterns can be divided into two types: 

1) Supervised learning: Here input patterns of the vibration of a structure are 

compared to a pre-defined class. Classes are designed by system designer. 

Supervised recognition refers to the case where data is available for both 

undamaged and damaged state. 

2) Unsupervised learning: In this method, patterns of vibration are categorized to 

undefined classes. Here classes are learned based on the similarity of patterns. 

Unsupervised learning refers to the case when data is available only for one state, 

usually undamaged condition. 

Learning from a training set and applying it to the test set to identify, classify or 

discriminate is the basic approach in most pattern recognition techniques. There are two 

approaches of pattern recognition in structural health monitoring. 

1) Statistical approach 

2) Neural Networking 
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1.5.1 Pattern Recognition by Statistical methods 

Statistical pattern recognition in terms of structural health monitoring has gained 

attention recently in the civil and aerospace engineering fields. This method incorporates 

the techniques of signal acquisition from sensors installed on the structure, and then 

processing of signals, constructing models of training data for classification, then 

identification and discrimination of the testing data and making decision accordingly 

For the past few years, several studies have been conducted for damage detection in the 

context of structural health monitoring. Farrar et al (1999 and 2001) have proposed a 

generalized integrated approach for structural health monitoring by statistical pattern 

recognition. 

Here the general approach typically followed in statistical pattern recognition in SHM is 

described as outlined by Farrar et al (1999 and 2001). 

Data collection 

Data is usually collected through a sensing system attached to the test structure. 

Sensitivity and accuracy of the sensors should be high, especially in the case of real life 

large structures where vibration can only be obtained by ambient excitation as opposed to 

controlled excitation which is applicable to small structures only. However placement 

and orientation of sensors are less critical than in the case of conventional methods of 

VBDI which use dynamic characteristics to determine damage, hence the accurate 
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measurement of mode shapes is required, and therefore sensors are needed to be placed 

accordingly. Statistical pattern recognition does not need to deal with the mode shapes. 

Data Preprocessing 

Rarely signals obtained from sensors can be readily used for modeling. Signals are 

usually gathered continuously. They can be polluted by other activities of the test or 

nearby installation. Strain data is significantly influenced by temperature and external 

loading. In some model types, data needs to be corrected for all or some of these external 

noises on the signals. 

When data are collected continuously, it is necessary to separate the signals of significant 

ambient oscillation from those of the idle condition. This technique is similar to 

classification, but it does not need the involvement of any complicated pattern 

recognition approach. Separation of data of accelerometers can be done by applying 

simple statistical techniques involving moving average method. Usually a systematic 

statistical algorithm is utilized to pick up the signal blocks relevant to vibration analysis 

of the structure. 

Feature Extraction 

It is the process of extracting variables that are dependent on the structural damage 

condition. Since all signal types are basically time dependent, typically a time series 

model is constructed to determine the feature vectors. The feature vectors contain the set 
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of damage sensitive variables of the structure. These features are compared to determine 

health of the structure. 

Since signals are mainly time series type, model types appropriate for time series analysis 

are usually utilized in damage sensitive feature extraction. One such popular method is 

Auto-Regressive Moving Average (ARMA) modeling. It has two parts; Auto-Regressive 

(AR), which depends on the previous output of the time series, and Moving Average 

(MA) that uses only the input of the system to predict future values. When degree of MA 

is 0, ARMA process is reduced to AR model which is the most used methods in damage 

detection. 

Analysis of feature distribution 

This is the final step that discriminates damaged state from undamaged state. Various 

algorithms are applied for this classification: 

1) Group classification 

Group classification attempts to classify the features into either "undamaged" or 

"damaged" categories by some statistical quantities. It uses the experience of previous 

state of undamaged and damaged states to make decision on categorization of damaged 

conditions and their extent of severity. 
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This method is applicable to supervised learning. However, in reality rarely damaged 

conditions can be available for the current test structures. Nonetheless, it is possible to 

use patterns of damage conditions of previously recorded similar structures. 

2) Outlier detection 

This method is used when data are available only for the undamaged state therefore; it is 

applicable to unsupervised learning process only. This detection algorithm attempts 

identify damage states observing significant change in features that cannot be explained 

by extrapolation of previously observed features when the structure was at normal state. 

Multivariate Probability Density Function estimation can be used in this type of analysis. 

Statistical process control is another means that can be employed to identify outliers. This 

approach has the advantage that it can detect trends in the data that is useful to predict the 

time when particular features will become outliers . 

3) Regression analysis 

This method attempts to correlate data features with particular locations or extents of 

damage. The features are mapped to a continuous parameter, such as spatial location, or a 

remaining-useful-life temporal parameter, as opposed to group classification where the 

features correspond to discrete categories such as "damaged" or "undamaged". 

Regression analysis for damage detection requires the availability of features from the 

undamaged structure and from the structure at varying damage levels. Therefore it is 

applied on supervised learning type. 
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If the structure is damaged most values of extracted features should fall outside some 

threshold value determine by the specific algorithm. 

1.5.2 Pattern Recognition by Neural Network 

A neural network (NN), sometimes called an Artificial Neural Network, is a 

mathematical model similar to a human brain. Many interconnecting nodes known as 

artificial neurons form the system of networking. The connections between their input 

and output are known as weighted edges. It is an adaptive system based on the input-

output data transmission during the learning phase of the system. 

Using a sequential training procedure, it is possible that a neural network can learn input-

output relationship of processed signal obtained from sensors measuring vibration and 

strain data. 

A Commonly used family of neural networks for pattern classification tasks (Mao and 

Mohiuddin, 1996) is the feed-forward network, which includes multilayer perception and 

Radial-Basis Function (RBF) networks. These networks are organized into layers and 

have unidirectional connections between the layers. 

Another popular network is the Self-Organizing Map (SOM), or Kohonen-Network 

(Kohonen, 1995), which is mainly used for data clustering and feature mapping. The 

learning process involves updating network architecture and connection weights so that a 

network can efficiently perform a specific classification/clustering task. 
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Pattern recognition by neural network requires very little amount of structural 

engineering knowledge. Neural networks have some good nonlinear algorithms for 

feature extraction of the structure, (mainly the damage sensitive and its localization 

features), and classification of the damage (e.g., multilayer perceptions). Though 

principles of pattern recognition by neural network seem to differ from those of statistical 

approach, most neural network models are implicitly equivalent, or similar to statistical 

pattern recognition methods. Ripley (1993) and Anderson et al (1990) also discuss this 

relationship between neural networks and statistical pattern recognition. Anderson (1990) 

pointed out that "neural networks are statistics for amateurs. Most NN's conceal the 

statistics from the user." 

1.6 Objectives and Scope of the Proposed Research 

The objectives of present thesis are as follows: 

• To develop a reasonably close computer model of the test structures, and update 

the structural models to correlate their response to the test data. 

• To assess various vibration-based damage detection algorithms using the 

correlated structural models and identify the uncertainties associated with the 

methods. 

• To develop a statistical pattern recognition scheme for assessing the structural 

condition and degradation rate of a bridge using the monitoring data. 

• To develop a statistical pattern recognition scheme for isolating the contribution 

of thermal strain in the measured strain data. 
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The first part of the research is on the application of vibration-based damage 

identification techniques to practical structures, to evaluate their feasibility in practice, 

and to assess their performance. One of the structures considered here is a three span 

bridge and the other one is a space frame. The second part of the research is the study of a 

realistic approach of statistical pattern recognition using the vibration and strain data 

collected from a bridge. The different structure has been used for second part because the 

vibration and strain data are not available for the structures tested in the first part of the 

research work. The following steps have been followed to achieve the above goals: 

Step-1: Development of finite element models of structures considered using the as-

built physical and mechanical properties and refinement of respective models by 

realistically adjusting the physical properties to bring the dynamic characteristics of 

the model to the measured values, as close as possible. 

Step-2: Application of various damage detection algorithms on the FE model 

considering various simulated damage cases which include various practical factors 

such as measurement noise and incomplete spatial measurements of mode shape 

vectors. 

Step-3: Classification of the sensor data to identify the idle and live loaded condition 

of a bridge by inspecting its monitoring data. 
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Step-4: Development of time series models of training and testing data to extract the 

damage sensitive features; and calculation of other relevant parameter such as 

residual errors. 

Step-5: Development of a scheme for discriminating or classifying the statistical 

features and parameters obtained in Step-4 for damage detection. 

1.7 Organization of the thesis 

Chapter-1: Introduces vibration based damage identification techniques and statistical 

pattern recognition methods for structural health monitoring. It also briefly reviews these 

two methods. 

Chapter-2: Discusses the reviewed literature on damage detection techniques related to 

the proposed research fields and also proposed research areas are identified. 

Chapter-3: Describes the theoretical background of VBDI techniques and mathematical 

principles of various damage detection algorithms that are used for proposed damage 

detection. 

Chapter-4: Discusses the literature and theories involving an integrated statistical pattern 

recognition approach for structural health monitoring. It also describes the mathematical 

background for modeling of time series data from sensors. 
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Chapter-5: Describes the physical properties of the test structures and presents the 

detailed results of various simulated damage conditions using a software system capable 

of creating finite element models and applying various damage detection algorithms. 

Chapter-6: Demonstrates the statistical pattern recognition scheme on a three span 

concrete bridge, and discusses the results. 

Chapter-7: Discusses the findings of the proposed project, interpreting the relevant 

features of the research work and based on them, and discusses the scope for further 

research. 
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Vibration -based damage Identification (VBDI) 

Excitation of the structure 
by controlled or ambient 
method 

Numerical modeling of the 
structure of its physical 
&geometrical properties 

Measurement of modal 
parameters of before and 
after damage conditions 

Refined FEM conforming 
the measured data 

Implementation of damage 
detection algorithm 
techniques 

Damage identification, 
(Presence, location, 

severity, etc) 

Fig-l.l: The basic framework for a typical Vibration Based Damage Identification 
system 
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Chapter 2 

Literature Review 

2.1 General 

In this chapter, relevant literature has been reviewed for the purpose of understanding the 

field of thesis and identifying the scope of work. The review covers materials on 

primarily vibration based damage detection methods and statistical analysis. In addition, 

other relevant areas are briefly explored. 

2.2 Methods of VBDI and Relevant Research work 

Over the last four decades, many damage indices, derived from damage induced changes 

to modal parameters, have been proposed. Detailed review of these techniques has been 

provided by Doebling et al. (1996,1998). Here, VBDI techniques are classified based on 

specific measured and implemented dynamic properties. Work on various VBDI 

techniques are described in the following subsections. 

2.2.1 Methods based on change in natural frequency 

There is substantial technical work available on the method of damage detection using 

shifts or changes in natural frequency. The changes in structural properties such as 
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stiffness, mass and damping are reflected on the change in frequencies induced by 

excitation. This is the basic assumption of this method for damage identification by 

frequency shifts. 

However, there are some limitations to this method. By different research studies, 

changes in frequency have been observed to be quite insensitive to damage; and 

additionally natural frequencies are highly sensitive to changes in temperature and other 

environmental conditions. Consequently the detection of damage can be difficult even in 

relatively simple cases because measured frequencies may include the effect of ambient 

conditions. 

There are two categories to the method of damage detection by change in frequencies. 

Category-1 methods are limited to Level 1 damage identification, and 

Category-2 is typically used for Level 2 and Level 3 damage identification. 

The definitions of the levels of damage identification are provided in section-1.1. 

2.2.2 Methods based on mode shape change. 

(a) Method of direct change in mode shape 

It has been observed in various studies that changes in mode shapes may work as good 

indicators for the damage identification, and also determination of the location of 

damage. Single-number approach of mode shape changes has been suggested to detect 
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damage. A common single-number measure is called the Modal Assurance Criterion 

(MAC) (Ewins, 2000). The MAC value of two modes ^ and f (the mode shape in the 

undamaged and damaged states respectively) is expressed as: 

MAC = 
2.M2 

(2.1) 

J J 

with n is the degrees of freedom defining the mode shape. 

The MAC value thus indicates the degree of correlation between two modes. It ranges 

between 0 to 1, here, 0 indicates no correlation between two mode shapes and 1 means 

the exact correlation between the two. It is the deviation from 1 of MAC value obtained 

by relative comparison between two mode shape measurements is considered as a 

damage indicator for the structure in consideration. 

Allemang (2002) gave an overview on the application of MAC values and some related 

criteria for the correlation between two modes. Srinivasan and Kot (1992) applied this 

method on a shell structure and claimed that changes in mode shapes were better 

indicators of damage than resonant frequency shifts. These changes were determined 

quantitatively using changes in the MAC values drawing comparison between the 

damaged and undamaged mode shapes. 
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The Co-ordinate Modal Assurance Criterion (COMAC) is differentiated from the MAC 

definition. It gives both local and combining information from different modes. The 

COMAC at modal co-ordinatej with m modes is defined as (West, 1984): 

COMACj 
Z*Jl 
1=1 (2.2) 

If the modal displacements at co-ordinate y from two sets of measurements are identical, 

the COMAC value equals to 1 for this co-ordinate. The smallest COMAC value at any 

point indicates a possible location of damage. 

Any structural damage should reduce stiffness locally. Therefore the biggest change in 

mode shape displacement is expected to occur at the damaged locations. The definition of 

unit-norm normalized mode shape is used for interpretation of the change of mode shape 

method. For a free vibrating system, the dynamic equilibrium equations can be written as: 

[m]{y}+[k]{y}={0} (23) 

where J/ra] and [k\ are the system mass and stiffness matrices respectively, and 

{j}and { y } are the displacement and acceleration vectors of the system respectively. 

The displacement vector {y} associated with a particular mode of vibration can be 

expressed as follows: 

{y}={<|>}sin(G>0 (2.4) 
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where {(J> } is a mode shape of the system, 

co is the angular natural frequency associated with that mode shape and t is time. Hence, 

{ y }=w2 {y} sin(co/) (2.5) 

Substituting Eq. 2.4 and Eq. 2.5 into Eq. 2.3, a set of simultaneous homogeneous 

algebraic equations are obtained as follows: 

(M-a>2H){<|)}={0} (2.6) 

Solution of this equation yields its ith eigen-value, o>f0, and its im eigenvector, {^fo}. 

The total number of eigen-values and eigen-vectors equals to the rank of the stiffness and 

mass matrices. This number is equal to the number of the degrees of freedom of the 

system. The amplitude of mode shape {fiio} is always indeterminate. Practically in a 

dynamic test, the amplitude of mode shapes is also indeterminate, but the shape of the 

mode defined by the ratio between different measurement points is determinate. For the 

graphical comparisons of the relative shift in mode shapes, they are normalized so that 

comparison between the shapes before and after occurrence of damage can be possible. 

Various techniques are available to normalize mode shapes. For example, one of the 

elements in the eigen-vector is considered as a benchmark point, and the values of the 

remaining elements can be computed. A disadvantage of this normalization method is 

that if the benchmark point is chosen at the damaged location, the shift in mode shape at 

the location of damage will have zero value. Another method uses the mass matrix to 

normalize mode shapes using the equation below: 

tffmft = 1 , ^ = 0 ^ (2.7) 
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where, ft is the m normalized mode shape, and 

a is a constant scalar. 

For the application of this method, the mass matrix has to be known. It can be a time 

consuming and arduous process. However, most bridge structures consist of simply 

supported beams or continuous beams of uniform cross-section. In this case, the mass 

matrix can be written in simplified diagonal form of [m] = mu I, where mu is a constant 

scalar, and / is a diagonal identity matrix. Assuming that mu=l, then [m] =1, me 

normalization procedure then can be expressed as: 

4 V , = l , O T ( a * t o ) r ( a * J = l (2.8) 

Then 

a = -rL= (2.9) 

The unit-norm normalized mode shape is calculated as follows: 

(2.10) 
IOTIO 

When the mode shapes are normalized, the change in mode shape can be written as: 

A#,=K1-W (211) 

where, $ and <[>* represent the /th unit-norm normalized mode shapes before and after 

damage respectively. 
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(b)Method based on change in mode shape curvature 

Instead of using direct measurements of mode shapes, the use of mode shape curvature, 

i.e., derivatives are used in this method. Here the second derivative of the mode shape 

with respect to position is taken. For a beam, with the curvature K, and bending strain 

can be expressed as, 

s = ^=K.y (2.12) 
K 

where R is the radius of curvature, and 

y is the perpendicular distance from the point in consideration to the neutral axis. 

Problems with the measurement of strain and the computation of strain from 

displacements or accelerations have been addressed by some researchers (Pandey et al., 

1991, Chance et al., 1994, Salawu and Williams, 1994). 

The method of mode shape curvatures for damage detection was introduced by Pandey et 

al. (1991). Let's assume that the ia, unit-norm normalized mode shapes for a structure in 

its undamaged and damaged states are denoted by the vectors $ and^*, respectively. The 

curvature vectors associated with these mode shapes are therefore denoted as ^"and^",, 

which are actually the second spatial derivative. The increase in mode shape curvature 

associated with damage is calculated as: 

A ^ ; = | ^ , - ^ ; | (2.13) 

Large positive peaks within the A$ vector correspond to the possible location of 

damage. Eq. 2.13 can be written alternatively 
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A4"=|*"i|-|#;| (2.13a) 

If multiple modes are used, the sum of differences in curvature can be used as a damage 

indicator as follows: 

bf^&ti (2.14) 
1=1 

where n is the number of modes used. 

Usually, analytical expressions for mode shapes are unknown in practice. Mode shapes 

are constructed by measured values at a finite number of discrete locations on the 

structure. In this situation, mode shape curvature vectors can be computed using the 

central difference approximation for the second derivative as given by the following 

equation, 

^;>-yiu (2.15) 

where ^ is the curvature at pointy corresponding to the /thmode 

$fi is the displacement at pointy corresponding to the /thmode, and 

h is the average distance between discrete points in the fa vector. 

(c) Change of modal strain energy (damage index method) 

Various researchers have worked on identification of damage in structure by the method 

of change in modal strain energy (MSE) to detect structural damage. The method was 

introduced by Stubbs et al. (1992). They developed it considering the decrease in modal 

strain energy caused by damage located between two degrees of freedom. Such diagnosis 
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is derived from the curvature of the measured mode shapes. This method is better known 

as the damage index method. It is applicable for a beam structure. 

For a beam, the damage index /?.. based on the change in modal strain energy at location 

j for the hh mode can be written as follows: 

f 2 

dx $$ (x)\ dx + j|£* (x)J dx Ur(X)] 

fr;(x)]x+Lfa;(x)]dx\ jk'tojdx 
fi = ^ r-^x~ T~ = (2-!6) 

N » * 

where $ (x) and ^. (x) are continuous mode shape curvature functions for the ith mode in 

terms of distance, x, along the beam, corresponding to the undamaged and damaged 

structures, respectively, based on the second derivatives of continuous displacement 

mode shape functions, ^,(x) and (f>"f. In addition, L is the length of the beam, and a and b 

are the limits of a segment of the beam over which the damage is being evaluated. 

In discrete form, on the assumption that the distances between points in the mode shape 

vectors are same, calculation of the damage index is carried out by 

k7+zfc7 tjtif HUM, 
Pn = — x±±7—r = (2-17) 

w+m tw DEN> 
All the variables have been defined already. If more than one mode is used, a single index 

for each location, j , is formed by 
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P}=
M„ (2-18) 

Assuming that the set of damage indices for the structure constitute a sample population 

of a normally distributed random variable, a normalized damage indicator Zj for a given 

location is calculated as follows: 

Z, = J Mfi (2.19) 

where /ifi and afi are the mean and standard deviation of damage indices for all 

locations, respectively. Damage indices that fall two or more standard deviations from the 

mean value (i.e. Z} > 2 ) may indicate a possible damage location (Stubbs et al., 1995). 

2.2.3 Methods based on flexibility of a structure 

These methods employ a dynamically measured flexibility matrix to estimate changes in 

the static behavior of a structure. It is based on the relationship between the applied static 

force and the structural displacement. Each column of the flexibility matrix represents a 

set of nodal displacements of the structure due to a unit force applied at one of the 

degrees of freedom. 

(a) Change inflexibility method 

If F is the flexibility matrix of a structure in its undamaged state and F* flexibility matrix 

of a structure in its damaged state, from a few of the lower vibration modes as follows 

(Pandey and Biswas 1994): 
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F * £ -^Tttf (2-20) 
, = l CD, 

where <ot is the angular frequency of the /^mode, 

« is the number of measured modes, 

$ are the unit-norm normalized mode shapes, and asterisks signify properties of the 

damaged structure. 

The change in flexibility caused by damage is obtained from the difference between the 

matrices: 

AF = F * - F (2.22) 

where AF is the change in flexibility matrix. 

If £. represents the maximum of the absolute values of elements in that jth column of the 

AF matrix, 

8j = maxlAFjj |, / = 1.. .m (2.23) 

where AFy are elements of AF, and 

m is the number of points of definition of the mode shape. 

The parameter 8. is taken to be a measure of the change of flexibility at point 

j . The largest value of 8} usually indicates of the possible location of damage. 
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(b) Change in uniform flexibility curvature method 

Zhang and Aktan (1995) claimed that the change in the curvature of a surface loaded by a 

uniformly distributed force, calculated using the uniform load flexibilities, as described 

below, showed sensitivity to local damage 

Thejth column of the flexibility matrix F calculated by Eq.(2.20) is actually the deflected 

shape of the structure when a unit load is applied at they'th degree of freedom. If a unit 

load is applied at each degree of freedom simultaneously, the sum of corresponding 

elements of all columns of the flexibility matrix produces a vector representing a 

deflected shape which is referred to as the uniform load flexibility vector. It is denoted as 

vector/ Elements of the uniform flexibility curvature vector,/ ' , may be calculated from 

/ using the central difference approximation, 

f. = fJ+i-2fJ+f^ (2>24) 

where h is the average distance between measurement locations. 

The absolute increment value of the curvature at location^ is calculated as 

W>fj-fj (2.25) 

where the asterisk corresponds to the damaged state. The largest positive value of A/' 

can be considered an indicator for the damage location. Again, as an alternative to Eq. 

2.25, Eq. 2.25a is suggested to locate damage. 

A / ; - / / - ! / / ! (2.25a) 
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2.2.4 Methods based on matrix (model) updating 

This category of damage identification is based on the adjustment of structural model 

parameters in a numerical model, such as matrices of stiffness, mass, or damping, to 

match closely the measured static or dynamic response. Another updating technique is 

based on the choice of the objective function to be minimized, on the constraint 

conditions of the problem and on the numerical scheme used to solve the minimization 

problem. 

Matrix updating techniques for damage identification require the development of a 

numerical model, usually a finite element model (FEM) of the structure. In FEM 

updating is an optimization problem in which differences between experimental data, 

usually of damaged state and analytical modal data have to be minimized by adjusting 

uncertain model parameters. The numerical model must represent closely to the real 

structure in order to detect, locate and quantify the damage. The main objective of 

solution procedure is the minimization of the residual between the matrices of 

experimental and analytical modal properties 

In the beginning, it is necessary to select the appropriate updating parameters. The 

stiffness of supports, torsion and bending stiffness of individual beam elements are 

examples of some updating parameters. The matrix updating method of damage 

identification has a unique advantage of applicability without the data of the baseline 

state. 
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2.3 Review on some research done in vibration based damage detection 

methods 

Over last a few decades, there have been substantial amount of work done in the field of 

vibration based damage identification methods. In this section, examples of some work 

done in this field will be briefly mentioned. 

2.3.1 Research on natural frequency shifts method 

Loland and Dodds (1976) employed changes in the resonant frequencies and response 

spectra to identify damage in offshore oil platforms. Changes in resonant frequencies of 

3% over time were detected and attributed to changes to the mass of the decks and to 

change in the tide level. Frequency changes of 10% to 15% were recorded when some 

sort of structural modification was implemented. Such modification resembled a 

structural failure near the waterline. 

Thus, the authors deducted that change in natural frequency and the response spectrum 

could be used to monitor structural health. However, Fox's numerical and experimental 

study (1992) of a beam produced a somewhat different conclusion. He noticed that 

changes in the resonant frequencies did not serve as good indicator for diagnosis of the 

beam. Resonant frequencies even actually were observed to increase slightly for some 

reason when some mode of damage was induced. Inaccuracies in the methods used to 

estimate the resonant frequencies were considered the reason for these unexpected 

observations. 
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Kim and Stubbs (2003) carried out an experiment on the bridge that spanned across the 

Rio Grand River on U.S. Interstate Highway 40 in New Mexico. It was observed that 

measured natural frequencies of the first three low modes slightly increased when two 

separate low severity damage cases were studied. The reason for the increments was 

thought to be changes in ambient temperature. When two high severity damage cases 

were studied, the natural frequencies of the first three modes decreased compared with 

the undamaged state. It became apparent from experimentation that the temperature effect 

on frequencies appeared high enough to obscure outcome of this method. 

Nasser et al. (2005) proposed an expression showing the effect of temperature on modal 

parameters. It was argued that the temperature changes the flexural stiffness of a 

structure, and as all modal parameters depend on stiffness, consequently the modal 

parameters are influenced by temperature. They modified their damage identification 

tests that considered the measured temperature as a nuisance parameter. By statistical 

testing process, they observed the changes in the modal parameters and eliminated the 

temperature effect to get them rectified. 

Category-2 frequency change based methods, which includes Level 2 or Level 3 damage 

identification, are used to estimate various damage parameters, such as crack length 

and/or location, from frequency shifts. Cawley and Adams (1979) proposed a damage 

identification method based on shifts in the natural frequency. They experimentally 

derived natural frequencies and numerically generated a sensitivity matrix. They used 

these frequencies and matrix to predict the location and magnitude of damage in plate 
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structures. They tested the method on an aluminum plate and a cross-ply carbon-fiber-

reinforced polymer (CFRP) plate. Good agreement was shown between the predicted and 

actual damage sites. The method also was able to determine the severity of the damage 

correctly. It should be noted that the tests were carried out in a constant-temperature 

enclosure, which kept the structure being tested at 25 ± 1° C so that temperature did not 

affect on the change of frequencies. 

Many other Category-2 frequency change based methods were introduced in the literature 

reviews of Doebling et al. (1996 and 1998). All of them were model-based, typically 

relying on the use of finite element models. The requirement for an accurate model is a 

drawback for these types of methods, especially for complicated structures mostly seen in 

practical field. 

According to literature review performed by Salawu (1997) on structural damage 

identification by the shifts in eigen-frequencies, the simplicity of determination of eigen-

frequencies in the damage detection of structures makes this method easy to apply. In 

order to get correct diagnosis, influence of the ambient conditions on frequencies should 

be taken into account and eliminated accordingly. 

2.3.2 Research on changes in mode shapes method 

(a) Direct change in mode shape 

Fox (1992) tested this method on a beam damaged by a saw cut that concluded that 

single-number measures of mode shapes did not seem to be good at detecting damage. 
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If only resonant frequencies and mode shapes were considered, graphical comparisons 

between variations in mode shapes were found to be a better way for detecting damage 

location. 

Salawu and Williams (1995) found the MAC values useful in indicating the mode which 

was benefited mostly by structural repairs. The COMAC values were shown to be 

effective indicators for locating the repairs. In their tests, two of the three repaired 

locations were correctly identified; however, two false locations were also identified. 

MAC and COMAC values seemed to give good identifications when the modes and 

measurement locations used in the analysis properly represented the damage. They 

concluded that this method may not identify all damage configurations properly. 

(b) Method on change in mode shape curvature 

Pandey et al. (1991) implemented FEM's of simply supported and cantilevered beams. 

From observations, they found that the modal curvature was more sensitive to damage 

than the MAC or COMAC values. They further pointed out that experimental mode 

shapes were better obtained by direct strain measurement than by measurement of 

accelerations. 

Salawu and Williams (1994) carried out a mode shape measurement computation using a 

central difference approximation. They deduced comparison of the effectiveness of this 

method to a direct change in modes method. They illustrated that the direct curvature 

change method was not a good damage indicator using their experimental data. They 
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suggested that the selection of modes on the analytical use was important in damage 

detection. For the methods based on mode shape curvature and mode shape relative 

difference were to be successful in detecting damage of a complex real structure, it was 

required to define sufficiently accurate experimental mode shapes and therefore it would 

be required to measure the response at an accurate number of points at proper locations 

and orientations. 

Chance et al. (1994) observed that numerical computation of curvature from mode shapes 

produced unacceptable errors. When they used measured strain to calculate curvature 

directly, their result improved perceptibly. 

(c) Change of modal strain energy (damage index method) 

Stubbs and Kim (1995) and Kim and Stubbs (2003) implemented damage index method 

to a steel bridge. In their studies using the three lowest vibration modes, damage was 

successfully identified with its locations. 

Earlier, Kim and Stubbs (1995) tested this method to a model plate girder. They found 

that the damage could be identified with decent accuracy, while localization error was 

relatively small and number of missing detection of true damage locations was low. 

However, a relatively large number of occurrences of false-positive detection were 

observed in their study. 

48 



Chen et al. (1999) applied a two-dimensional strain energy distribution to identify 

damage on an aluminum plate and a composite plate subjected to different damage 

configurations and successfully detected damage and its locations. 

2.3.3 Research on method based on flexibility of structure 

(a) Change inflexibility method 

Pandey and Biswas (1994) tested the change in the flexibility method by several 

numerical examples applied on a spliced beam. Their success of this method with the 

experimental data indicated that this method should be able to detect damage of real 

structures. From a numerical study, it was found that this method worked best when the 

damage occurred at sections of high bending moment. The accuracy of the flexibility 

matrix was found to be affected by high-frequency modes. Therefore the method would 

be more effective if only low frequency modes were used. The lower modes also have 

advantage of linearity. Higher frequencies in some cases are associated with nonlinearity 

and this sometimes poses difficulty. 

(b) Other flexibility-based methods 

There are also some other methods based on the change of flexibility of structures. The 

principle of these methods is same, they vary in their procedures. 

Aktan et al. (1994) illustrated the use of modal flexibility as a "condition index" to show 

the relative integrity of a bridge. This technique was tested on two bridges. The modal 
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flexibility was first derived from dynamic tests. Then it was verified from correlations of 

the static deflections induced by a set of truck-loading. The modal flexibility was 

observed to be successful in condition assessment. Aktan et al (1994) also calibrated 

three dimensional analytical models of the bridges to experimental data. Then they 

utilized the calibrated models as base models for condition assessment in the absence of 

baseline experimental data. 

Toksoy and Aktan (1994) computed the dynamic flexibility of a bridge and verified the 

cross-sectional deflection profiles with and without a baseline data set. Deviation 

normality in the deflection profile was found to be able to assess damage scenario even 

without a baseline data set. 

2.3.4 Research on matrix updating method 

Hajela and Soeiro (1990) introduced two optimization methods of matrix update to detect 

structural damage. They verified their proposed methods on a fifteen-bar planar truss and 

a two-bar planar truss and successfully identify damage using an FEM model. 

Zimmerman and Smith (1992) carried out some dynamic tests on a laboratory model, and 

used the measured output as the input to an FEM and optimized it. Then they simulated 

damage in the model. They used the subspace rotation algorithm developed by 

Zimmerman and Kaouk (1992), and diagnosed damage in the FEM successfully. 
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Casas and Aparcio (1994) proposed a method for identifying the cracked portions of 

concrete beams. Their method utilized a least squares method to quantify the equivalent 

moments of inertia for beam elements in an FEM. The algorithm was based on 

minimization of the residuals between measured frequencies and modal amplitudes and 

those computed by the FEM. The method was found to be successful in identifying 

damage in a physical model. However the identification was found to be only effective 

when severe level of damage was induced on members. 

Fares and Maloof (1997) constructed a probabilistic framework to identify damage in 

structures. The framework was purported to identify damage and its severity, level of 

error and detection of false identification. They applied the method to identify cracks 

extending part-way on a model of a plate and successfully illustrated their purpose of 

their proposed framework. 

Hu et al. (2001) introduced a matrix update method using a special subspace rotation 

algorithm. They effectively identified damage, its location and severity in an aluminum 

beam with two fixed ends. 

Amin (2002) applied model updating method on FEM of 8-bay 3D space frame. He used 

experimentally obtained mode shapes and frequencies of the structure as the input of 

FEM. He also demonstrated a way of determining minimum required sensor locations for 

mode shape measurement to produce sufficiently accurate input value for the algorithm. 
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He tested the method for various configurations of damage scenario and found it 

adequate for detection of damage, its location and severity. 

2.4 Method Based on Statistical Pattern Recognition 

Recently, statistical pattern recognition paradigm has been considered as one of the 

damage detection techniques based on vibration data of structures. Farrar at el (1999) 

have identified and discussed generally the various components of damage detection of 

structures by statistical pattern recognition technique. 

Statistical model development deals with the methods for extracting features that are 

sensitive to damage to identify the damaged state and its location in the structure. The 

technique to be used to construct for a statistical model depends on the availability of the 

data at damaged state. When data are available for both undamaged and damaged states 

of the structure, the statistical modeling falls into the general classification referred to as 

supervised learning. If data for damaged state are not available, the process is called 

vtnsupervised learning. By modeling of the extracted features, classes representing 

undamaged and damaged states are constructed. 

In general, damage assessment can be defined at four levels (Rytter, 1993) as mentioned 

in section 1.1. The statistical models are used to identify damage to fit any of these levels 

in a quantifiable manner. Experimental structural dynamic techniques can be used to 

address the first two levels. Analytical models are usually needed to identify damage at 
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level 3 and 4 unless examples of data are available from the system (or a similar system) 

when it exhibits varying damage levels. 

Sohn et al (2000) proposed a process of structural health monitoring using a statistical 

pattern recognition paradigm. They applied a method called a statistical process control 

technique to diagnose damage in a concrete column as the test article was progressively 

damaged. Autoregressive (AR) model was selected for time series modeling. Coefficients 

of AR model were selected as the damage sensitive features for the subsequent control 

chart analysis. A unique aspect of this study is the combination of various projection 

techniques such as principal component analysis, linear and quadratic discriminant 

operators with the statistical process control. The process successfully diagnosed the 

damage stages in the column. 

Sohn et al (2003) incorporated extreme value statistics in the pattern recognition method. 

When the structure undergoes structural degradation, it is expected that the prediction 

errors by time series model will increase for the damage case. Based on this premise, a 

damage classifier is constructed using a sequential hypothesis testing technique called the 

sequential probability ratio test (SPRT). The sequential test assumes a Gaussian 

distribution of the sample data sets is often used. This assumption, however, might 

impose potentially misleading behavior on the extreme values of the data, i.e., those 

points in the tails of the distribution. To overcome this difficulty, the performance of the 

SPRT was improved by integrating extreme values statistics to it. The method was 
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verified on a three-story laboratory test specimen and it could successfully differentiate 

between various damage stages, 

Taha and Lucero (2005) proposed a method to improve pattern recognition and damage 

detection by supplementing Intelligent Structural Health Monitoring (ISHM) with fuzzy 

sets. They utilized Bayesian updating to demarcate levels of damage into fuzzy sets 

accommodating the uncertainty of ambiguous damage states. By using data simulated 

from finite element analysis of a prestressed concrete bridge, the proposed technique 

successfully detected damage. 

Nair and Kiremidjian (2006) proposed two algorithms for detection of damage with its 

location. In their first algorithm they used AR model for feature extraction of the 

vibration data and metric in the AR coefficient spaces was used for damage localization. 

In the second model a Gaussian Mixture Model (GMM) was used to model the feature 

vector. For damage detection the gap statistics which determined the optimal number of 

mixtures, GMM was used. Damage correlation was used to damage localization. For 

damage extent, the Euclidean metric between the centers of the Gaussian mixtures of the 

damaged and undamaged data were used. The techniques were practically exemplified on 

a physical model of 4-story frame structure in laboratory. 

Mita and Qian 2006 proposed two methods for determination of damage localization and 

extent of damage. The first one was based on statistical pattern recognition using the 

Parzen-window method. The other method one was free-forward back-propagation neural 

network. They performed some series of vibration test on a model of 5-story shear-frame 

structure. The degree and extent of damage was successfully determined. 
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2.5 Methods on Neural networking 

Recently some studies have been performed on neural networks for damage detection of 

structures to identify damage and its location in complex structures. 

Among various techniques, the multilayer perception (MLP) is one of the most common 

techniques used in the field of neural networking. This MLP technique is trained by back-

propagation method. The "back-prop" neural network consisted of a group of cascaded 

sigmoid functions. In back-propagation network, the sum of weighted and biased outputs 

of one layer is used as the inputs to next layer. A sigmoid function is the solution to a first 

order differential equation. Once the architecture for the network is selected, the actual 

function represented by the neural network is encoded by the weights and biases. The 

back propagation learning technique adjusts the weights and biases by minimizing the 

error between the predicted and measured outputs. 

Wu et al. (1992) applied a back-prop neural network to identify damage in a three-story 

building. The structure was modeled as a two-dimensional shear building vibrated by an 

earthquake. The damage was simulated by reducing the stiffness of a specified member. 

The neural network was used to identify damage and its severity in members. 

Acceleration data was processed by using the Fourier transform. Using the data from the 

top floor, only the damage on third floor was identified with acceptable accuracy. Using 

the data from the first and second floors, damage on the first and third floor was 

identified successfully. 
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Doebling et al. (1996) provided a literature review of neural network-based damage 

identification methods. In their review, it was mentioned that modeling of damage was 

mostly linear type (e.g. induced by reduction in cross section). However, in practice non

linear cases are expected. 

Masri et al. (2000) proposed a method based on neural network for the identification of 

damage in nonlinear dynamic systems. They implemented it on a damped Duffing 

oscillator by deterministic excitation. They used neural network to predict the response of 

the same nonlinear oscillator under stochastic excitations. They found that neural network 

was able to create a fairly accurate model representing non-linear dynamic system. 

As compared with other damage detection methods that use the knowledge of structural 

dynamics, neural network is still in its rudimentary stage in identification of damage. 

Though it does not employ structural analysis, like other VBDI methods do, in most 

studies mass, stiffness data are required. Further study in this technique is needed to make 

it a viable tool for diagnose practical structures. 

2.6 Summary 

Among research work done on VBDI, four major categories have been identified and 

separately discussed. These categories are: 

1) methods based on shift in frequencies, 
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2) methods based on change in mode shape, 

3) methods based on flexibility, and 

4) methods on matrix updating. 

Most research studies based on shift of frequencies are model-based, typically relying on 

the use of finite element models. The requirement for an accurate model is a drawback 

for these types of methods, especially for complicated structures as seen in practical field. 

Moreover, damage detection by this method is affected by temperature. 

Methods based on change in curvature are also effective in detecting damage to some 

extent. However, it has a drawback of requirement of measurement of mode shapes 

accurately. Among the subcategories of the method based on change in curvature, modal 

strain energy (damage index) method seems to show successful results on model 

structures but there have been few applications on complex real life structures. 

Another promising field of research is the method based on model or matrix updating. In 

the reviewed literature there are some demonstrations of this method on model structures, 

but still significant amount of exploration on complex structure is needed for further 

refinement of those methods to meet the practical requirement. 

From the literature review of the studies on identification of damage by both neural 

network and statistical pattern recognition, it has been found that the two methods are 

still at their rudimentary stage. Most of research studies done so far dealt with model 
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frame structures. The situation demands more researches in both fields. Therefore any of 

these statistical methods seem a promising field of research. 

Based on the review on the studies discussed so far, the application of two VBDI 

techniques have been selected for current project. These are: vibration based damage 

identification by "modal strain energy" method (damage index method) and "matrix 

updating method." In addition, structural health monitoring by statistical pattern 

recognition has been chosen for another part of the research. 
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Chapter 3 

Selected VBDI methods 

3.1 General 

Among several algorithms of vibration-based damage detection, two of the methods have 

been used in this project. These are Damage Index Method and Matrix Update method. 

These methods have been selected based on the literature review presented in the 

previous chapter and their relative merits as determined from the study presented in 

Humar et al. (2006). These methods are later applied on FEM models to study two real 

structures for simulated damage detection based on practical input of dynamic 

characteristics. 

3.2 Eigenvalue Equation 

In general, vibration-based damage detection algorithms use the basic eigen-value 

equation, which for an undamaged or healthy structure is expressed as: 

K<|>i=^M<pi (3.i) 

Where, 

K is the stiffness matrix of the structure, 

<Pj is the rth mass-ortho-normal mode shape, 
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Xi is the associated eigen-value (squared frequency), and 

M is the mass matrix. 

The eigen-value equation for the damaged structure is expressed as Equation 3.2 where it 

is assumed that the perturbation in the mass matrix due to structural damage is not 

significant. 

(K + 8K)(<p i+5(p i) = (Xi + 8Xi)M((pi +5q>i) (3.2) 

If Vdi = 9i + 5<?i is the ith mode shape of the damaged structure, by pre-multiplying 

both sides of Eq (3.3) by <pT, we get 

^ ^ = 53, (3.3) 

If the damage severity is small, undamaged and damaged mode shapes will be very close 

to each other, in that case, <pdi «<pj, Eq. 3.3 can be written as, 

9l&K9a=d^ (3.4) 

3.3 Modal Reduction/ Expansion 

As mentioned in the Chapter 1, it is practically almost impossible to measure all degrees 

of freedom of a large and complex structure to obtain complete mode shapes. This 

problem produces spatial incompleteness. In order to use the incomplete modal vectors in 

FE model-based damage detection process, the measured degrees of freedom need to 

correspond to the finite element model which can be achieved by FE model reduction, or 
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mode vectors expansion methods. There are various methods available for the reduction 

of modal degrees of freedom of an FE model, such as Guyan reduction (Guyan 1965), 

and dynamic condensation (Leung 1978, Miller 1980, Friswell et al., 1995). The other 

approach is to expand the incomplete mode shapes obtained from measured degrees of 

freedom to match the full number of degrees of freedom of finite element model by 

extrapolation, or modal expansion technique. System Equivalent Reduction Expansion 

Process (SEREP) is one such method for modal expansion approach (O'Callahan et al., 

1989). A brief description of this method which is applied in this work is as follows: 

An un-damped free vibration response of a system of N degrees of freedom can be 

expressed as: 

Mii + Ku = 0 (3.5) 

Where, 

M is the mass matrix, 

K is the stiffness matrix, and 

u is the displacement vector of the system. 

The displacements u can be expressed in terms of the m measured mode shapes and the 

corresponding modal coordinates as 

Where, 

uaare measured displacements along degrees freedom a, 

ur are unmeasured displacements along degrees freedom r, 
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q>a are mode shapes corresponding to degrees of freedom a, 

<j>rare mode shapes corresponding to degrees of freedom r, and 

y are the modal coordinates 

If mode shapes of the undamaged structures are available, from Eq. (3.6) we can write 

»a = <P„y (3.7) 

The matrix is not necessarily to be a square matrix therefore it has no inverse matrix. 

However by taking a generalized inverse, the modal coordinates y can be expressed in 

terms of uaby: 

Using above expression, we can write, 

»r = <Pry=q>r<PaU (3'8) 

The complete displacement matrix now can be now expressed as 

<Pr«Pf 
u a = T u a (3.9) 

Where, 

I0 is an identity matrix of size (ax a), and 

T is the transformation matrix that transforms incomplete mode shapes matrix <pa to full 

size that corresponds to complete mode shapes. 

3.4 Algorithms for VBDI 

A number of analytical techniques of vibration-based damage detection have been 

developed over last two decades. Earlier, most of the work on vibration-based structural 
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health monitoring (SHM) was related to aerospace and mechanical engineering. Later, 

the application on vibration-based assessment was expanded to health monitoring of civil 

engineering structures. Doebling et al (1996) provided an extensive review on related to 

this subject. 

A number of different analytical techniques have been developed for the identification of 

damage from the changes in dynamic properties. The following list (Humar et al, 2006) 

includes the most of the techniques developed: 

1. Methods based on frequency changes 

2. Methods based on mode shape changes 

3. Mode shape curvature method 

4. Methods based on change in flexibility matrix 

5. Methods based on changes in uniform flexibility shape curvature 

6. Damage index method 

7. Method based on modal residual vector 

8. Matrix update methods 

9. Neural network methods 

Among the above techniques, the damage index method and matrix update method are 

used in the present work for their relative merits. 
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3.5 Damage Index Method 

This method was first proposed by Stubbs et al. (1995). It is applicable to beam type 

structures. It identifies damaged elements by comparing modal strain energy before and 

after damage conditions. 

Let us assume a linear elastic beam of NE elements. Damage causes reduction in the 

flexural rigidity of one or more elements. Measurements of the lowest nm mode shapes 

have been made both on the undamaged and the damaged structure. Modal curvatures can 

then be derived by a numerical differentiation method, i.e. the central difference 

operation. The modal strain energy in the zth mode is given by, 

L 

S, = \EI(x)[y/] (x)f dx (3.10) 

o 

Where, 

L is the length of the beam, 

EI is the flexural rigidity, and 

iff] (x) denotes modal curvature. 

Integration in Eq.(3.10) can be carried out by numerical method with fair accuracy. 

The strain energy contributed by the/th element lying between x = a and b is 

Sif = JEIJ(x)[W:(x)fdx (3.11) 
a 

Total strain energy contributed by element/ is given by the ratio F0 = S^ I Sf. 

For damage structure the above two equations can be modified as 
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Sf = JEI" (x)[y/f (x)]2 dx (3.12) 
o 

S', = lEI*(x)[y,f(x)]2dx (3.13) 
a 

Total strain energy contributed by damaged element y is given by the ratio F~ - S? I Sf. 

Unless the structural damage is catastrophic, it can be assumed that damaged is confined 

to a few elements, in that case, total flexural rigidity of the damaged structure will be 

close to that of undamaged structure and we can assume EIj &EI}. It can be further 

assumed 

F?*F0. (3.14) 

Substituting Eq. (3.10) through (3.13) in equation (3.14), we get, 

£I ]lvf(x)fdx \EI{x){yf]{x)fdx 

rij=—j = i—2 XJL-r- (3 1 5> 
EIj ]EI(x)[¥f(x)fdx \ty]{x)fdx 

0 a 

Equation (3.15) provides the damage index y^ for they'th element in mode No. i. To use 

the information available from the nm measured modes the definition of damage index is 

modified as follows 

nm 

Where 
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b 

fu = T-1 (3-17) 
\EI{x)W]{x)fdx 
0 

A similar expression can be developed forf?. Elements having noticeably large value 

of Yj are likely to be considered damaged. 

When the strain energy contributed by the jth member in the modes being considered is 

very small, the denominator will be very small in magnitude This will create numerical 

problems in the evaluation of Eq. (3.15) or Eq.(3.16). In such a case Eq.(3.16) is modified 

as follows 

nm 

In this research, the algorithm using equation (3.18) is named as "Modified" damage 

index method and the one using equation (3.16) is named as "OriginaF' damage index 

method. 

The method as outlined above for a beam structure can be extended to a structure of a 

general type. Thus for a healthy structure the strain energy of membery" in mode i is given 

by. 

S,=<pjk.q>,. (3.19) 

The total strain energy of the structure deforming in its mode i is given by, 
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S/=2>JM'= »£*>! (3.20) 
y 

Where, 

k/is the stiffness matrix of member j , and 

K is the stiffness matrix of the structure. 

Similar expressions can be written for the damaged structure. It may be noted that in 

deriving Sf the global stiffness matrix of the damaged structure KJ is taken as being 

approximately equal to K. 

As before the fractional strain energy is expressed as Ftj =Slj/Si and F~ =Sfj I Sf. 

Assuming that F~ » F(j and expressing the stiffness matrix of damaged member j as 

kj = kj I y, we obtain an expression similar to Eq.(3.16) for the damage index, with, 

To avoid numerical error, equation (3.18) should be applied in this case, also. 

3.6 Matrix Update Method 

The matrix update method was first developed by Kabe (1985). Here its basic 

mathematical mechanism is discussed. 
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5K in Eq.(3.4) also can be considered the perturbation in stiffness matrix. Let us assume 

that 5K can be assembled from the changes in the element stiffness matrices expressed in 

terms of perturbation factor p . In that case, Eq. (3.4) can be expressed as 

ne 

8>-,=-5Xk,<P,.P, (3.23) 
j=i 

Or, DP = -8X (3.24) 

where 

ne is the number of elements, 

D is an m by ne matrix whose elements aredy = tyjkfta, 

P is the ne-vector of the unknown changes in element stiffness matrices, and 

dk is the m-vector of the difference in the model and measured eigen-values. 

If difference between the values in model and measured values is small, the expression 

dv can written as dfJ - cpTkjCp, 

If m = ne, by solving Eq. (3.24) we can get values of p. Usually m is much smaller than 

ne. In that case solution of Eq. (3.24) is under deterministic. Such problem has infinite 

number of solutions. One way to get a unique solution is to apply a least squares 

technique. Another way is minimization of an objective function subject to specified 

constraints. This is known as "Optimization" method which is one of the algorithms 

applied in this research work. The preservation of symmetry and connectivity, closeness 

to original model, and positive definiteness are some of the equality constraints imposed 

in various optimization techniques. 
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Another process for the solution of Eq. (3.24) is the "Pseudo-Inverse" method which is 

basically the equation bellow. 

P = -DT(DDT) }bl (3.25) 

This solution is useful for updating the analytical model. The computed frequencies and 

mode shapes are thereby compared with measured modal data. The model thus becomes 

more accurate. Such refined model can be used as basic, or reference model in the future 

evaluation of the structure. This variant of matrix update method is also applied in this 

research. 
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Chapter 4 

Statistical Pattern Recognition Methods in SHM 

4.1 General 

Application of statistical pattern recognition techniques to structural health monitoring is 

relatively new. Over the last a few years, some work has been done on the statistical 

pattern recognition paradigm as applied to SHM. Because all SHM processes rely on 

experimental data with its inherent uncertainties, statistical analysis procedures are 

necessary if one is to identify the dynamic nature of structure including effect of sudden 

change due to live load and also steady change of temperature over time. In this chapter 

general components of statistical pattern recognition techniques in determining structural 

damage detection will be discussed. Farrar et al (1999) has outlined typical procedures of 

statistical process recognition techniques on structural damage detection. 

4.2 Components of statistical pattern recognition 

Typical components of statistical pattern recognition mentioned by Farrar et al (1999) are 

as follows: 

1) Operational evaluation, 

2) Data acquisition & cleansing, 
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3) Feature extraction, and 

4) Statistical model development. 

There can be other parts of the basic components such as data compression before feature 

extraction, and data reduction before statistical modeling for statistical pattern 

recognition technique. These additional parts are some times needed to manage extremely 

large amount of data. Each of these components is briefly described below. 

4.2.1 Operational Evaluation 

Operational evaluation is concerned with three aspects in the implementation of a 

structural health monitoring system by any methods including statistical pattern 

recognition. 

1) Definition of damage 

It is to be defined for the system being investigated and, if there is a possibility of 

occurrence of multiple damages, it is to select the most concerning ones usually the 

damage in the most important locations. 

2) Ambient condition: 

This includes both operational and environmental, under which the system to be 

monitored. 

71 



3) Limitations on acquiring data: 

Operational evaluation begins to set the baselines of the parameters to be monitored and 

how the monitoring will be accomplished. This evaluation starts to tailor the health 

monitoring process to features that are unique to the system being monitored and tries to 

take advantage of unique features of the postulated damage that is to be detected. 

4.2.2 Data Acquisition &CIeansing 

The data acquisition portion involves, 

1) Selection of the types of sensors and location where they should be placed, 

2) Determination of the number of sensors to be used, and 

3) Setup of data acquisition/storage/transmittal hardware. 

This process is highly dependent on the application and economic consideration usually 

dominates the selection. The non-structural conditions always vary with time. Therefore 

it is needed to normalize the data to make them compatible to analyze for damage 

detection. Commonly normalization is done by applying it to the measured responses by 

the measured inputs. In the case of varying environmental or operating condition it is 

done by normalizing the data in some temporal way, so that the data can be compared at 

similar times of an environmental or operational cycle. Sources that affect the variation of 

data and the structure monitored are to be identified and minimized. For those variability 

sources which can be eliminated, they should be made available to be statistically 

quantified. 
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Data cleansing is the process of selectively choosing data to accept for, or reject from the 

feature selection process. The data cleansing process is usually based on knowledge 

gained by individuals directly involved with the data acquisition. 

The data acquisition and cleansing is not a one-way through process of the system. The 

knowledge gathered from feature extraction and statistical modeling can be useful to 

enhance the data acquisition and cleansing process. 

4.2.3 Feature extraction 

Feature extraction is the process of the identifying damage-sensitive properties derived 

from the measured vibration response that allows one to distinguish between the 

undamaged and damaged structures (Sohn et al., 2000). Typically, systematic differences 

between time series from the undamaged and damaged structures are nearly impossible to 

detect by human eye. Therefore, other features of the measured data must be examined 

for damage detection. 

Since vibration data either obtained from accelometer or strain gauge is in essence a time 

series, typically mathematical processes for time series analysis are utilized to extract 

features. The basic background of time series analysis is described separately in Section 

4.3. 
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4.2.4 Statistical Model Development 

Statistical model development is a technique that implements algorithms to analyze the 

distribution of extracted features to determine the damage state of the structure. The 

appropriate algorithm to use in statistical model development will depend on availability 

of data of damaged states of a structure. In this study, data for known damaged state of 

the structures are not available. Therefore outlier analysis is performed. 

In this study, control chart analysis, which is the most commonly used Statistical Process 

Control technique for Outlier Analysis, is used. It is also suitable for automated 

continuous system monitoring. It can be applied to the selected features to investigate the 

existence of damage in the structure. When the system experiences abnormal conditions, 

the mean and/or variance of the extracted features are expected to change. 

Here X-bar control charts are employed to monitor the changes of the selected feature's 

mean and to identify samples that are inconsistent with the past data sets. 

Application of the S control chart, which measures the variability of the structure over 

time, to the current test structure is presented in Fugate et al. (2000). Several variations of 

the control charts can be found in Montgomery (1997). 

To monitor the mean variation of the features, they are first arranged in subgroups of size 

p. Ty is theyth feature from the ith subgroup. The subgroup sizep is often taken to be 4 or 

5 (Montgomery, 1997). If p is chosen too large, a drift present in individual subgroup 
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mean may be obscured, or averaged-out. An additional reason for the using subgroups, as 

opposed to individual observations, is that the distribution of the subgroup mean values 

can be reasonably approximated by a normal distribution as a result of central limit 

theorem. 

Next, the subgroup mean Xi and standard deviation S, of the features are computed for 

each subgroup (/ = 1„„ ,q, where q is the number of subgroups): 

Xi = mean(r9 ) , and 

S,=Std(T9) 

Here, the mean and standard deviation are with respect to p observations in each 

subgroup. 

Finally, an X-bar control chart is constructed by drawing a centerline (CL) at the 

subgroup mean and two additional horizontal lines corresponding to the upper and lower 

control limits, UCL and LCL, respectively versus subgroup numbers (or with respect to 

time). 

The centerline and two control limits are defined as follows: 

UCL, LCL = CL±Za/2-^= (4.1) 
vn 

and 

CL=mean(Xi) 
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Here mean is calculated with respect to all sub groups, i.e., i=l,2, ,q. Zal2is the 

percentage point of the normal distribution zero mean and unit variance such that 

p[z>Za/s] = a/2 

The variance S2 = mean (Sf). If the system experienced damage, this would likely be 

indicated by an unusual number of subgroup means outside the control limits; a charted 

value outside the control limits is referred to as an outlier in this thesis. The monitoring 

of damage occurrence is performed by plotting X values obtained from the new data set 

along with the previously constructed control limits. 

4.2.5 Damage Identification Approach by Pattern Comparison 

The basic concept of this approach was first proposed first by Sohn et al (2001). It is 

logical to assume that the patterns in data in same state of condition, either steady or 

agitated, taken at various points of time of the structure will not vary significantly if the 

structure does not change significantly. Conversely if the structure has undergone a 

significant change, it should reflect in the patterns of both states of condition. 

In order to observe the variation of structure by studying the patterns of signals or data 

blocks, it is necessary to nominate certain block as reference data block with which 

patterns of the other data series or blocks are compared. Usually, the reference data 

blocks for a particular condition are taken from the earlier time of the observation of the 

structure and other data blocks are called test block. The time series model (AR model in 

this study) particularly developed for reference block is defined as reference model. As 

structure undergoes changes, usually, degradation, so will the pattern of data series 
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change. Therefore the pattern of other data blocks will not match closely with that of 

reference block. So, if we fit reference model to the testing blocks, the "residual errors" 

should reflect the extent of variation of the signals. It's natural, if a structure undergoes a 

significant degradation, residual error by fitting reference model will be significantly 

high. 

After calculating all coefficients of a time series model and fitting it to the data it is 

possible the get the residuals for all points. An average value of the residual can be 

defined as, e - (Residual SS)/N, where SS is the summation of squares of residuals after 

fitting the model with actual values, and N is the observation number. This value s is the 

key parameter that can be used to see how good a reference model fits to the pattern of 

testing data blocks. R = Jst I sr is a measurement of the goodness of reference model on 

a testing block and called residual error index of a test block to the reference. Here, t and 

r suffices correspond to the testing and reference blocks, respectively. If value of the ratio 

shows a clear increasing trend over long time, then it can be said that the structure is 

degrading. 

4.3 Time Series Analysis 

Techniques of time series analysis are the mostly utilized to extract the damage sensitive 

features of the signals of vibration and strains readings. Mathematical modeling of data 

is thoroughly covered in statistical textbooks on time series (e.g. "Introduction to Time 
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Series Analysis and Forecasting" by Montgomery et al., 2008). Here only those materials 

that are relevant to this study will be outlined. 

4.3.1 Weakly stationary time series 

The processing of time series for feature extraction mostly performed on the weakly 

stationary type. Let \Xt} be a time series withi^X,2 )< oo. The mean function of \Xt} is 

given as, 

M(t) = E(X,). (4.2) 

The covariance function of \Xt} is given by Eq. (4.3) 

yx{r,s) = Cov(Xr,Xs) = E\{Xr -fix)){Xs ~Mm (4.3) 

for all integers r and s. 

Then, {X,} is (weakly) stationary if (i) fix(t) is independent of t, and (ii) yx(t = h,t)is 

independent oft for each h. Here E() denotes an expectation function 

43.2 Illustration of some useful terms related to time series 

Auto-covariance function: 

Let {Xt} be a stationary time series. The auto-covariance Junction (ACVF) of \Xt} at 

lag h is 

r(h) = Cov(Xt=h,Xt). (4.4) 

The autocorrelation function (ACF) of {Xt} at lag h is 

P M ^ l ^ = Cor(Xl+hXt) (4.5) 
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iid noise: 

A time series with no trend or seasonal component and in which the observations are 

simply independent and identically distributed random variables with zero mean. We 

refer to such a sequence of random variables Jf,, X2, .... as iid noise. By definition we 

can write, for any positive integer n and real numbers x,,.... xn, 

p[Xt <xx,....,Xn<xn] = p[Xx <x,l..P[X„<xn] = F(Xl)...F(xn), (4.6) 

Where F ( ) is the cumulative distribution function of each of the identically distributed 

random variablesXl,X2,....The observations in this model have no dependency among 

one another. 

For all h>\ andallx,,....xn 

J . [X„+ A<xIZ1=x1 , . . . . ,X„=xJ = P[Z n + A <x] , (4.7) 

It is shown that the knowledge of Xx,....,Xn is not needed for predicting the behavior of 

Xn+h. Given the values ofX1,....,Xn, the function / tha t minimizes the mean squared 

error E[(Xn+h - /(X,,...,Xn ))2 ] is actually identically zero 

iid noise though too simple in form to apply it for any real life time series, it is in fact a 

basic concept that is needed to create the model of complicated time series. 

For iid noise {Xt} andE(X2) = cr2 < oo, the first requirement for the weakly stationary 

time series is satisfied, since E(Xt) = 0 for all t. For being independent, 

79 



yx(t + h,t) = <r2,ifh = 0, or, =0 , i f /?*0 (4.8) 

which is independent of t. Hence, iid noise with finite second moment is stationary. 

White noise 

If {Xt} is a sequence of random variables, each with zero mean and variance cr2, then 

obviously {Xt} is stationary with same covariance functions as iid noise above. Such a 

sequence is known as white noise. All iid noises are white noises, too, but any white 

noise is not always iid. 

4.3.3 Auto-Regression Moving Average Processes 

Auto-Regression Moving Average (ARMA) process is one of the most popularly utilized 

methods used in extracting damage sensitive elements of time series data of vibration and 

displacements. 

Definition 

{Xt} is an ARMA(p, q) if {X,} is "stationary" and if for every t, 

Xt -<j>xXt_, - . . . - t ^ =Zt +6xZt_x +... + 0qZt_g (4.9) 

Where {Z,}is a white noise of zero mean and cr2 variance, i.e., {Z,}~WN (0,cr2), and 

the polynomials, ( l -^ ,z- . . . -^ / , z
/ ' )and (l + #,z + ... + #?z

9)have no common factors. 

The process {Xr}is said to be an ARMA (p,q) with mean fi if {Xt - / / } is an ARMA(p,q) 

process. Eq. (4.5) can be written in alternatively in a concise form: 
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t(B)X, = 6{B)Z, (4.10) 

Where ^()and #(-)are p\h and gth-degree polynomials 0(z) = \-<j>xz-...-<f>pz
p, 

6Z = l + 0iz + ... + 0qz
q, and B is the backward shift operator as given by Eq. 4.11. 

{BJX, = Xt_pB
jZt = Z_Jtj = 0,±1,...) (4.11) 

The time series {Xt} is called autoregressive process of order p or AR(p) if #(z) s 1, and 

A moving-average process of order q or MA (q) if ^(z) s 1. Coefficients 

of^(-) polynomial of AR(p) process are considered damage sensitive features (Sohn et al, 

2000) for damage detection by statistical pattern recognition. An important condition of 

ARMA process is that it is stationary. For the purpose of feature extractions in the 

proposed work AR(p) is to applied. 

43.4 Estimation of the parameters AR(p) process 

For any AR(p) process ^ = ($,....,^ )' sire called parameters or AR-coefficients. There 

are usually two methods: the Yule-Walker estimation and Burg Estimation are applied to 

estimate the parameters. The first one is more common and has been used in the proposed 

work. 

Yule-Walker Estimation 

For a pure autoregressive model the moving-average polynomial 0{z) is equal to 1. 

By the definition of Eq.(4.6) we can write, 

7=0 

81 



Where, i//(z) - ^ySjZJ = l/^(z). 

Multiplying each side of Eq.(4.10) by Xt_j,j=0,l,2,....,p, taking expectations and using 

Eq. (4.7), we obtain Yule-Walker equations. 

Tp+ = rP (4-13) 

and 

a2=y(O)-0'yp (4.14) 

Where, r p i s the covariance matrix,[y(i-j)]?yM, and yp= (y(l),...., yip)) . By using 

the above equations we can get ^(0),...., yip) from a2 and $. If we replace the 

covariances y(j), j=0,....,p, in Equations (4.13) and (4.14) by corresponding sample 

A A A 

covariances yQ), we get some equations, for Yule-Walker estimators ^ and a1 of 0 

and <T2 . These are: 
A A A 

r,#=r, (4.15) 

<r2=ko)-+'rP (4.16) 

Where, Tp= [yii - j)]?J=1, and yp= ( r ( l ) , . . . . , yip))'. If r ( 0 ) > 0 , then r m i s non-

singular for every m = 1,2,..., then Eq.(4.15) and Eq.(4.16) take form as, 

A (K A V A A 
,,....,#, = * : ' / % (4.i7) 

and, 

82 



A A 

o-2=7(0) 

A 
A A 

(4.18) 

A 

Eq.(4.17) and (4.18) are called sample Yule-Walker Equations. With <j> as per Eq.(4.16), 

A A 

it is possible that 1 - ^, z <f> zp * 0 for z|< 1. 

4.3.5 Order selection of AR(p) process 

Unique true order of the model data actually does not exist. By following some 

guidelines, one can find an optimal order for AR process. There are a few techniques 

usually applied to find the order/?. Out of these, a common technique involving sample 

partial auto relation functions (PACF) of an ARM A process is being discussed here as it 

will be later applied in performing AR(p) process to the project data. 

The PACF of an ARMA process {Xt} is the function a() defined as, a(0) = 1, and 

a(h) = Ah>h 2. 1, where </>hh is the last component of $h = Y^yh, TA = | > ( / - ./)]?J=,, 

and Yh =[/0),y(2),-—,y(h)Y as already defined. 

If { Xt} is a casual AR(p) process defined by Eq.(4.6) with {Zt }~iid(0, a2), and if we 

fit a model with order m> p using Yule-Walker equations, with coefficient vector 

A A " 1 A A A 

0m =Rm pm such thatm>p; then, the last component $mm of the vector ^mis 

A 

approximately normally distributed with mean = 0, and variance = 1/n. $mm is the 

sample partial auto-correlation at lag m. 
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A A 

For an AR(p) process, partial auto-correlations </>mm, m > p are zero. Then values (j>kk, k 

A 

> p, are compatible with the observations with N(0, 1/n). k > p, 0ki should fall between 

the limits ±1.96«~I/2 with around 0.95 probability. This suggests using a preliminary 

estimator ofp the smallest value m such that 
A 

</> |<1.96« '^for £ < m . 
kk 
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Chapter 5 

Testing of VBDI Methods by Model Simulations 

5.1 General 

In this chapter, the application of the two approaches of VBDI methods as presented in 

Chapter 3 is discussed. The approaches are applied on computer model simulation of two 

practical structures. The effectiveness of the methods to identify damage of different 

levels at various elements has been tested. The ability of the algorithms in the presence of 

simulated random errors has also been examined. The comparison is made between error 

and error-free cases. The results of the studies at different steps are presented. 

5.2 Test Articles 

Two experimental test articles are used in this work. The first one is the Crowchild 

Bridge (ISIS, 2008) located in Calgary, Alberta and the second one is a 3D space frame 

tested at the Canadian Space Agency (Amin, 2002). 

5.2.1 The Crowchild Bridge 

The Crowchild Bridge is a two-lane traffic overpass with three continuous spans (Fig-

5.1) and reported to be the first continuous steel free deck bridge in the world (Tadros et 
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al, 1998). The strength of a steel free deck, as explained in Bakht and Mufti (1998) is 

derived from the arching action in concrete deck due to external confinement of the 

bridge deck provided by closely spaced transverse steel straps connecting the girders. 

Consequently, no flexural reinforcement is necessary in the deck. Generally a nominal 

amount of fiber reinforced polymer (FRP) reinforcing bars or fiber reinforced concrete 

are provided for crack control. The cantilever portion of the deck requires flexural 

reinforcement which is usually provided using FRP bars. Design of such bridge decks 

avoids conventional steel reinforcement altogether and thus avoids the problem of steel 

corrosion which reduces the service life of a structure. 

The details of the bridge superstructure are shown in Figure 5.2. It is composed of five 

900 mm deep longitudinal steel girders, a polypropylene fiber reinforced concrete slab 

deck and prefabricated glass fiber reinforced concrete barriers. The five longitudinal 

girders are spaced at 2 m. Four evenly spaced cross-frames in each span and steel girder 

diaphragms at the supports connect the main girders. The main girders are also connected 

by evenly spaced steel straps placed across the top of the girders. The girders and straps 

are connected to the deck slab by stainless steel studs. The deck is 9030 mm wide and 

does not contain any internal steel reinforcement. The slab thickness is 275 mm along the 

girders and 185 mm elsewhere. 
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5.2.2 3D-Space Frame 

The structure is an erectable aluminum space frame built from commercially available 

hardware (Meroform Ml2) produced by MERO. Fig-5.3 shows the nodes and element 

connectivity and the detail of a typical element of the Frame (Amin, 2002). The nodal 

joint design allows the frame to be assembled into numerous configurations in any of 

three orthogonal directions, thereby providing structures with varying complexity. The 

elements are aluminum tubes with screwed solid steel end connectors, which when 

tightened into the node also clamp the tube by means of an internal compression fitting. 

These features allow any frame elements to be replaced without disassembly of the whole 

frame, which is very useful introducing damage in any of the frame elements. The space 

frame consists of eight bays. Each assembled bay is a cube shaped structure with 707mm 

sides. This test article represents a large space structure such as the main supported 

structure of the International Space Station (ISS). It was tested at the Canadian Space 

Agency (Amin, 2002). 

The frame is supported by the flexible suspension system to simulate a free-free 

boundary condition. This configuration allows the simulation of the expected on-orbit 

boundary condition of a large space structure such as the ISS. The frame is supported by 

a suspension system which does not restrain the structure at any point, so that the test 

article is freely suspended in space and exhibits rigid body motions. 

In the test structure, eight lumped masses were attached to simulate a large structure with 

attached instrumentation. The larger three masses were 2.75 kg each are attached to the 
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nodes 6, 17 and 30 and the smaller five masses were 1.75 kg each are attached to the 

nodes 4, 9,25,28 and 36. 

5.3 Software for implementation of FEM 

Damage detection algorithms by finite element modeling (FEM) as described in Chapter 

3 have been implemented by the program M-FEM developed in MATLAB (1999). 

Element and its formation used by M-FEM are briefly described in Bagchi et al. (2007). 

The element library in M-FEM includes a three dimensional beam element (Fig. 5.4 a) 

and a plate-shell element (Fig. 5.4b). The plate and shell element is formed by the DKT 

plate bending element (Batoz, 1982) and the triangular plane stress element together. The 

DKT plate bending element has three degrees of freedom (DOF) per node (Fig. 5.4c), 

two rotational DOFs (0X and6?^ ) about the orthogonal horizontal directions, x andy, and 

a translational DOF (w) along the vertical direction, z. A triangular plane stress element 

and the plate bending element together form in a facet shell element. The resulting shell 

element has six DOFs per node as shown in Fig. 5.4f. Half of these six DOFs are 

contributed by the DKT plate bending element and the remaining three DOF's need to 

come from the plane stress element. Two versions of the plane stress element have been 

implemented in M-FEM: - the constant strain triangle (CST) with two DOFs per node 

corresponding to the in-plane displacements (Zienkiewicz and Taylor, 1989) shown in 

Fig. 5.4d, and - the plane stress triangular element with three DOFs per node, two 
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corresponding to the in-plane displacements and the other corresponding to the vertex 

rotation or drilling DOF (Allman, 1984) shown in Fig. 5.4e. 

Since the CST element has only two DOFs (M and v in x and v directions, respectively) 

per node, the resulting shell element has zero stiffness associated with the remaining 

DOF corresponding to the rotation about the z axis (Bz ). 0z is often referred to as the 

drilling DOF and in the case of DKTCST combination, a small stiffness of arbitrary 

magnitude may need to be added to the drilling DOF to avoid numerical difficulties when 

some of the adjacent elements are coplanar. Unlike the CST element, the drilling DOF 

stiffness arises naturally in Airman's element, and no adjustment is necessary for adjacent 

co-planer elements. A quadrilateral plate-shell element is formed by combining two 

triangular elements as shown in Fig. 5.4f. 

5.4 Damage simulation in the Crowchild Bridge 

The first test article which is the Crowchild Bridge is used for the evaluation of the 

effectiveness of the FEM model and also Damage Index and Matrix Update Methods for 

detecting damage. 

5.4.1 Model Simulation to the Crowchild Bridge 

The bridge structure was originally modeled by Bagchi (2005) using the finite element 

program, M-FEM described earlier. He also performed some analysis to calculate its 

frequencies using his FEM model. The discussion of his results and also information on 
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the structural build of the bridge, its properties and tests of material strength and 

frequencies are available in his paper. 

An analytical model of the Crowchild Bridge was constructed using three dimensional 

beam elements for the piers, girders, diaphragms and cross frames including the steel 

straps, and shell elements for the deck and side barriers. The deck elements were 

connected to the girder elements by rigid beam elements. The piers were assumed to be 

fixed at their base, while roller and pin supports were assumed to exist at the north and 

south abutments, respectively. The finite element model contained 351 elements, 247 

nodes and 1399 active degrees of freedom. The densities of steel and concrete were 

assumed to be 76 and 24 kN/m3, respectively. The concrete compressive strength was 

taken as 35 MPa. The modulus of elasticity for concrete was assumed to be 30 GPa for 

the deck and 27 GPa for the barrier and piers; for steel it was assumed to be 200 GPa. 

The FE model of Crowchild Bridge is shown in Fig 5.5a 

Initially, the concrete was assumed to be un-cracked. The model based on this 

assumption was updated and correlated with the data obtained from the vibration test 

conducted in 1997 by the University of British Columbia (Ventura et al., 2000). This 

model was referred to as the CC-97 model. 

During the process of model updating, the stiffness coefficients of individual elements 

were modified to fine tune the resulting modal frequencies of the system. The natural 

frequencies of the undamaged structure derived from model CC-97 are given in Table 
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5.1, while the mode shapes are shown in Figs 5.5. It was found from the observation that 

the maximum difference in eigen frequencies between the initial finite element model and 

the test was 9.1 % and by limiting the degree of stiffness adjustment to 35% of the 

original stiffness, it was possible to achieve a correlated model in 29 iterations. Changing 

the stiffness of some elements by as much as 35% is necessary to bring the eigen-

frequencies close to the experimental values (within 1%). Such a change in stiffness may 

seem to be physically unrealistic. 

In model updating terms it means that the analytical model has many flaws which could 

not be physically corrected at the model building stage, and the adjustment to stiffness 

actually accounts for these flaws such as incorrect boundary conditions, inaccurate initial 

stiffness which arises due to situations such as, cracking in concrete and loosening or 

jamming of bolts, which are difficult to quantify and model. 

The field tests conducted by the University of Alberta team in 1998-99 (Cheng and 

Afhami, 1999) revealed that the frequencies of the bridge reduced slightly perhaps due to 

cracking of concrete. The crack patterns have been mapped by Cheng et al. (1999) and it 

was found that the number and width of the cracks increased considerably in 1998 as 

compared to 1997. To consider the effect of cracking, the stiffness of the concrete 

elements is reduced, and the model was correlated with the 1999 test results. The stiffness 

of deck elements was assumed to be 90% of un-cracked stiffness in the positive moment 

region, and 80% in the negative moment region. The stiffness of the barrier was assumed 

to be 90% in the positive moment region and 70% in the negative moment region. The 
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pier stiffness is reduced by 10%. The correlated base model was referred to as the CC-99 

model. Its mode shapes are similar to those of CC-97 (as shown in Fig 5.5). The 

frequencies of the updated structure are shown in Table 5.1. It was found that the 

maximum difference in eigen-frequencies between the initial finite element model and 

the test was 11.3%. Because of this high difference, the modal parameters failed to 

converge even after 100 iterations, when the degree of stiffness adjustment was limited to 

35%. 

When the limit of stiffness adjustment was relaxed to 45%, the modal parameters 

converged in 19 iterations. A 45% change in the stiffness of some elements may seem 

quite high, it is possible that the stiffness of those elements were not assessed correctly 

while building the model, and some of the factors affecting the stiffness such as, concrete 

cracking, complex boundary conditions, loosening/stiffening of a bolt connection, are 

hard to model correctly. 

The results of the convergence study highlight the necessity of building the initial model 

to represent the actual structure as closely as possible by manual adjustments. However, 

for a large and complex model such as the one presented here, manual adjustment is 

difficult. The mathematical process of model updating, and the resulting stiffness 

adjustment factors provide some information that can be used in conjunction with manual 

adjustment of element parameters. 
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Though the accuracy of above model was tested to be not so high, nonetheless, it is very 

much difficult to develop a model of structure with such complexity in boundary 

conditions, stiffness, etc. The more detailed practical assessment of those parameters is 

necessary and it is labor intensive, time consuming and costly. Considering these 

limitations, an attempt has been taken to simulate damage scenarios and test the ability of 

the proposed algorithms to detect, locate, and qualify damage of the structure, using the 

existing model. 

5.4.2 Effects of measurement errors and incomplete mode shape vectors 

The bridge has been analyzed using FEM model by M-FEM software. The bridge deck 

has 15 slab segments (Fig 5.5a). The target area for testing is the segment in the middle 

along with the longitudinal girders at that location. All elements at that location are 

simulated for damage scenario by reducing their stiffness in the FEM by certain fractions 

which are also considered damage severity factors or simply damage factors. The 

elements in this area are elements 53 through 58, 174,177,180,183 &186. 

In this study, damage factor of 0.1,0.2 and 0.3 were applied to all elements of the middle 

span segment. Elements 53 through 58 were modeled as plate-shell elements and the 

elements 174, 177, 180, 183 & 186.were modeled as 3d- beam elements. In the model, 

displacements along three transitional of 247 nodes are assumed to be measured by 

sensors. Therefore total displacements along total 741 directions are assumed measured. 
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The effect of measurement error is considered in calculated frequencies and incomplete 

mode shapes are also considered for case study. The types of case undertaken for each 

damage factor and algorithms are as follows: 

• Case-I: No errors in frequency and mode shape measurements and complete 

mode shapes 

• Case- II: No errors in frequency and mode shape measurements and 

incomplete mode shapes 

• Case-Ill: Inducing error up to 1% in both frequency and mode shape 

measurements and incomplete mode shapes 

The cases stated above in this section use the computed frequencies by M-FEM of the 

FEM model of the structure. The similar case study is conducted using the measured 

frequencies. Using M-MEM, all these cases have been analyzed for different damage 

factors. While the sample figures and plots are presented here in discussing results 

produced by proposed algorithms, remaining figures are given in Appendix A. 

5.4.3 Discussion on the results of case studies on Crowchild Bridge 

Figures 5.6-5.11 present the output of the analysis for 10% severity on three cases 

defined in the section 5.4.2. These graphs shall be explained and discussed here to 

exemplify the typical overall result interpretation. The figures and plots for the entire case 

study are provided in Appendix A. 
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Figs-5.6 and Fig-5.7 show the results by damage index and matrix update methods 

respectively for Case-I which considers no error in frequency and mode shape 

measurements and complete mode shapes. 

In Fig-5.6(a), verticals spikes in the ranges between element number 53-58 and 174-186 

represent damage in the elements identified by damage index original method (section-

3.5) within those ranges. The identification is consistent with the simulated damage. In 

Fig-5.7(b), it is apparent that damage is also indicated properly in the right locations by 

modified damage index method (Section-3.5). 

Figs 5.7(a) and 5.7(b) correspond to matrix update method using the pseudo-inverse and 

optimized methods, respectively as discussed in Section 3.6. Both variants of matrix 

update method show appropriate diagnosis of the damage scenario with proper damage 

severity. 

Figs 5.8 and Fig-5.9 show the graphical output result of damage index and matrix update 

methods respectively for case-II which considers no error in frequency and mode shape 

measurements and incomplete mode shapes. 

Though incomplete mode shapes should bring down the accuracy of the results 

comparing to those shown in Figs. 5.6 and 5.7, it does not seem to happen in this case. 

The diagnosis is almost is as good as in the case-I which assume complete mode shapes 

for the analysis. 
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Figs 5.10 and 5.11 show the graphical output of the various methods for case-Ill which 

considers up to 1% random error in both frequency and mode shape measurements and 

incomplete mode shapes is assumed. 

In Fig-5.10(a) corresponding to damage index original method, there are some vertical 

spikes visible in the range of element no. 30 to 75 with biggest ones lie between 53 

through 58, which are actually numbers of some of the simulated damage elements. 

There are other regions having noticeable spikes with the highest one corresponding to 

element no 240. These are actually false positives. The spikes in the range between 174 

through 186 are significantly smaller than others. Therefore this damaged zone is not 

distinctly identified. 

Fig-5.10(b) corresponds to damage index modified method. The identification here is 

slightly better than previous one. The biggest of the spikes lie in the range between 

element numbers 53-58. So, these simulated damage elements are identified properly. 

There are a few false positives, but the identification of elements 174 through 186 is 

clearer than it is in Fig-10(a). 

Fig-5.11(a) shows the result of matrix update pseudo-inverse method. It shows the 

highest positive vertical lines in between the element number 174 and 186. Therefore 

these simulated damage elements are diagnosed here properly, but the damage severity is 

15% which is 50% larger than simulated value. There are some vertical lines on the 
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number of other simulated elements (53-58), but these lines are smaller than other false 

positives which also are present in the graph. 

Fig-11 (b) presents the result of matrix update optimized method. It shows some vertical 

lines clearly with correct severity value in the ranges of 53-58 and 174-186 and there is 

no contrasting false positive. A few of the elements within the damaged zone are not 

identified here. 

From graphs (Appendix-A) produced for various cases of damage states and errors as 

mentioned in previous section, it is apparent that the identification of the simulated 

elements by the process can be classified as three levels 

• Level 1, distinctly indemnified: The simulated damaged element(s) is/are clearly 

shown by output as damaged with proper damage severity and no prominent false 

identification. 

• Level 2, partial identification: Some of the simulated damaged element(s) is/are 

identified with wrong/ correct damage severity, or there is some false 

identification of undamaged element(s). 

• Level 3, no identification: No damaged element by simulation is identified or the 

output is totally obscure. 

The Tables 5.2 and 5.3 show the identification status of each case by methods 

considering analytical and measured frequencies respectively. From the Table 5.2, it is 
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apparent that all methods are good at successfully identifying damage fairly in all cases, 

but Case-Ill, which involves errors in frequencies and modes and also incomplete mode 

shape. There is no significant difference in accuracy of identification within the range of 

simulated damage severity (10% to 30%), but it is expected that it should be prominent at 

significantly lower damage than 10% and higher damage than 30%. 

In general modified damage index method shows better stability of the results than the 

original method. An explanation for this difference is that in original method, occurrence 

of numerical errors due to very small value of the denominator of some damage indices 

can produce incorrect result, as explained in Section-3.5. The modified method 

overcomes this limitation by adding 1 to both numerator and denominator of the indices 

(Eq.3.18). 

In the cases of applying measured frequencies only, the results of Case-I which assumes 

no error in frequencies and modes show good accuracy in detection. Accuracy of 

detection for other two cases shows some level of acceptability. 

It has been observed by applying various methods that detection accuracy decreases with 

the increase of the random errors in frequencies and mode shapes. Also consideration of 

incomplete mode shapes affects the analytical outputs. It can be inferred that this would 

pose challenge to the feasibility of the algorithms for practical application. 
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Still these methods can be useful considering their limitations. It has been already 

exemplified in the discussion on the output of the VBDI methods of the Crowchild 

Bridge in Fig-5.6-5.11 that a hybrid analysis by combining different algorithms can 

improve the quality of the diagnosis. When one method fails to detect the damage 

correctly in some cases, the other methods may diagnose it correctly. By screening 

process it is possible to guess the probable candidates for damaged elements. Therefore, 

the application of multiple detection algorithms on a single structure is recommended to 

detect damage in practical fields. 

Another advantage of VBDI methods is that, even in some cases, if they cannot pinpoint 

the damaged elements, they can narrow down the possible region of damage at a macro 

level, with greater success. This would help in selecting elements for manual damage 

detection methods such as traditional non-destructive evaluation, thereby saving some 

valuable labor and expenditure. 

5.5 Damage simulation for the 3D-Space Frame 

The second test article is a 3D-space eight-bay space frame. The full description of the 

structure is presented in Section 5:2.2. Damage simulation performed in this study is 

somewhat similar to the one performed by Amin (2002). However, the simulation process 

and the cases considered differ from that study. Amin (2002) used commercial FEM 

software, COSMOS for both modeling and damage detection simulation. Consequently, 

the damage detection algorithms needed to be applied separately using the modal analysis 
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results from the software. In this study, however, the damage detection methods are 

integrated to the FEM software, M-FEM (Bagchi et al., 2007) used in this study. Also 

the damage detection algorithms used by Amin (2002) differ from those used in this 

study. Here both damage index method and matrix update method are applied in their 

original and modified forms. 

5.5.1 Finite element modeling of the structure 

The nominal values of the physical properties of the components of the structures are 

used for FEM. The elements are modeled as 3d beam element The joints are modeled as 

being rigid. To simulate the effect of payload, added lumped masses, each of having mass 

of 1.75kg are added to the nodes 4, 9,25,28 and 36, while masses of 2.75 kg are added to 

each of nodes 6,17 and 30. The model has a total of 216 DOF's. 

For the purpose of comparison and verification of the FEM, the measured values of the 

frequencies as obtained by Amin (2002) through laboratory experimentation of the 

structure are taken. Among those frequencies, the first three non-rigid frequencies were 

found to be the most effective for damage detection by Amin (2002). In this study those 

frequencies will be considered. The measured value of the first three non-rigid body 

frequencies corresponding to non-rigid body modes are 50.98, 51.15 and 57.51 Hz, and 

the corresponding computed frequencies in this study are 49.87, 53.61 and 55.86 Hz, 

respectively. It has been observed that the difference between computed to and measured 

frequencies is 3.28%, which is reasonably low considering practical uncertainties. The 

first three non-rigid body mode shapes of the frame are shown in Fig-5.12. 
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Amin (2002) conducted thorough computations for the determination of optimal response 

points of the structure. The purpose was to identify those degrees of freedom of which 

displacement measurements will give fairly accurate modes shapes. He found that 79 

translation DOFs were required to formulate an adequate modal data base for 

identification of damage in any of the detectable elements. In this work, the same 79 

DOFs are taken and they are presented in Table- 5.4 

5.5.2 Damage simulation 

To test the feasibility of the proposed damage identification algorithms explained in 

Chapter 3, different damage cases were considered. These cases are similar to the ones 

considered by Amin in his project. Table 5.4 shows the DOFs numbers corresponding to 

each node and Table 5.5 lists the simulated damage cases. Either 50% or 80% damage 

factor is considered in each case. Damage identification process is carried out for two 

cases: 

• Case-A: Consideration of no error in measurement of frequencies and modes 

shapes with complete modal data 

• Case-B: Consideration of up to 2% error in measurement of frequencies, up to 

10% error in the measurement of mode shapes with incomplete modal data 

The results of the analysis are explained below, and more results are presented in 

Appendix B. 
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5.5.3 Discussion on the results of case studies on 3D Space Frame 

The same three levels of damage identification as defined in Section 5.4.3 are considered 

here for assessing the results of the diagnosis. In this section, the output graphs for the 

simulated damage cases of Element-29 are considered for illustration. Other output 

results of VBDI analysis on 3D space frame are shown in the Appendix B. 

Fig-5.13 and Fig-5.14 show the graphical output of the damage identification by damage 

index and matrix update methods for the Element-29 in Case-A which considers no error 

and complete mode shapes and considered damage severity is 80%. 

Fig-5.13(a) shows the graphical output of the damage identification by original damage 

index method for the Element-29. Though it is identified as damaged element, there is a 

false positive identification which is shown to have greater damage. 

Fig-5.13(b) illustrates the output of the damage identification by modified damage index 

method. It identifies the Element-29 correctly as damaged element. Identification of the 

element is better by this method than by the original method. The reason for this false 

positive for certain elements is because of the numerical errors produced by a small 

magnitude of the denominator representing the negligible strain energy contribution by 

the corresponding elements. The modified method removes this error. 

In Fig-5.14(a) and Fig-5.14(b) show the output results of matrix update pseudo-inverse 

and optimized respectively. The results show clear identification with correct severity. 
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Fig 5.15 and Fig-5.16 show the graphical output of the damage identification by damage 

index and matrix update methods respectively for the Element-29 on case-A which 

considers no error and complete mode shapes and considered damage severity is 50%. 

Fig-5.15(a) shows the graphical output of the damage identification by original damage 

index method for the Element-29. It is identified as damaged element, but there is a false 

positive identification which is shown to have slightly greater damage severity. 

Fig-5.15(b) illustrates the output of the damage identification by modified damage index 

method. It identifies the Element-29 correctly as damaged element. Identification of the 

element is better by this method than by the original method. A possible reason has been 

already explained. 

In Fig-5.16(a) and Fig-5.16(b) show the output results of matrix update pseudo-inverse 

and optimized methods respectively. Both methods identify the Element-29 as damaged 

element. There are a few false identifications with greater damage severity. 

Fig-5.17 and Fig-5.18 show the graphical output of the damage identification by damage 

index and matrix update methods respectively for Element-29 on case-B which considers 

up to 2% error in frequency and 10% error in mode shapes and incomplete mode shapes 

and considered damage severity is 50%. 
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Fig-5.17(a) shows the graphical output of the damage identification by original damage 

index method for the Element-29. It is not identified as clearly selectable damaged 

element, and there is some false positive identification. 

Fig-5.17(b) illustrates the output of the damage identification by modified damage index 

version. It identifies the Element-29 correctly as damaged element. There is a false peak 

in graphs but its value is smaller, Identification of the element is better by this method 

than by original method. The reason has been already explained. 

Fig-5.18(a) shows the output results of matrix update pseudo-inverse method. It identifies 

the element-29 as the most damaged element. Fig-5.18(b) shows the result by optimized 

method. It has produced obscured output. Most probably the solution could not converge. 

There are similar results occurred in other configurations applied on Case-B by pseudo-

inverse method. 

The Table 5.6 and 5.7 shows the identification status for all damage configurations listed 

in Table-5.5 of each case by proposed methods for damage severity 80% and 50% 

respectively. From the Table-5.6, it appears that either damage index (original or 

modified) or matrix update (pseudo inverse or optimized) or both methods are able to 

detect simulated 80% damage appropriately for case-A in all damage cases except D2. 

However for Case-B, mostly damage index method (modified) seems to be able to detect 

damage in some damage of 80% damage severity. Matrix update method is able to detect 

damage properly for a few damage cases of case-B of 80% severity. 
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Similar scenario of the results is observed for 50% damage severity by reviewing Table 

5.7 and accuracy is some what reduced on a few cases in comparison to the 

corresponding 80% severity cases. 

It has been already exemplified in the discussion on the output of the VBDI methods of 

the 3D Space Frame in Figs 5.13-5.18, the combined analysis by four types of variants of 

algorithms can be effective to identify simulated damage correctly even in error induced 

cases outputs of which are some times ambiguous. When damage index method fails to 

detect the damage correctly in some case, the matrix update method diagnoses it correctly 

and vice versa. By combined interpretation, it is possible to guess the most possible 

candidates for damaged elements. The advantage of combined analysis has already 

become obvious having analyzed the result of the Crowchild Bridge case study. 

Even in error induced cases, if the simulated element is not diagnosed clearly, it is 

identified with a few false positives. This output can be of good practical use, since it 

narrows down the possible damaged locations greatly. It should help in initiating local 

damage detection techniques. 
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Bridge 
model 

CC-97 

CC-99 

Mode 

1 

CM
 

C
O

 

4 

1 

CM
 

C
O

 

4 

Measured 

2.78 

3.13 

3.76 

4.05 

2.60 

2.90 

3.63 

3.85 

Frequency 

Uncorrelated 

2.89 

3.41 

3.44 

3.89 

2.76 

3.23 

3.28 

3.71 

correlated 

2.78 

3.13 

3.72 

4.03 

2.60 

2.90 

3.63 

3.85 

Table 5.1: Natural frequencies of the Crowchild bridge model (Bagchi, 2005) 

D
am

ag
e 

S
ev

er
ity

 10% 

20% 

30% 

Case 
type 

1 
II 
III 
1 
II 
in 
i 
ii 
HI 

Damage Index Method 

Original Modified 

3 2 

3 2 

3 2 

Matrix Update method 
Pseudo- „ .. . . Optimized inverse K 

3 2 

3 2 

3 3 

Table-5.2: Crowchild Bridge Damage Identification:!- full identification, 2-partial and 
3-no identification as defined in section 5.4.3, case type is defined section 5.4.2. 
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D
am

ag
e 

S
ev

er
ity

 10% 

20% 

30% 

Case 
type 

I 
II 

III 
I 
II 
III 
I 
II 
III 

Damage Index Method 

Original Modified 

1 2 
1 2 
3 2 

1 2 
2 2 
3 2 
1 2 
2 2 
3 2 

Matrix Update method 

Pseudo- ~ .. . . Optimized inverse ^ 

1 1 
2 2 

3 2 
1 1 
2 2 

3 2 
1 1 
2 2 
3 2 

Table-5.3: Crowchild Bridge Damage Identification for measured frequencies: 1- full 
identification, 2-partial and 3-no identification as defined in section 5.4.3, case type 
defined section 5.4.2 

Measured X-DOF at 
nodes 

3 15 26 
5 16 27 
6 17 28 
7 18 29 
8 19 30 
9 20 31 
10 21 32 
11 22 33 
12 23 
13 24 
14 25 

Measured Y-DOF at 
nodes 

6 17 29 
7 20 30 
9 22 31 
12 23 35 
14 15 
15 28 

Measured Z-DOF at 
nodes 

2 13 24 
3 14 25 
4 15 26 
5 16 27 
6 17 28 
7 18 29 
8 19 30 
9 20 31 
10 21 32 
11 22 33 
12 23 34 

Table5-4: Proposed 79 DOF's by Amin (2002) for analysis of 3d space frame by VBDI 
(FEM) 
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Damage 
Case I D 

D1 
D2 

D3S 
D3L 
D4S 
D4L 
D5S 

D5L 
D6S 

D6L 
D7S 

D7L 
D8S 

D8L 

Damaged Elements 

102 
72 
29 
29 
61 
61 
28 
79 

28&79 
5 
13 
55 

5, 13&55 
12 
28 

12&28 
4 
20 
28 
5 

4, 20, 28 &5 

Elements 
Connectivity 

6-8 
22-23 
20-24 

same as above 
14-Dec 

same as above 
16-20 
13-18 

same as above 
17-21 
19-23 
17-23 

same as above 
15-19 
16-20 

same as above 
13-17 
14-18 
16-20 
17-21 

same as above 

Damage 
Severity % 

80 
80 
80 
50 
80 
50 
80 
80 
50 
80 
80 
80 
50 
80 
80 
50 
80 
80 
80 
80 
80 

Table-5.5: Simulated damage cases for 3-D Space Frame 
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Damage 
case 

D1 

D2 

D3S 

D4S 

D5S 

D6S 

D7S 

D8S 

Case 
type 

A 

B 
A 
B 
A 

B 
A 
B 
A 

B 
A 

B 
A 

B 
A 
B 

Damage Index Method 

Original Modified 

1 1 

2 3 
1 3 
3 3 
2 1 

3 1 
2 1 
3 3 
2 1 

3 1 
3 1 

3 2 
2 1 

3 1 
3 1 
3 2 

Matrix Update method 
Pseudo- ~ ,. . . Optimized inverse K 

3 3 

3 3 
3 3 
3 3 
1 1 

3 3 
1 1 
3 3 

CM 
C
O
 

CM
 
C
O
 

1 1 

3 3 
1 1 

3 3 
3 2 

3 3 

TabIe-5.6: 3D space frame Damage Identification for 80% damage severity cases: 1- full 
identification, 2-partial &3-no identification as defined in section 5.4.3, and case type is 
defined in section 5.5.2 

Damage 
case 

D3L 

D4L 

D5L 

D6L 

D7L 

D8L 

Case 
type 

A 
B 
A 
B 
A 
B 
A 
B 
A 
B 
A 
B 

Damage Index Method 

Original Modified 

2 1 

3 2 

T-
 
C
O
 

CM
 
C
O
 

2 1 
3 2 
2 1 

3 2 
2 1 
3 2 
3 2 
3 1 

Matrix Update method 
Pseudo- ~ ,. . . Optimized inverse r 

CO
 
C
O
 

CO
 
C
O
 

CO
 
C
O
 

CO
 
C
O
 

CM
 
C
O
 

CO
 
C
O
 

3 2 

3 3 
1 1 
3 3 

CM
 
C
O
 

CO
 
C
O
 

Table-5.7: 3D space frame Damage Identification for 50% damage severity cases: 1- full 
identification, 2-partial &3-no identification as defined in section 5.4.3, and case type is 
defined in section 5.5.2 
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Fig 5.1: Crowchild Bridge of Calgary, Alberta, Canada 
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Fig 5.2: Details of the Crowchild Bridge - (a) west elevation, (b) Cross section 
(All dimensions are in mm) (Bagchi 2005) 

110 



X 

(a) 

Tube 

707 

(b) 
Fig 5.3: (a) Nodes and element connections of 3D Space Frame; (b) details of an element 
of 3D space frame. 
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Fig 5.4: Three dimensional beam and plate-shell elements in M-FEM - (a) 3D beam 
element, (b) 3D plate-shell element, (c) DKT plate bending element, (d) CST plane stress 
element, (e) Allman's plane stress element, and (f) quadrilateral plate shell element 
constructed by combining two triangular elements. (Bagchi 2005) 
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Fig 5.6: The Crowchild bridge case study. Graphs showing damage with element 
numbers for no error and complete modes with 10% damage severity by Damage Index 
Method (a) original and (b) modified. 
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Fig 5.7: The Crowchild bridge case study. Graphs showing damage with element 
numbers for no error and complete modes with 10% damage severity by Matrix Update 
Method (a) Pseudo Inverse (b) Optimized 
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Fig 5.8: The Crowchild bridge case study. Graphs showing damage with element 
numbers for no error and incomplete modes with 10% damage severity by Damage Index 
Method (a) original and (b) modified. 
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Fig 5.9: The Crowchild bridge case study. Graphs showing damage with element 
numbers for no error and incomplete modes with 10% damage severity by Matrix 
Update Method (a) Pseudo Inverse (b) Optimized 
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Fig 5.10: The Crowchild bridge case study. Graphs showing damage with element 
numbers for random error up to 1% and incomplete modes with 10% damage severity by 
Damage Index Method (a) original and (b) modified. 
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Fig 5.11: Graphs showing damage with element numbers for random error up to 1% and 
incomplete modes with 10% damage severity by Matrix Update Method (a) Pseudo 
Inverse (b) Optimized 
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Fig-5.12: Mode shapes of 3D Space Frame: (a) Mode-1, (b) Mode-2, and (c) Mode-3 
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Fig 5.13: 3D Space Frame case study. Graphs showing damage with no error in 
frequencies and complete modes assumed for Damage Index Method (a) original and (b) 
modified, (for element-29, 80% damage severity) 

121 



\J,KJ 

0.7 

o.e[ 

eu
do

 in
v)

 

o in
 

g 0.4-

1 0.3 

£ 0.2 
& 

0.1 

0 

_n 1 

. 

• 

-

-

-

-

i i i i i 

20 

20 

40 60 80 
Element number 

100 120 

(a) 

40 60 80 
Element number 

120 

(b) 

Fig 5.14: 3D Space Frame case study. Graphs showing damage with no error 
frequencies and complete modes assumed. Matrix Update (a) pseudo-inverse 
optimized. (For element-29, 80% damage severity) 

122 



3.5 r 

2.5 

I , 
! 

i\,^r\r\ 
0.5 \ 

^ V rv/v 

20 40 60 80 
Element number 

(a) 

V ^ ' 

100 120 

1.08 

60 80 100 120 
Element number 

(b) 
Fig 5.15: 3D Space Frame case study. Graphs showing damage with no error in 
frequencies and complete modes assumed. Damage Index Method (a) original and (b) 
modified, (for element-29, 50% damage severity) 

123 



> 

o 

<D 

0> 
Q. 

O 

ID 
D) 
(0 
E 
to 
Q 

-0.5 
20 40 60 80 

Element number 

(a) 

100 120 

1 

0.9 

0.8 

0.7 

-2- 0.6 

J2 0.5 

!o . 4 
2 

0.3 

0.2 

0.1 

n 

' I I I 

" 

-

1 

-

-

l 1 1 1 

-

" 

-

" 

• 

1 

20 40 60 80 
Element number 

100 120 

0>) 
Fig 5.16: 3D Space Frame case study. Graphs showing damage with no error 
frequencies and complete modes assumed. Matrix Update (a) pseudo-inverse 
optimized. (Elemenent-29,50% damage severity) 
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Fig 5.17: 3D Space Frame case study. Graphs showing damage with element numbers 
for random error up to 2% on frequencies and 10% on modes and assuming incomplete 
mode shapes. Damage Index Method (a) original and (b) modified, (element-29, 50% 
damage severity) 

125 



40 60 80 
Element number 

120 

(a) 

2.5 

1.5 

.2 0.5 

-0.5 

-1 

-1.5 

I 1 I I I 

- - - , l - r -^r r 
i i i i i 

20 40 60 
Element number 

80 100 120 

(b) 
Fig 5.18: 3D Space Frame case study. Graphs showing damage with element numbers for 
random error up to 2% on frequencies and 10% on modes and assuming incomplete mode 
shapes. Matrix Update Method (a) pseudo inverse and (b) optimized, (element-29, 50% 
damage severity) 
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Chapter 6 

Application of Statistical Pattern Recognition to 

Damage Detection 

6.1 General 

In this chapter, the damage detection method using statistical pattern recognition 

approach as described in Chapter 4 has been applied to experimental vibration and strain 

data of a real structure. The goal here is to evaluate the feasibility of the proposed 

approach to structural damage detection and determination of structural degradation over 

time. 

6.2 Description of the monitored structure 

Here, an approach of damage detection by statistical pattern recognition technique is 

tested on Portage Creek Bridge (Fig-6.1), located in Victoria in British Columbia in 

Canada. The information on the sensing system and also some other research work is 

available in a research paper by Huffman et al. (2006). The Portage Creek Bridge is a 

124m long, three-span structure with a reinforced concrete deck supported on two 

reinforced concrete piers, and abutments on H piles. 

127 



The bridge was designed prior to the introduction of current bridge seismic design codes 

and construction practices. Therefore, it was not designed to resist the earthquake forces 

as required by today's standards. Later dynamic analysis done on the two piers showed 

that strength of the columns of Pier-2 was insufficient. 

The innovative solution of Fiber Reinforced Polymer wraps (FRPs) was chosen to 

strengthen the short columns The FRP wraps and the bridge were instrumented as one of 

36 demonstration projects across Canada sponsored by ISIS (Intelligent Sensing for 

Innovative Structures) Canada, a federally funded Network of Centers of Excellence, to 

assess the performance of FRP and the use of FOS (Fiber Optic Sensors) for Structural 

Health Monitoring (SHM). The two columns of the bridge pier were strengthened with 

GFRP (Glass Fiber Reinforced Polymer) wraps with eight bi-directional rosette type 

strain gauges, and four long gauge fiber optic sensors attached to the outer layer of the 

wraps (Fig-6.2.) In addition, two 3-D Crossbow accelerometers are installed on the pier 

cap above the columns, and a traffic web-cam mounted above the deck at the pier 

location. 

6.3 Data collection and preprocessing 

The data is collected through high speed internet line from an interactive web page at 

ISIS Canada's web site (ISIS, 2008). The bridge data can now be monitored from 

anywhere. The earliest and the last time of data available for downloading from the 

database are 2003-04-23 13:54:33 and 2006-08-26 17:58:57 respectively. However there 
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are some times where data are not available from the source. These down-times have 

occurred at all the range of the monitoring. The duration of down times varies from a few 

hours to a few months. A number of sensors including 16 2D-strain gauges, 2 3D-

accelometers, 1 thermocouple, and 16 long gauge fibre optic strain/displacement sensors 

are installed in the structure. Some of the data are archived in ISIS database and the query 

sampling rates available in the database lookup are l/32s, Is, 10s and lmin. Number of 

data points available in a single download varies from 32 to 30,000. Data can be obtained 

both graphically and numerically. 

The data was made available for retrieval from the ISIS database in the text, graphical or 

comma separated values (CSV) format. A data file in CSV format containing the 

retrieved data starting from a certain point time of all strain, accelometer and temperature 

readings at the rate of 32 Hz and length 30,000 points (highest frequency and length 

available) is typically around 9.2 Mb. To download the entire database in hard disk, the 

space required as per approximate calculation is 950 GB. The amount is too big for a 

normal PC and time consuming as there is no automated downloading tool available for 

this in ISIS website. However, downloading the whole database is not required for our 

current work as it will be explained in this section later. 

In the beginning, the data were viewed graphically using various sample rates and length 

at random starting times to visually identify the overall nature and trends of the data. For 

example, Fig -6.3 (a) shows the data plotted for S l l C l (strain gauge reading 1 along 

strain direction 1 of column 1) taken at 1 reading per second of 30,000 points starting at 
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time 17:48:57 on 2006-04-14. This data time duration is 8 hours 20 minutes. Careful 

inspection shows there are some slopes with continuous oscillation about x-axis. There 

are also some random vertical straight lines. It seems that those random lines were 

resulted from some sudden impacts. Four of them are long enough to be distinctive. Later 

analysis revealed that slopes are mostly the effect of temperature changes and those 

random vertical lines are the results of some moving loads, most possibly the vehicles. 

If we gradually zoom in by increasing the sample rate, narrowing the data range, and 

picking the starting time very close to the left of the rightmost vertical line, we can get a 

clearer picture. By gradual inspection of the location of the line and changing starting 

point accordingly we finally arrive at a start time of 00:02:42 on 2006-04-15, we get the 

graph shown in Fig-6.3(b). The rightmost and longest vertical straight line in Fig-6.3(a) 

now looks like a spike. Sample rate of the signal block is 1 s and length is 256 points. 

The time duration of this block is 256 seconds. If we increase the rate to 32Hz, data 

plotted graph is shown in Fig 6.3(c). The time duration of this block is 8 seconds. It 

shows clearly that the change of strain over a short period of time is the result a gradually 

(not an impact as appeared in Fig 6.3(a)) changing load. This is the characteristic of a 

load applied on a pier by a heavy vehicle moving on the bridge. 

Based on the observations similar to the one mentioned above, it is apparent that in order 

to study the structural behavior of the bridge we need to analyze it under two conditions, 

1) steady state condition when only small oscillations are observed, and 2) the agitated 

condition as shown in the Fig-6.3(c) in addition to small oscillations. 
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6.3.1 Data block Sampling Scheme 

The data, or in other words signal blocks, are collected for 4 types of analysis. 

1) Steady state strain 

2) Live load strain 

3) Accelometer reading under live load. 

4) Temperature effect on strain 

How data was collected for all cases is briefly described below. 

1) Steady state strain: Fig-6.3 (d) shows a plot of strain in a typical steady state 

condition. It represents the condition when there is no live load such as a heavy 

vehicle on the bridge. Steady state strain at direction 1 of strain gauge 1 of column 

1 was taken for the study in this case. The data blocks are taken for the starting 

time of 00:00 of the 1st day of every month. The sampling rate is 32 Hz and length 

is 256 points. Total number of data blocks is 27. Time duration of all blocks-

steady or live- were taken 8 seconds as passing of a vehicle was never found 

taking more that this time. 

2) Live load strain: Fig-6.3(c) is typical live loaded conditioned time series of strain 

readings. These data block are selected by inspection as explained earlier, and 

shown in Figs-6.3(a), 6.3(b) and 6.3(c). These data block are selected such that 

the peak values are more approximately 6 times more than those at steady state 

conditions as shown in 6.3(c) in S 1 1 C 2 . Correspondingly, nine random data 

blocks which include heavy vehicle loads for each of 7 selected strain readings of 
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CI and 8 of C2 have been taken. Each block has sampling rate of 32 Hz and 

duration of 8 seconds. These strain gauges are: S 1 1 C 1 , S_1_2_C1, S_2_1_C1, 

S_3_1_C1, S_3_2_C1, S_1_1_C2, S_1_2_C2, S_2_1_C1, S_2_2_C2, S_3_1_C2, 

and S_3_2_C2. In addition, for the purpose of statistical modeling, more data has 

been taken (Table-6.1). These data are also used in the pattern comparison 

method. Analysis of these signal blocks can be used in the study of structural 

behavior of the bridge over time under the live loads, as well as to determine if all 

the sensors are working properly, and identify the faulty one, if there is any. The 

magnitude and signs (+/-) may vary among the gauges, but the relative values 

with a reference block of data from a particular channel should not vary 

significantly. 

3) Accelometer reading under live load: The data blocks of accelometer were taken 

at the same time, frequency of sampling and duration of the blocks of live load 

condition. The sampling process is shown in Table-6.1. An example of time series 

is shown in Fig-6.4 

4) Temperature effect on strain: The stain values and temperature at time 00:00 of 

the first day of each month is taken for the analysis. The care was taken that data 

thereby obtained is of strictly steady state conditions. Then linear regression is 

performed on the data of several months to determine the temperature strain 

relation over those months and also over entire period of the observation. 
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6.4 Feature extraction 

The concept of feature extraction is explained in Section 4.2.3. As any data block in this 

study is essentially a time series, time series analysis as explained in Chapter-4 is adopted 

for the purpose of feature extraction, and also residual error determination for the use in 

pattern comparison technique. All data are analyzed as AR(p) process as described in 

Chapter-4. The Variation of AR process is mainly dependent on AR coefficients (h . 
T xj 

Hence, (h is considered as structural degradation feature or damage sensitive feature. 
T xj 

For the calculation of the AR coefficients, Yule-Walker method has been applied. 

Statistical analysis software, ITSM2000 (B&D Enterprises Inc., 2002) was used for the 

time series analysis. Since the AR process is a zero mean method, in order to attain this 

property of the series, the mean value of a data series is subtracted from the data points. 

Every observation is mean corrected before applying the AR process. For the 

determination of the degree of AR, guideline presented in section 4.3.5 is used. For 

example, from plotting of PACF of a typical time series of a strain (in live loaded 

condition) is shown in Fig-6.5. It can be seen that after a lag of 17, no PACF value falls 

out side the critical boundaries as defined in section 4.3.5. Therefore p = 17 can be 

feasible order for the AR process. It is observed that the tentative order of all time series 

for live loaded state falls below 22. For the general consideration a common order of 20 

is used in all analysis. In the case of accelometer, a higher order is needed for the 

analysis. A degree of 27 is in general used here for all accelometer AR processes. 
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6.5 Damage Identification by Statistical Model Development 

Statistical model development has been implemented through appropriate algorithm to 

analyze the distribution of extracted features to determine the damage state of the 

structure. Preference of algorithm used is discussed in the section 4.2.4. 

As no damaged case is known, algorithm for unsupervised technique is used. In this study 

control chart analysis, which is the most commonly used in Statistical Process Control 

technique for Outlier Analysis is used. It is applied to the calculated and selected damage 

sensitive feature as explained in the previous section. When the structure undergoes 

damage or it is weakened, the mean and/or variance of the extracted features should 

change accordingly. 

The signal blocks in Table 6.1 of strains S 1 2 C 1 &S_3_1_C1 and accelometer A_x_l, 

A_y_l and A_z_l are used for creating the pools of features, which are given by the AR 

coefficients. The selected data block include 132 signal blocks for strain, 124 signal 

blocks for horizontal accelerations A x l and A_y_l, and 108 blocks for vertical 

acceleration A_l_z. These data blocks are arranged chronologically. According to Nair 

and Kiremidjian (2006), in the process control analysis, the first three AR coefficients 

give most robust damage indication. In this work, the first four coefficients for the AR 

analysis are considered. The mean and standard deviation of the first quarter of the 

arranged features are taken as basic mean and standard. Here X-bar control charts are 

employed to monitor the changes of the selected feature over time. Subgroup of 4 
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features is considered here. The subgroup size is taken as 4 according to the suggestion of 

Montgomery (1997). The results are presented in Fig-6.6 through Fig-6.21. 

6.6 Damage Identification Approach by Pattern Comparison 

To apply this method several sample data blocks for selected strain and accelometer 

readings are collected. The first block of each series of a particular strain or accelometer 

is considered to be the reference blocks and the remaining blocks are considered to be the 

test data blocks to be used for comparison. The sampling scheme is outlined in the 

section 6.3.1. The output of the analysis is presented the Figs 6.22 through 6.30. 

6.7 Discussion on the results on damage identification 

The following two methods are utilized for structural health monitoring by statistical 

pattern recognition: 1) statistical modeling, and 2) pattern comparison. In this section 

results of both methods are discussed, and relevant explanations are presented. 

6.7.1 Results of Identification by Statistical modeling 

Examining the control charts in Figs 6.6 through 6.9, only 1 outlier of total 132 (0.75%) 

subgroups of the first four AR coefficients of Strain S_1_1_C1 is detected. However 

slight downward tendency of towards of the features is noticeable. From Figs 6.10 

through 6.17 no outlier of total 124 of subgroups of the first four AR coefficients of each 
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of Accelometer A_l_x and A_l_y is noticed. From Figs 6.18 through 6.21, 3 outliers of 

total 108 (2.78%) subgroups of the first four AR coefficients of Accelerometer A_l_z 

have been found. 

In the control charts of accelometer data, there are tendency towards limits is more 

visible towards the end of the period. In a study by Sohn et al (2000) on a concrete 

column in a laboratory environment, at very mild damaged state, statistical modeling 

showed 6.25% and at significant damage 29.17% outliers of total subgroups. Comparing 

their results, we can consider our structure still in a safe condition which is expected for a 

bridge of this age. However the increased tendency of features getting closer to the limits 

at the third or fourth quarters of the chart indicates that the structure is undergoing some 

small degradation towards the end of the monitoring period. 

6.7.2 Results of Identification by pattern comparison method 

The J?-value which indicates the goodness of fit of AR model of reference data block to 

others can be also a good indicator of structural health over time. It is logical that R-

values over time, a particular strain or accelometer should be steady and they should stay 

close to baseline of 1. Upward trend over time indicates degradation. 

From Fig-6.22, graph of if-values for 27 monthly blocks of S_1_1_C1 at steady state 

shows no trend. Same characteristic is noticed in the graphs of 55 successive occurrences, 

31 blocks (1 per day), 39 blocks (1 per 5 days) and 23 blocks (1 per month) of live loaded 

condition of S l l C l in Figs 6-23 through 6.26. 
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There is a noticeable peak value corresponding to the block sequence 30 in Fig-6.23. 

There are 2 possible causes for this: 

1) A heavy vehicle passed over CI such that it produced higher strains in S l l C l 

as compared to the rest of the strain gauges, and its pattern deviated from the 

normal state. 

2) There was another vehicle nearby and the combined effect produced a non-regular 

pattern 

Fig 6.27 and 6.28 show the graph of i?-values of 9 blocks of 7 stains of CI and 8 blocks 

of 8 stains of C2 at 1 block per 4 month over the total monitored time. All 15 strain gauge 

data were taken at same times. No clear trend is present here to. This also indicates that 

all strain gauge meters are working properly. 

For S 4 1 C 2 , a high value at 7-th point is observed. The first cause of anomaly stated 

above may be applicable for this occurrence. Fig-6.29 and 6.30 showing results for 

Accelometer A_l_x, A_l_y and A_l_z do not indicate any visible trend. According to 

the analysis by pattern comparison method, there is no indication that the structure is 

damaged or undergoing abnormal strength degradation. 

6.8 Temperature effect on Strains 

Temperature has significant on the values of strains. Data blocks taken at different 

temperature with similar working conditions should show different values. 
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6.8.1 Need for relation of temperature to strain values 

The AR Process as applied in the previous section to analyze all time blocks of series is a 

zero mean process. Occurrence of such events in real life condition is very rare. 

Subtraction of means from original values not only normalizes the data but also reduces 

the sample mean. As temperature is almost constant for duration of 8 seconds for data 

blocks considered here in the time series analysis, the temperature component in the 

strain or accelerometer readings are canceled out by reduction of the mean from all 

observations and the transformed values represent mostly the structural component. 

However, for other type of analytical processes on the strain data where zero mean 

process or any kind of normalization is not applied, temperature correction is needed 

often to get the actual values of structural components of the data. 

For research enquiry on temperature effect on strain, Strain S1_1_C1 is selected. Fig-6.34 

shows the graph of time vs. strain values of S_1_1_C1 at 1 second interval for 8 hours 

and 20 minutes, starting from time 0:0 on 2006-03-01. The big spikes in the graph are 

effects of live loads due to heavy vehicles passing over the prier to which the strain-

gauge meter of S_1_1_C1 are attached. The continuous small oscillations represent the 

steady state. The general upward trend of the graph towards the right is accounted for 

temperature effect. 

6.8.2 Temperature vs. Strain relationship and comments 

Twenty seven (27) monthly readings of temperature nearest to S 1 1 C 1 are taken at 

time 0:0:0 on the first available day in each month. Linear relationships have been 
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established by considering 1) all 27, 2) the first 10, 3) The next 10 and 4) the last 7 

monthly readings. Fig 6.35 through 6.38 presents the results. It should be noted every 

strain gauge has its unique temperature-strain relationship. 

Though a linear relationship is ideally expected between temperature and strain, the 

graphs produced in Figures 6.35 through 6.37 show that linear regression does not 

represent the accurate trend of the data. However Figures 6.36 and 6.38 show better 

linearity in trend. 

There are some uncertainties involving the structure such as humidity, internal stress 

distribution, etc. These factors may account for deviation from linear relationship, though 

still it is possible to extract temperature strains with moderate accuracy. 

Another reason for scattered behavior of the data is perhaps due to the fact that the 

incidence of sunlight may vary between the column and the sensor, which may cause 

uneven distribution of temperature. 
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Type 
1 
2 
3 
4 

Interval 
Continuous 

1 day 
5 days 

1 month 

Number of data 
54 
25 
38 
23 

Table-6.1: Sample collection for data of strains S 1 2 C 1 , S 3 1 C 1 , Accelometers, 
A_l_x, A_l_y and A l z . 
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Fig 6.1: Portage Creek Bridge, Victoria, British Columbia, Canada 
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Fig-6.2: Portage Creek Bridge Elevation of pier-2 (short columns) with sensor locations. 
(Huffinan et al, 2006) 
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Time Series plotof S_1_1_C1 of 30,000 readings at Is interval 

0 5000 10000 15000 20O0O 25000 30000 
Tvne (seconds) ; 

(a) 

Time Series plot of S _ l _ l _ l of 2 5 6 readings a t I s interval 

100 150 
Tim(seconds) 

(b) 

•g 45.0 

A time series of strain S_1_1_C1 a t Steady State 

50 100 150 200 
Itne (each ink =1/32 s) 

(d) 

Figure 6.3: Time series of strain S 1 1 C 1 : (a) starting at 07:48:57 on 2006-4-14, No. 
of observations =30,000 at 1 second interval; (b): starting at 00:02:42 on 2006-4-15, No. 
of observations =256 at 1 second interval; (c): starting at 00:02:42 on 2006-4-15, No. of 
observations =256 at 1/32 second interval; (d): a steady state time series of strain 
S 1 1 CI 
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Time series of Accelometer A x 1 at live loaded condtion 
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Fig 6.4: An accelometer time series at live loaded condition 
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Fig-6.5: Example of plotting of PACF by ITSM. The figure corresponds to a series of 
S_1_I_C1, live loaded condition after differencing by 1 
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Fig 6.6: Outlier analysis of the first AR Coefficients of Strain readings of S l l C l . 
Pool size=132, Subgroup size = 4. 
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Fig 6.7: Outlier analysis of the second AR Coefficients of Strain readings of S l l C l . 
Pool size=132, Subgroup size = 4. 
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Fig 6.8: Outlier analysis of the third AR Coefficients of Strain readings of S 1 1 C 1 . 
Pool size=132, Subgroup size = 4. 
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Fig 6.9: Outlier analysis of the Fourth AR Coefficients of Strain readings of S l l C l . 
Pool size:=132, Subgroup size = 4. 
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Fig 6.12: Outlier analysis of the third AR Coefficients of Accelometer readings of 
A l x . Pool size=124, Subgroup size = 4. 
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Fig 6.13: Outlier analysis of the Fourth AR Coefficients of Accelometer readings of 
A_l_x. Pool size=124, Subgroup size = 4. 
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Xbar Char t of the F i rs t AR Coef fc ients i f A _ l _ y data 
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Fig 6.14: Outlier analysis of the First AR Coefficients of Accelometer readings of 
A_l_y. Pool size=124, Subgroup size = 4. 

-0.80-

-0.85-

: e -0.90-
m 
0 

2 -0.95-
1 
5 -1.00-

-1.05-

-1.10-

X b a r C h a r t of t h e S e c o n d AR C o e f f i c i e n t s o f A _ l _ y d a t a 

m • 

t An. A A A /V\/\ 
\7 M/Vi l i m T \ 

I 

3 6 9 12 15 18 21 24 27 30 

UCL=-0.8025 

" 

^=-0.9465 

• ,. 

LCL=-1.0905 

Sample 

Fig 6.15: Outlier analysis of the Second AR Coefficients of Accelometer readings of 
A_l_y. Pool size=124, Subgroup size = 4. 
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Fig 6.16: Outlier analysis of the third AR Coefficients of Accelometer readings of 
A_l_y. Pool size=124, Subgroup size = 4. 
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Fig 6.17: Outlier analysis of the Fourth AR Coefficients of Accelometer readings of 
A_l_y. Pool size=124, Subgroup size = 4 
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Xbar Chart of the First AR Coefficients of A _ l _ z 
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Fig 6.18: Outlier analysis of the First AR Coefficients of Accelometer readings of 
A l z . Pool size=108, Subgroup size = 4 

Sa
m

pl
e 

M
ea

n
 

-0.80-

-0.85-

-0.90-

-0.95-

-1.00, 

-1.05-

-1.10-

Xbar C h a r t of the Second Coef f i c ien ts of A _ l _ _z data 

l A 
AK^ A M * / / \ / \ A 1 fv? v V/v v/ ^ I ±* 

• 

/ 
if 

3 6 9 12 15 18 21 24 
Sample 

t 

27 

UCL=-0.7865 

5U-0.9391 

LCL=-1.0916 

Fig 6.19: Outlier analysis of the Second AR Coefficients of Accelometer readings of 
A l z . Pool size=108, Subgroup size = 4 
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Fig 6.20: Outlier analysis of the third AR Coefficients of Accelometer readings of 
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Plotting of R-values of strain S_1_1_C1 at steady state 
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Fig 6.22: J?-values of 27 data blocks of Strain S_1_1_C1 at Steady State Condition 

Plotting of R-values of strain S_1_1_C1 at live loaded state 
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Fig-6.23: Plotting of i?-values of Strain S l l C l for 55 live loaded occurrences on 
continuous scanning. 
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R-values of strain S_1_1_C1 at Live loaded state (1 block per day) 
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Fig-6.24: Plotting of /?-values of 31 daily live loaded condition of Strain S_1_1_C1 at 1 
data block per day. 
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Fig-6.25: Plotting of/f-values of 39 live loaded condition of Strain S 1 1 C 1 on 5 days 
interval 
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Fig-6.26: Plotting of R-values of 23 live loaded conditions of Strain S 1 1 C 1 by 
monthly basis. 
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Fig-6.27: Plotting of R-values 7 selected strains of CI at 9 live loaded conditions taken 
over the monitoring of the bridge 
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Fig-6.28: Plotting of R-values 8 selected strains of C2 at 9 live loaded conditions taken 
over the monitoring of the bridge 
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Fig-6.29: Plotting of i?-values of 37 live loaded conditions of accelometer A_l_x, A_l_y 
and A l z (1 data block per 5days) 
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R-values of A_1_x, A_1_y &A_1_z (1 block/ month) 
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Fig 6.30: Plotting of R -values of 24 live loaded conditions of accelometer A l x , A_l_y 
and A l z (1 data block per month) 
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Chapter 7 

Summary and Conclusions 

7.1 Summary 

The thesis has been organized in two parts: the first part deals with Vibration Based 

Damage Identification (VBDI) techniques by analyzing the dynamic characteristics of 

structures, and the other part is related to damage detection by statistical pattern 

recognition techniques. The work has been summarized in the following sections. 

7.1.1 Vibration based damage identification by modal analysis 

In the first part two structures, the Crowchild Bridge, and a 3D- Space Frame have been 

considered as the test articles. For generating FEM model of the structures and 

implementing the VBDI algorithms, the M-FEM software developed by Bagchi et al. 

(2007) has been used. 

The bridge has been analyzed using its FEM model for different damage levels in the 

central elements of the deck for different damage scenario. Analysis has been performed 

in three conditions: the first, assuming no error in frequency and mode shapes and 

complete mode shapes; the second, assuming no error in frequencies and modes and 

incomplete mode shapes; and the third, assuming 1% error in frequencies and mode 

shapes and incomplete mode shapes. The entire process has been also repeated using 
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measured frequencies. Damage Index Method and Matrix Update Method have been 

utilized as damage detection algorithms. 

The FEM model of the other test article, 3D Space Frame has been developed so that 

analytical frequencies are as close as possible to the measured frequencies. Then this 

model has been applied to detect damage by computer application. Various elements of 

the structure were tested at 50% and 80% simulated damage severity. Scenario includes 

both single and multiple element damage. Analysis was performed in two conditions: the 

first, assuming no error in frequency and mode shapes and complete mode shapes; and 

the second, assuming 2% error in frequencies and 10% error in modes shapes and 

incomplete mode shapes. 

7.1.2 Structural damage detection by statistical method 

The second part of the project involved the application of statistical process to damage 

detection of structure. Portage Creek Bridge in Victoria, BC, Canada has been selected as 

test article. The bridge has been monitored continuously by ISIS Canada Research 

Network (ISIS, 2008) for strain, vibration and temperature of the columns of its two piers 

for last four years. 

Data have been collected following a particular sampling scheme as described in chapter 

6. Strain S 1 1 C 1 and Accelometer A l x , A_l_y and A l z were given the most 

attention. 
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Data blocks have been chosen for mainly two states: steady and live loaded state. Live 

loaded conditions have been scanned by visual inspection of the plotting of raw data. 

Also 6 more strains of CI and 8 strains from C2 have been selected at large time intervals 

for testing the reliability of data S_1_1_C1. First the sampling approach for live loaded 

condition has been continuous, then gradually the interval has been increased to 1 day to 

5 days for 8 months then 1 data block per month was taken until the end of the available 

data period for S l l C l and selected accelometer reading types. 

All data blocks have been processed for the features that are sensitive to damage of the 

structures. For this purpose Auto Regressive model has been adopted for all blocks and 

the coefficients of AR models have been considered the damage sensitive features. Then 

the first four features of all data blocks of a particular measurement type, (for example, 

A_l_x) have been arranged in order of time to make feature pools. Each pool has been 

then analyzed for statistical modeling to classify damage. In this case outlier detection, 

which is appropriate form unsupervised condition, has been unitized. X-bar charts have 

been generated for every feature pool of a measurement type. From the result of X-bars, 

decision has been made of damage condition of the structure. 

Statistical pattern recognition paradigm by pattern comparison: alternative method has 

been applied for damage detection. For comparison purpose, the first block of the series 

has been assigned as reference block for a particular measurement type. Then AR model 

of the reference model has been considered as the reference model. This model has been 
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tested on remaining testing blocks gradually. R (Residual Error Ratio) is considered the 

goodness of the fit of the reference block model to a test block. 

Finally all the i?-values of a particular measurement type have been plotted to see the 

trend and consistency of the structural condition. It is assumed for a healthy structure the 

trend should be horizontal and for damaged one, consistently upward. The slope of the 

curve should indicate the degradation rate. 

7.2 Conclusions 

• The results of the application of Damage Index Method and Matrix Update 

Method on the Crowchild Bridge indicate that both methods are fairly accurate in 

identification of the simulated damage when there is no or negligible amount of 

measurement noise in the frequencies and mode shapes. However, small amount 

of error in frequency and mode shape measurement may affect the accuracy of the 

damage detection. 

• Damage detection scenario is a bit different in the case of the 3D Space Frame. 

Considering the error free modes, in most damage cases the process is able to 

identify the damage. However, in some cases only Damage Index Method is 

successful, whereas in other cases where it fails, the matrix update method seems 

to be successful. Therefore it is apparent that the combined result of two or more 

methods is useful for structural damage detection in practical cases. 
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• When error has been introduced to both frequencies and mode shape vectors, and 

incomplete mode shapes have been used, accuracy of the Matrix Update Method 

reduces. On the other hand, the damage index method produces somewhat better 

results in several damage cases. 

• Apparently, the accuracy of the structural diagnosis by vibration-based damage 

detection algorithms such as Matrix Update Method and Damage Index Method 

seems to depend greatly on the following two factors: 1) accuracy of 

determination of frequencies and modal parameters, and 2) closeness of the 

numerical or FEM model to the real structure. The process demands fairly 

accurate measurement of modal parameters and determination of geometric and 

material properties of the structural members and their connectivity and support 

conditions as closely as possible. 

• There are small discrepancies of measured and analytical frequencies in the finite 

elements models developed. Given the change of frequencies are not so sensitive 

to damage unless it is severe, these models still work fairly in error induced 

modes and incomplete mode shapes in the diagnosis of the structures, especially 

the Crowchild Bridge. 

• Despite some lack of accuracy in of proposed VBDI methods in the cases of 

measurement error in frequency and mode shapes, they can still be very useful in 

detection of damage. In error induced cases, they can still indicate the possible 
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damage region if they cannot identify the exact elements. This information can be 

useful for other NDE methods. The results from various methods can be taken 

together to remove false positive results and improve the accuracy of VBDI 

methods. Also hybrid methods by combining VBDI and other methods such as 

statistical methods can provide promising improvement in diagnosis. 

• Structural damage detection by statistical pattern recognition methods has been 

applied on the Portage Creek Bridge, Canada. From the source database, some 

measurement types have been selected for the experimentation. The AR process 

has been applied from derived data blocks to extract the AR coefficients which 

are then statistically modeled for damage classification by X-bars. From the X-

bars of strain and vibration readings, percentages of outliers found are not so high 

to indicate any damage in the structure or prominent structural degradation, if any. 

However, a few cases suggest that the structure may be getting slightly degraded 

towards the end of the period considered, though it is still adequately safe. 

• As an alternative approach, the pattern comparison method, based on fitting of the 

reference models to test blocks has been performed. Computed i?-values that 

represent the goodness of fit do not show any trend or consistent discrepancies to 

indicate any damage in the structure. The sensors are also found to function 

properly by this method. Considering the age of the bridge there should not be 

any degradation too. The results of this method and the previous one have 

confirmed the structural health of the bridge to be at good state. 
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7.3 Recommendations on future research work 

1) Since very low measurement error in modes shapes and frequencies can be 

allowed for the VBDI methods to work well, high accuracy is required in 

determining the modal parameters, which may not always be achievable. The 

other damage detection methods listed in Section- 3.4 should be tested. It is 

possible that fairly accurate diagnosis can be obtained even assuming higher 

percentages of error if combined results of several methods are considered 

together. By developing some screening process it can be possible to narrow 

down the number of possible candidates of damaged elements in the case of 

obscured diagnosis outputs. 

2) The statistical pattern recognition method proposed here is found to be a good 

technique for classification of patterns of any sort. The recognition paradigms can 

be used on the output result by damage index or matrix update method as well. 

This technique should be useful in identifying structural damage more accurately 

from obscured outputs as compared to other algorithms. 

3) The process of damage detection by statistical methods can be performed by 

entirely automated system without intermediate manual intervention. It can 

greatly save time, money and increase accuracy. This can be done by developing 

and integrating software tools for data acquisition and cleansing, scanning the 

entire data for relevant and interesting features, then performing feature extraction 

and modeling for damage classification and finally making the decision. Entire 
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system can be integrated through a computer network with the implementation of 

the applications on it. A research on integrated automated statistical pattern 

recognition system is a possible scope for future research. 

4) In this work only unsupervised damage classification has been used since patterns 

of known damaged state are not available. By developing and applying a realistic 

FEM of the structure and appropriate programs, it is possible to generate patterns 

of strain and vibration data for various damage cases by computer simulation. 

These patters can be used as defined classes which can be used to develop 

supervised pattern recognition for the actual structure. 
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Appendix A 

A.l Graphical output of VBDI case study on the Crowchild Bridge 
In Appendix A, figures showing the graphical output by Damage Index and Matrix 
Update methods applied on the Crowchild Bridge are presented. The cases are defined in 
section 5.4.2. 
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Appendix B 
B.l Graphical output of VBDI case study on the 3D Space Frame 
In Appendix B, figures showing the graphical output by Damage Index and Matrix 
Update methods applied on the 3D Space Frame are presented. The cases are defined in 
the section 5.5.2 and damage cases with element connectivity are shown in Table 5.5. 
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