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ABSTRACT

Performance Enhancements in Next Generation Multi-Service Broadband Ring Networks

Charlie Kawwas, PhD
Concordia University, 2007

Multi-service broadband networks are forming the basis of a converged service and transport infrastructure. These next generation networks use the Internet Protocol (IP) and Multi-Protocol Label Switching (MPLS) to deliver service and network convergence. The dominant topology, especially in the Edge and Core of such networks, is the ring. Resilient Packet Ring (RPR) has emerged as a key technology and IEEE standard (IEEE 802.17) in delivering Edge and Core transport convergence enabling high utilization, resiliency and fairness. However, the current standard has several drawbacks such as slow convergence, severe oscillation, inefficient utilization of the dual-ring and inconsistent class of service handling. We examine multiple classes of IP services in the Edge and Core networks connected over ring topologies and review the pros and cons of RPR versus alternative solutions. We devise a new technique to increase the performance of RPR and optimize the use of the dual-ring bandwidth while distinguishing between various classes of service. We refer to this technique as Flow-based Priority Distribution (FPD); we take into account the total bandwidth available on both counter-rotating rings, and allocate flow bandwidth based on availability, cost and traffic prioritization. We also introduce a new transit buffer design, referred to as 3-TB design, which provides consistent service differentiation across the network. We analyze the performance of our techniques, and compare the results with current and recent techniques in the RPR research. We recommend the combination of FPD and 3-TB by Service Providers for evolving their networks to a packet-based infrastructure and delivering new IP-based services.
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</tr>
<tr>
<td>HOL</td>
<td>Head-Of-Line</td>
</tr>
<tr>
<td>HS IA</td>
<td>High-Speed Internet Access</td>
</tr>
<tr>
<td>HSDPA</td>
<td>High-Speed Download Packet Access</td>
</tr>
<tr>
<td>I/F</td>
<td>Interface</td>
</tr>
<tr>
<td>I-LER</td>
<td>Ingress-Label Edge Router</td>
</tr>
<tr>
<td>IA</td>
<td>Ingress Aggregate</td>
</tr>
<tr>
<td>ICMP</td>
<td>Internet Control Message Protocol</td>
</tr>
<tr>
<td>IDC</td>
<td>Index of Dispersion for Counts</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>IGMP</td>
<td>Internet Group Management Protocol</td>
</tr>
<tr>
<td>IGP</td>
<td>Interior Gateway Protocol</td>
</tr>
<tr>
<td>IHL</td>
<td>IPv4 Header Fields</td>
</tr>
<tr>
<td>ILM</td>
<td>Incoming Label Map</td>
</tr>
<tr>
<td>iid</td>
<td>Independent and Identically Distributed</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>IntServ</td>
<td>Integrated Services</td>
</tr>
<tr>
<td>IP</td>
<td>Internet Protocol</td>
</tr>
<tr>
<td>IP PSN</td>
<td>Internet Protocol Packet Switched Network</td>
</tr>
<tr>
<td>IPP</td>
<td>Interrupted Poisson Process</td>
</tr>
<tr>
<td>IPTV</td>
<td>Internet Protocol Television</td>
</tr>
<tr>
<td>ISO</td>
<td>International Organization for Standardization</td>
</tr>
<tr>
<td>ITU</td>
<td>International Telecommunication Union</td>
</tr>
<tr>
<td>L2/3 Switch</td>
<td>Layer 2 and Layer 3 Switch</td>
</tr>
<tr>
<td>LAN</td>
<td>Local Area Network</td>
</tr>
<tr>
<td>LCFA</td>
<td>Low Complexity Fairness Algorithm</td>
</tr>
<tr>
<td>LCP</td>
<td>Lowest Cost Path</td>
</tr>
<tr>
<td>LDP</td>
<td>Label Distribution Protocol</td>
</tr>
<tr>
<td>LER</td>
<td>Label Edge Router</td>
</tr>
<tr>
<td>LRD</td>
<td>Long-Range Dependent model</td>
</tr>
<tr>
<td>LSP</td>
<td>Label Switched Path</td>
</tr>
<tr>
<td>LSR</td>
<td>Label Switching Router</td>
</tr>
<tr>
<td>MAC</td>
<td>Media Access Control</td>
</tr>
<tr>
<td>MAN</td>
<td>Metropolitan Area Network</td>
</tr>
<tr>
<td>Mbps</td>
<td>Megabits per second</td>
</tr>
<tr>
<td>MEF</td>
<td>Metro Ethernet Forum</td>
</tr>
<tr>
<td>MC</td>
<td>Markov Chain</td>
</tr>
<tr>
<td>MM</td>
<td>Markov Modulated</td>
</tr>
<tr>
<td>MMDP</td>
<td>Markov Modulated Deterministic Process</td>
</tr>
<tr>
<td>MMPP</td>
<td>Markov Modulated Poisson Process</td>
</tr>
<tr>
<td>MMS</td>
<td>Multimedia Messaging Service</td>
</tr>
<tr>
<td>MOSPF</td>
<td>Multicast Open Shortest Path First</td>
</tr>
<tr>
<td>MPEG</td>
<td>Motion Picture Experts Group</td>
</tr>
<tr>
<td>MPLS</td>
<td>Multi-Protocol Label Switching</td>
</tr>
<tr>
<td>MPLS-TE</td>
<td>Multi-Protocol Label Switching – Traffic Engineering</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>MR</td>
<td>Minimum Rate</td>
</tr>
<tr>
<td>ms</td>
<td>Milli-second</td>
</tr>
<tr>
<td>MTB</td>
<td>Mono Transit Buffer</td>
</tr>
<tr>
<td>NHLFE</td>
<td>Next Hop Label Forwarding Entries</td>
</tr>
<tr>
<td>NP</td>
<td>Network Processor</td>
</tr>
<tr>
<td>NTT</td>
<td>Nippon Telegraph and Telephone</td>
</tr>
<tr>
<td>OAM</td>
<td>Operations, Administration and Management</td>
</tr>
<tr>
<td>OL</td>
<td>Over-Load</td>
</tr>
<tr>
<td>OSI</td>
<td>Open System Interconnection</td>
</tr>
<tr>
<td>OSPF</td>
<td>Open Shortest Path First protocol</td>
</tr>
<tr>
<td>PCM</td>
<td>Pulse Coded Modulation</td>
</tr>
<tr>
<td>PCP</td>
<td>Priority-based Congestion Prevention</td>
</tr>
<tr>
<td>PD</td>
<td>Proportional Derivative</td>
</tr>
<tr>
<td>PDA</td>
<td>Packet Delay Analysis tool</td>
</tr>
<tr>
<td>PDH</td>
<td>Plesiochronous Digital Hierarchy</td>
</tr>
<tr>
<td>PDU</td>
<td>Protocol Data Unit</td>
</tr>
<tr>
<td>PE</td>
<td>Provider Edge</td>
</tr>
<tr>
<td>PHB</td>
<td>Per Hop Behavior</td>
</tr>
<tr>
<td>PHY</td>
<td>Physical media</td>
</tr>
<tr>
<td>PIM</td>
<td>Protocol Independent Multicast</td>
</tr>
<tr>
<td>PIM-DM</td>
<td>Protocol Independent Multicast – Dense Mode</td>
</tr>
<tr>
<td>PIM-SM</td>
<td>Protocol Independent Multicast – Sparse Mode</td>
</tr>
<tr>
<td>PLR</td>
<td>Point of Local Repair</td>
</tr>
<tr>
<td>PLP</td>
<td>Packet Loss Probability</td>
</tr>
<tr>
<td>PMPP</td>
<td>Pareto Modulated Poisson Process</td>
</tr>
<tr>
<td>PON</td>
<td>Passive Optical Network</td>
</tr>
<tr>
<td>PPP</td>
<td>Point-to-Point Protocol</td>
</tr>
<tr>
<td>pps</td>
<td>Packets per second</td>
</tr>
<tr>
<td>PSN</td>
<td>Packet Switched Network</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>PSTN</td>
<td>Public Switched Telephone Network</td>
</tr>
<tr>
<td>PT</td>
<td>Protocol Type</td>
</tr>
<tr>
<td>PTQ</td>
<td>Primary Transit Queue</td>
</tr>
<tr>
<td>PW</td>
<td>Pseudo-Wire</td>
</tr>
<tr>
<td>PWE3</td>
<td>Pseudo-Wire Emulation Edge to Edge</td>
</tr>
<tr>
<td>QoS</td>
<td>Quality of Service</td>
</tr>
<tr>
<td>RG</td>
<td>Residential Gateway</td>
</tr>
<tr>
<td>RFC</td>
<td>Request For Comments</td>
</tr>
<tr>
<td>RIAS</td>
<td>Ring Ingress Aggregated with Spatial Reuse</td>
</tr>
<tr>
<td>RIP</td>
<td>Routing Information Protocol</td>
</tr>
<tr>
<td>RPR</td>
<td>Resilient Packet Ring</td>
</tr>
<tr>
<td>RSVP</td>
<td>Resource ReSerVation Protocol</td>
</tr>
<tr>
<td>RSVP-TE</td>
<td>Resource ReSerVation Protocol – Traffic Engineering</td>
</tr>
<tr>
<td>RTP</td>
<td>Real-Time Protocol</td>
</tr>
<tr>
<td>RV</td>
<td>Random Variable</td>
</tr>
<tr>
<td>SBC</td>
<td>Southwestern Bell Corporation</td>
</tr>
<tr>
<td>SDU</td>
<td>Service Data Unit</td>
</tr>
<tr>
<td>SIP</td>
<td>Session Initiation Protocol</td>
</tr>
<tr>
<td>SLA</td>
<td>Service Level Agreement</td>
</tr>
<tr>
<td>SMS</td>
<td>Short Message Service</td>
</tr>
<tr>
<td>SMTP</td>
<td>Simple Mail Transfer Protocol</td>
</tr>
<tr>
<td>SNMP</td>
<td>Simple Network Management Protocol</td>
</tr>
<tr>
<td>SONET/SDH</td>
<td>Synchronous Optical NETwork / Synchronous Digital Hierarchy</td>
</tr>
<tr>
<td>SP</td>
<td>Service Provider</td>
</tr>
<tr>
<td>SPP</td>
<td>Switched Poisson Process</td>
</tr>
<tr>
<td>SRD</td>
<td>Short-Range Dependent model</td>
</tr>
<tr>
<td>STB</td>
<td>Set-Top Box</td>
</tr>
<tr>
<td>STQ</td>
<td>Secondary Transit Queue</td>
</tr>
<tr>
<td>TB</td>
<td>Transit Buffer</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>TCP</td>
<td>Transmission Control Protocol</td>
</tr>
<tr>
<td>TFTP</td>
<td>Trivial File Transfer Protocol</td>
</tr>
<tr>
<td>TE</td>
<td>Traffic Engineering</td>
</tr>
<tr>
<td>TELNET</td>
<td>TELetype NETwork</td>
</tr>
<tr>
<td>TES</td>
<td>Transform Expand Sample model</td>
</tr>
<tr>
<td>ToS</td>
<td>Type of Service</td>
</tr>
<tr>
<td>TTL</td>
<td>Time To Live</td>
</tr>
<tr>
<td>TTQ</td>
<td>Tertiary Transit Buffer</td>
</tr>
<tr>
<td>UDP</td>
<td>User Datagram Protocol</td>
</tr>
<tr>
<td>UL</td>
<td>Under-Load</td>
</tr>
<tr>
<td>VBR</td>
<td>Variable Bit Rate</td>
</tr>
<tr>
<td>VDQ</td>
<td>Virtual Destination Queue</td>
</tr>
<tr>
<td>VDSL</td>
<td>Very high bit-rate Digital Subscriber Line</td>
</tr>
<tr>
<td>Ver (or v)</td>
<td>Version</td>
</tr>
<tr>
<td>VLAN</td>
<td>Virtual Local Area Network</td>
</tr>
<tr>
<td>VoD</td>
<td>Video on Demand</td>
</tr>
<tr>
<td>VoIP</td>
<td>Voice over IP</td>
</tr>
<tr>
<td>VLAN</td>
<td>Virtual Local Area Network</td>
</tr>
<tr>
<td>VSQ</td>
<td>Virtual Source Queuing</td>
</tr>
<tr>
<td>WAN</td>
<td>Wide Area Network</td>
</tr>
<tr>
<td>WAP</td>
<td>Wireless Application Protocol</td>
</tr>
<tr>
<td>Wi</td>
<td>Wireless</td>
</tr>
<tr>
<td>WiMAX</td>
<td>Worldwide Interoperability for Microwave Access</td>
</tr>
<tr>
<td>XDR</td>
<td>eXternal Data Representation</td>
</tr>
<tr>
<td>μs</td>
<td>Micro-seconds</td>
</tr>
</tbody>
</table>
CHAPTER 1 - Introduction

1.1 Multi-Service Broadband Networks

The Internet is rapidly evolving into a vital part of our lives both for consumers and businesses. In fact, the Internet is becoming more crucial to the business community than the telephone network [1]. As new services and applications evolve leveraging the Internet infrastructure and protocols, Service Providers (SP's) are struggling to deliver such services and requirements. This is becoming more challenging as they are attempting to maintain their existing infrastructure and services. Figure 1-1 illustrates a high-level architecture of an SP's network [2].

![Service Provider's Network Architecture](image)

Figure 1-1: Service Provider's Network Architecture

1.1.1 Challenges in Broadband Networks

The introduction of new services based on IP, such as Voice over IP, IP TV and Video Streaming, etc., delivered over multi-service broadband networks requires significant changes to the architecture and implementation of current broadband networks. These modifications include key capabilities such as multicast, QoS, security, authentication, service identification, availability and scalability.
A key challenge is to provide the required capabilities for these services and applications to meet their service level agreements. However, the challenge becomes significantly tougher as the SP’s need to maintain the circuit-based revenue-generating legacy services while evolving the network to the new packet-based services. Hence, new technologies and techniques that can deliver today’s circuit-based services and provide a migration path to the next generation packet-based services are regarded as the foundation for broadband convergence.

1.1.2 Broadband Convergence

There are multiple levels of convergence in the Service Provider (SP) network, namely: Service, Network Connectivity and Protocol, as shown in Figure 1-2. It is clear that IP has won the networked desktop; hence, convergence at the service level is achieved via IP to carry Voice, Video and Data services. At the Network Connectivity and Protocol levels, we need to consider separately the Core, Edge and Access portions of the network. For the Core, MPLS over an Optical infrastructure has emerged as the key technology to deliver convergence for IP, ATM and FR broadband services [2, 3].

This is not the case in the rest of the network, as many technologies continue to provide valid options for Network Connectivity today, such as SONET/SDH, DWDM and Ethernet in the Edge. Two options are emerging as valid for Network Connectivity convergence in the Edge, a pure multi-service packet play based on an Ethernet Layer 2 across the network, and Resilient Packet Ring (RPR) in the Edge and Core of the network. The first option is based on Ethernet only approach and other services are emulated. The second option is a multi-service circuit and packet Network Connectivity, where RPR and Generic Framing Protocol (GFP) are used to transport packet traffic over existing circuit-based infrastructure [4]. Protocol encapsulation and convergence are emerging across both options with Pseudo-wire Emulation Edge to Edge (PWE3) as the Service Provider protocol of choice. PWE3 enables Service Providers to deliver multiple services across a common Packet Switched Network (PSN), each as emulation in a tunnel over an IP PSN [5].
In the Access part of the network, Network and Protocol convergence is more challenging. PDH, DSL, PON, 802.11, HSDPA, etc., are excellent candidates for Network Connectivity. We expect to have these technologies play and evolve for capital cost, operational costs and regulatory constraints. As for the Network Protocol, ATM is migrating to Ethernet with potential evolution to MPLS & PWE3. We expect the Network Protocol to converge across the network to PWE3 with a converged PSN, while Network Connectivity to remain specific in the Access due to various network, cost and topology constraints.

1.2 Recent Research and Motivation

The dominant topology in the Edge and Core segments of the network is a ring, as shown in Figure 1-2. Typically, in metro networks, fiber is physically laid down in ring configurations. A key reason is resiliency and fault tolerance, i.e. network connectivity is maintained to all nodes even with any single link failure. Moreover, rings have lower deployment costs as opposed to mesh or star topologies [6].
RPR is an IEEE 802.17 standard, which has been defined recently to deliver high bandwidth utilization, differentiated Classes of Service (CoS) and fairness. It plays a key role in enabling broadband convergence especially in the Edge and the Core of the network. However, RPR has several drawbacks [7]:

(a) The slow convergence of the fairness algorithm
(b) Permanent oscillations of the fairness algorithm
(c) Long ring access delay
(d) Total (i.e. dual-ring) bandwidth inefficient utilization, and
(e) Inconsistent class of service traffic handling.

The first three items have been researched quite extensively in the past four years with proposed enhancements and solutions. Drawbacks (a) and (b) are related to the RPR fairness algorithm. In [8], a new bandwidth allocation scheme, Adaptation Bandwidth Allocation (ABA), addressed the oscillation and performance issues in RPR. In [9], the RPR performance deficiencies of fair rate estimates and their distribution on the ring were discussed, and a scheme for improvement was proposed. In [6], a new scheme called Distributed Virtual-time Scheduling in Rings (DVSR) proposed a simple lower bound on temporally and spatially aggregated virtual time. Another research focused on providing a fair medium sharing using an access control scheme called Virtual Source Queueing (VSQ) [10]. In [11], this research attempted to address the fairness algorithm by estimating the number of unbounded flows in each link. Also, research [12] addressed the fairness limitations using a scheme called Low Complexity Fairness Algorithm (LCFA).

Drawback (c) is another key area of research in RPR focused on delay performance around the ring. In [13], analytical approximation of the average packet delay is presented for two CoS. A follow on to this research is in [14] which models the incoming traffic with three classes of services as opposed to only high and low priorities. This is obviously closer to the RPR CoS standard; nevertheless, it does not capture the subclass CoS support. Recent contributions to the delay analysis and its steady state bound for RPR single TB design are
discussed in [15]. A follow on research focused on simulating access delay for bursty
traffic such as streaming video and interactive on-line gaming was published [16]. Lastly,
ingress access delay bound was proven analytically under steady state [17]. This approach
demonstrates that the delay does not depend on the ring size; hence, it is a scalable solution
for the MAN/WAN applications.

Limitations (d) and (e) have not been resolved yet. Resolving these unaddressed
drawbacks is critical to the success of RPR as a key technology to meet the requirements
for SP convergence in next generation multi-service broadband networks. Our research is
focused on addressing these two items with our new and proposed techniques in way that is
as compatible as possible with the current methods and operations of SP's.

1.3 Research Objectives and Thesis Contributions

1.3.1 Research Objectives

Bandwidth efficiency and service differentiation are fundamental elements to any SP.
Addressing limitations (d) and (e), discussed above, is a must for SP's to adopt RPR and
make it a key building block in delivering convergence while leveraging the current
infrastructure and operations. Hence, we target our research at addressing drawbacks (d)
and (e) with new techniques that can be adopted and deployed by SP's. The objectives and
key steps of our research are summarized below:

(i) Illustrate using simulation techniques current ring utilization inefficiency
(ii) Introduce a new algorithm that increases dual-ring utilization and a per flow basis
(iii) Simulate the new algorithm and compare it to current RPR techniques
(iv) Analyze packet delay for all RPR classes and subclasses (vs. only 2 or 3 CoS)
(v) Derive packet delay for the new algorithm and compare results to item (iv)
(vi) Demonstrate current Transit Buffer designs cannot differentiate between RPR CoS
(vii) Propose a new Transit Buffer design which addresses item (vi)
(viii) Extend packet delay analysis in item (v) to support our new Transit Buffer design
(ix) Compare results of our new design to existing designs.

Finally, we also consider how our proposed techniques can be adopted by SP’s and highlight what drawbacks they might bring. We also propose recommendation to ensure that such cases are either avoided or addressed.

1.3.2 Thesis Contributions

The first contribution of our research is a new RPR algorithm that addresses RPR limitation (d). Our algorithm is called Flow-based Priority Distribution (FPD), which enables higher utilization on both RPR ringlets while respecting CoS requirement per flow [18].

A second contribution is our delay performance analysis on all RPR classes and subclasses of service and control traffic (vs. only 2 or 3 RPR CoS). We derived the packet delay for RPR and our proposed algorithm FPD while considering all supported CoS [19].

Third, we proposed a new Transit Buffer (TB) design called 3-TB, which addresses limitation (e). We demonstrated the advantage of our design by extending our performance analysis to cover 3-TB design and comparing it to the existing designs.

Lastly, we also proposed a list of recommendations to network equipment vendors and service providers by combining our new techniques and using them within existing infrastructure and operations.

1.4 Thesis Summary

In this thesis, the present chapter provides an overview of SP’s broadband networks architecture and capabilities needed to deliver convergence. We discuss our research motivation and highlight current RPR limitations. We list recent research that addressed some of these limitations. Then, we list our research objectives and discuss our contributions. Finally, we provide a summary of our thesis.
Chapter 2 describes how present networks should migrate to next-generation networks to deliver service and network convergence. Then, we provide a detailed review of IP and MPLS protocols, as well as the key service parameters and benefits to SP’s. In addition, we discuss SP network topologies and how RPR can enable a multi-service transport solution. Finally, we review the RPR architecture and key protocols required to deliver this convergence.

The service and traffic models are detailed in Chapter 3. We discuss the various source models and their applicability per service. We also provide a detailed review of traffic modeling and ring performance research. We highlight how the unresolved RPR drawbacks impact SP’s from seamlessly migrating to a converged infrastructure. This leads us to our new proposed algorithm that addresses such drawbacks.

In Chapter 4, we describe our proposed scheme called Flow-based Priority Distribution (FPD). We discuss the traffic and network model assumptions. Then, we demonstrate the performance improvement obtained using our method by presenting our simulation results. This performance increase is obtained at the expense of packet delay. We derive the packet delay and compare the analysis of RPR vs. FPD for various TB designs.

We discuss the end-to-end inconsistent CoS handling of the current RPR designs in Chapter 5. To address this drawback, we propose a new design, called 3-TB. We analyze packet delay for our new design. We demonstrate through our results the advantage of our proposed scheme in differentiating among the main classes of services proposed by RPR.

Finally, we summarize our research and outline the conclusion of our work in Chapter 6. We also propose several avenues to expand our work and provide additional enhancements.
CHAPTER 2 - Services, Protocols & Architecture of Broadband Networks

2.1 Evolution or Revolution of Broadband Networks?

As the demand for new IP-based services increases and the competitive pressure on Service Providers mounts, it is critical to avoid multiple overlaid service-specific networks. As a result, service providers focus on constructing a converged and efficient multi-service broadband network to deliver on such requirements. In addition, one of the key challenges in building such a network is the maintenance and operations required, which typically represents over 80% of the cost of the network. Consequently, it is imperative to create a network that satisfies existing and new services. More importantly, such a network should have the right building blocks to support a low cost yet scalable operational model. This conclusion has been publicly endorsed by major SP’s such as AT&T/SBC, British Telecom, Bell Canada, Verizon, NTT and many others.

In order to deliver on the requirements for multi-service broadband networks, key technologies have been adopted across the industry and in the research community. As discussed in subsection 1.1.2, IP is the cornerstone for the new services. Across the network, PWE and MPLS are the key protocols of choice to deliver network transport convergence. At the Edge of the network, both Ethernet and GFP are key and valid options for connectivity. While in the Access, various access technologies will continue to be applied and used. At Layer 2, a strong migration from ATM to Ethernet/MPLS has started, which is forming the basis of a consistent end-to-end Control Plane.

This adoption of new key technologies across the network results in significant changes to the architecture and implementation of the current broadband networks. These modifications include key capabilities such as multicast, QoS, security, authentication, service identification, availability and scalability. Hence, we will see an evolution of today’s infrastructure but with revolutionary technologies to deliver the required capabilities and build the new multi-service broadband network.
2.2 The Internet Protocol and Next Generation Services

The Internet Protocol (IP) is the most popular protocol in the telecom industry. It is the base protocol of the Internet and the nucleus of new services such as VoIP and VoD. IP is a Network Layer Protocol corresponding to Layer 3 in the OSI protocol stack, as shown in Figure 2-1. It is a connectionless protocol, which defines a basic unit of data transfer called “packet” or “datagram” used through the inter-network, choosing a path over which the data is sent. It is defined in RFC791 to provide addressing and fragmentation [20].
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Figure 2-1: OSI Model and TCP/IP Protocol Suite

It has the responsibility of forwarding packets across all the interfaces that make up an inter-network. Therefore, the network layer specification covers both packet forwarding, as well as host addressing and protocols required to deliver diagnostic information about the inter-network. The datagram consists of a header and a data area. The first field in the header is the Version field which describes the version of the Internet Protocol used, hence the format for the rest of the header. There are two key versions of IP: v4 and v6. Figure 2-2 illustrates the format of these two versions of IP [20, 21].

2.2.1 IPv4 and IPv6

IPv4 has been around for over two decades. As new applications and services are introduced, and the number of hosts and the size of the inter-networks significantly grows
with the Internet, it became evident that a newer version of IP is required. IPv6 (RFC2460) [22] was designed as the successor of IPv4 (RFC791) [20]. The key enhancements are:

- **Expanded addressing:** IPv6 increases the address size from 32 to 128 bits in order to support more levels of addressing hierarchy, a much greater number of addressable hosts and simpler auto-configuration of addresses.

- **Header format efficiency:** some IPv4 header fields have been dropped or made optional, to reduce the packet processing cost and to enable the IPv6 header to be used in a bandwidth efficient way.

- **Enhanced options support:** changes in the way IP header options are encoded allows for more efficient forwarding, less stringent limits on the length, and greater flexibility for future options.

- **Flow labeling:** a new capability is added to enable the labeling of packets belonging to particular traffic "flows" for which the sender requests special handling, such as "real-time" service.

- **Authentication and privacy:** IPv6 introduced extensions to support authentication, data integrity, and (optional) data confidentiality.

![IPv4 and IPv6 Packet Headers](image-url)
2.2.2 Routing Protocols

In a packet switched network (PSN), routing refers to the process of choosing a path to deliver packets, and router refers to any node making such a decision. It is important to understand that IP routing does not alter the original PDU; instead it consists of deciding where to send a datagram based on its IP address and header. A large IP inter-network, such as the Internet, is organized into Autonomous Systems (AS). Each AS consists of a collection of routers under the control of a single administrative entity. Typically, the collection of AS’s are organized in a hierarchical fashion. In order to provide the IP routing functions, routers need to exchange routing information within and between AS’s. Several key protocols developed for the IP layer will be discussed below. We focused here on IPv4, but equivalent submissions also exist for IPv6:

- **Internet Control Message Protocol (ICMP) RFC792**: is an integral and required part of IP that allows hosts to find routers attached to their segments and provides certain diagnostic capabilities to the hosts when the routers are not able to deliver packets to their destinations. Two of the most frequently used messages are ICMP echo request and echo reply [23].

- **Interior Gateway Protocols (IGP)**: are used to exchange routing information within an AS. An IGP has to efficiently calculate routes and be able to quickly recalculate when changes happen in the network. There are two types of IGPs. The first type is based on the distance vector algorithm, such as Routing Information Protocol (RIP) RFC1058 and RFC2453, also known by routed from the 4BSD UNIX system, which is simple. Yet, it can be slow to converge under certain network failures. The second type is based on link-state algorithms, which are generally considered to have good convergence properties and employ a replicated distributed database approach, such as Open Shortest Path First Protocol RFC2328 [24, 25, 26].

- **Exterior Gateway Protocols (EGP)**: are used to exchange routing information between AS’s, express particular routing polices and aggregate routing information.
The first EGP was simply called Exterior Gateway Protocol and did a poor job of loop detection and forced a strict hierarchy of AS’s. *Broader Gateway Protocol 4* (BGP-4) RFC1771 replaced it, as it allowed AS’s to be organized without a strict hierarchy. The primary function of a BGP system is to exchange network reachability information with other BGP systems. It is used between SPs [27].

- **Multicast Routing Protocols**: services and connections which require transmitting data to many (not all) receivers require multicast capability. Video distribution is one prime driver for IP multicast support. An integral part of IP is Internet Group Management Protocol (IGMP) RFC2236 which handles multicast group membership requests and forwards multicast traffic on its attached subnets [28].

- **Distance-Vector Multicast Routing Protocol (DVMRP)**: is defined in RFC1075 which constructs source-based multicast delivery trees using Reverse-Path Multicasting (RPM) algorithm. DVMRP was derived from RIP with a major difference of calculating the previous hop toward a source as opposed to next hop towards a destination [29].

- **Multicast Extensions to Open Shortest Path First (MOSPF)**: a popular multicast protocol specified in RFC 1584, which is a link-state routing protocol with better and fast convergence properties than distance-vector algorithms. MOSPF interoperates with OSPF and can be used to forward both unicast and multicast. It also leverages the flexible-path metrics of OSPF to support QoS and cost-based routing. Some of its drawbacks are its lack of tunneling support, not being well suited for sparse topologies and being a computationally intensive routing protocol [30].

- **Protocol-Independent Multicast (PIM)**: consists of two protocols – Dense Mode (PIM-DM) and Sparse-Mode (PIM-SM). PIM-DM is designed for an environment where group members are densely packed and bandwidth is available. PIM-DM is defined in RFC 3973 in the IETF [31]. While PIM-SM is optimized for
environments where group members are distributed across many regions of the inter-network and bandwidth might not be abundant. PIM-SM is defined in RFC4601 [32].

2.2.3 IP-based Services

New IP-based services are becoming increasingly more popular with consumers, businesses and Service Providers. Such services and their respective network topologies receive increased attention from the research community. They not only offer significantly better experience, new and enhanced features as well as flexibility; but equally important, they provide a convergence mechanism to deliver on the promise of operational and capital cost savings [33].

The top next generation services are VoIP, High-Speed Internet Access with security and Digital TV (IPTV with both Standard and High Definition TV). Figure 2-3 illustrates a next generation multi-service broadband network. The diagram demonstrates the need for various connectivity protocols at Layer 1 and 2 across the network. At the consumer or business premises, IP/Ethernet is a given. In this example, we use VDSL2 as access connectivity to the first Central Office (CO). Then, we move into the Edge of the network with GbE over Generic Framing Protocol (GFP), where such IP based services are handled, delivered or transported to the Core.

In order to deliver these services appropriately, the IP protocols that we cover in this section are fundamental. Consider the Digital Video Broadcast and Video on Demand services (IPTV), IP and IGMP are absolutely critical to deliver digital TV broadcast and Video on Demand (VoD) across such a network. However, these services must be delivered reliably across the entire network. In addition, as the number of subscribers and coverage increases, it becomes increasingly more important to have a scalable network that can guarantee a minimum availability and be easily managed with a common Control Plane. These requirements are the premises of what Service Providers are counting on for IP/MPLS and RPR to enable across the network.
2.3 MPLS Protocol and Service Requirements

Key challenges in traditional IP networks are the bottleneck in the IP header processing and next-hop determination. A key mechanism to address this issue is cut-through switching which maps Layer 3 paths into Layer 2 circuits, allowing next-hop lookup in hardware. One of the proposals to deliver on this promise is Multi-Protocol Label Switching (MPLS) which is being touted as the technology that will enhance speed, scalability and service-provisioning in any network layer protocol [1].

MPLS is specified by RFC 3031 to address such challenges by assigning a particular packet to a certain Forwarding Equivalency Class (FEC) only once, as the packet enters the network. This is accomplished by encoding the FEC into a fixed-length value called the “label” which is used to eliminate any further header analysis by subsequent routers. All forwarding is driven by the labels, resulting in resolving the challenge faced in conventional network layer forwarding [34].
Another key benefit to MPLS is its promise to provide a common infrastructure for Service Providers to build cost-effective networks enabling a multi-service environment for current and next generation services: the basis for convergence!

2.3.1 Forward Equivalency Class (FEC) and MPLS Label
One of the key MPLS capabilities is categorizing a packet to belong to a particular flow only once, known as Forward Equivalency Class (FEC), and subsequent packets are switched based on this relation. This leads to a significant reduction in lookup time, hence reducing the latency of the system. The FEC assigned to a packet is encoded in a 20-bit unsigned integer known as the label which is a part of a 32-bit fixed length identifier inserted between the L2 and L3 header. Packets are labeled before they are forwarded. At subsequent nodes, the label is used as an index to specify the next hop and a new label. The old label is replaced with the new one, and the packet is forwarded. MPLS also enables label stacking allowing for hierarchical operation in the MPLS domain, as shown in Figure 2-4 [34].

![MPLS Label Formats and Stacking](image)

Figure 2-4: MPLS Label Formats and Stacking

2.3.2 MPLS Architecture
MPLS nodes are capable of Layer 2 switching and Layer 3 routing, in addition to switching and forwarding labeled packets. A node has two architectural planes: forwarding and control planes. The forwarding plane uses an indexing operation into an Incoming Label Map (ILM) to forward labeled packets. ILM is maintained by the node and maps each incoming label to a set of Next Hop Label Forwarding Entries (NHLFEs) to forward a labeled packet. The NHLFE consists of a sequence of entries each containing the packet’s next hop, the operation to perform on the label stack (replace, pop, and replace/push), data
link encapsulation and label stack encoding when transmitting a packet. Moreover, each FEC is mapped to the set of NHLFEs using the FEC-to-NHLFE (FTN) map which is used when forwarding packets that arrive unlabeled and to be labeled before forwarding [34].

The control plane is responsible for populating and maintaining the maps. All MPLS nodes run IP routing protocols such as OSPF to exchange IP routing information with all other MPLS nodes. Label-binding information can be distributed using Label Distribution Protocol (LDP) or extensions to BGP, since it is only distributed amongst adjacent routers. This makes Link-State protocols not suitable for label distribution as they flood routing information among a set of routers that are not necessarily adjacent. The labels exchanged amongst the MPLS nodes are used to build the node maps. MPLS uses a forwarding paradigm based on label swapping, which can be combined with a range of control modules that are responsible for assigning and distributing a set of labels. Control modules include: unicast, multicast, traffic engineering, and QoS modules which will be discussed in the next section. Figure 2-5 shows MPLS node architecture and its planes [34].

2.3.3 MPLS Components

MPLS identifies two basic types of nodes: a Label Edge Router (LER) and a Label Switching Router (LSR), as shown in Figure 2-6. Both types implement an IP protocol such as OSPF, and participate in a label distribution protocol such as MPLS-LDP, MPLS-BGP etc. An LER is located at the edge of the MPLS domain; it acts as an MPLS ingress or egress node. In the ingress direction, the I-LER examines the packet header and determines the destination and FEC based on FTN. Then it inserts the appropriate label and forwards the encapsulated packet to the outbound interface. In the egress direction, the E-LER simply extracts the label prior to forwarding to a non-MPLS interface. LERs are also referred to as Edge LSRs or MPLS Edge nodes.
The LSR, located in the MPLS core, performs label switching on all its interfaces, and it is capable of forwarding native L3 packets. All forwarding is based on the labels of incoming packets. An LSR uses the ILM to map each incoming label to a set of NHLFEs. It decides to swap the incoming label to the outgoing one or add another label on top of the existing one, then forward the labeled packet to its next hop outgoing interface. Both LER and LSR are logical components that are likely to be implemented on the same device.

MPLS nodes use a label distribution protocol to establish label paths across the network in conjunction with network layer routing protocol. A label distribution protocol is a set of procedures by which an MPLS node (LSR) informs another of the label/FEC binding it has made. Such two LSRs are known as “label distribution peers” with respect to the exchanged binding information, and have a “label distribution adjacency” between them. They distribute their labels over TCP as it provides a reliable transport with robust flow-control and congestion handling. In addition, label distribution protocols encompass any negotiations in which two label distribution peers need to engage to learn of each other’s MPLS capabilities. Such protocols can be extensions of the existing IP protocols like MPLS-BGP, or MPLS related such as MPLS-LDP. As an example, LDP defines four
categories of messages: Discovery, Session, Advertisement, and Notification messages for distributing the labels and binding information.

LSRs are connected using a *Label Switched Path* (LSP) which is used to forward packets between them. An LSP is a specific unidirectional traffic path through the network over a set of LSRs that packets belonging to a certain FEC travel to get to their destination. LSPs are provisioned using LDP, RSVP-TE, CR-LDP or multi-protocol BGP. Typically, RSVP-TE which runs over UDP is used to setup LSPs across the network. CR-LDP which runs over TCP can be used as well. The advantage of RSVP-TE is that it is based on IP. LSPs can be established using two ways: independent or ordered control. The independent method provides faster convergence and establishment. The ordered control method distributes the bindings before LSPs are established; its advantage is a better loop dedication capability. Figure 2-6 provides an example of the MPLS components [1] and [34]. The figure illustrates the functionality of LERs and LSRs in IP and MPLS networks as well as their associated FTN and ILM tables. When a packet is generated on the 10.1 network and destined to the 10.2 network, LER1 examines the packet header and
determines its respective FTN table entry based on its FEC. An MPLS label 200 is pushed on the packet header, and the new packet is forwarded on “Out I/F 1”. Then, LSR1 inspects the incoming packet header on “In I/F 1”. Based on the ILM table entry, LSR1 pops MPLS label 200 and pushes label 300, then forwards it to “Out I/F 2”. A similar function is carried out in LSR2, where MPLS label 300 is popped and label 400 is pushed. The packet is forwarded on “Out I/F 2” to LER2. Finally, LER2 receives the packet and inspects its header and FEC. It pops label 400 and forwards the original packet to its network destination 10.2. A similar operation takes places when a packet is generated on 10.2 and is destined to 10.1 network.

2.3.4 IP/MPLS Requirements for Broadband Services
Many service providers are looking to consolidate the delivery of multiple services and traffic types onto a single IP-optimized network. MPLS-based infrastructure enables this convergence with innovative and revenue-generating service enhancements. Such infrastructure requires key capabilities, namely: in the control plane, QoS, scalability and resiliency.

2.3.4.1 Pseudo-Wire Emulation & Control Plane
One of the enablers to deliver convergence is Pseudo Wire Emulation Edge-to-Edge (PWE3) RFC3916 which is a mechanism that emulates key attributes of a service such as FR or Ethernet over a Packet Switched Network (PSN). A pseudo-wire (PW) encapsulates service-specific PDUs at the ingress port and carries them across a PSN tunnel while maintaining their timing and ordering. From a customer perspective, the PW seems as an unshared link for a given service. As shown in Figure 2-7, a PW is a connection between two provider edge (PE) nodes, which connects two attachment circuits (AC) from customer edge (CE). For instance, an AC is an Ethernet port, a VLAN, a FR DLCI, an MPLS LSR, etc.
A PW must be setup prior to establishing an emulated circuit. Similarly, when an emulated circuit is not required, a PW must be torn down. In case of a bi-directional circuit, it can only be established after its associated PW and PSN tunnels are functional in both directions. Setup and teardown of a PW can be established in three ways: a command from the management plane of a PE, Setup/Teardown of an AC such as an ATM SVC, or an auto-discovery mechanism.

Several mechanisms have been proposed in the research and industry. One of the approaches is to use OSPF-TE as an IGP with tunneling extensions for auto-discovery, RSVP-TE for LSP tunnels setup and signaling between PEs, and LDP for PW distribution. Figure 2-8 illustrates an emulated service tagged with a PW MPLS inner label at the De-multiplexer layer, then tunneled into a PSN MPLS network with an LSP tunnel as the outer label. This approach results in significant operational savings due to its auto-discovery capability, and its ability to support stringent QoS for a scalable and resilient network and service, as discussed in the following sections [5, 35].
2.3.4.2 Traffic Engineering (TE) & Quality of Service (QoS)

MPLS provides a connection-oriented environment that enables Traffic Engineering (TE) of a PSN. TE can guarantee bandwidth for various flows which is fundamental for enabling QoS. A key QoS requirement is to enable latency and jitter-control for time-sensitive applications such as VoD or VoIP. This can be established by combining MPLS-TE with technologies that provide traffic flows with their class-specific treatment such as RSVP-TE signaling and DiffServ-based forwarding.

RSVP-TE RFC3209 provides a set of tunneling extensions to the original RSVP protocol which was developed as a signaling protocol for reservations and explicit admission control for IntServ. RSVP-TE was formed for a variety of network applications one of which is Traffic Engineering. A key advantage is that it operates on RSVP capable routers to enable creation of explicitly routed LSPs as well as provide smooth rerouting, preemption and loop detection. RSVP-TE provides signaling between pairs of LERs to create a traffic trunk (TT) which aggregates same class flows on a single LSP tunnel. This results in reducing the number of RSVP states in the network. RSVP-TE uses extended IGP and constraint-based routing, e.g. OSPF-TE, to provide additional information for each TT handled at the I-LER, such as: max link bandwidth, reservable bandwidth, current bandwidth reservation at each priority level, etc.

Consequently, MPLS-TE provides the mechanism to guarantee bandwidth and differentiate services, while RSVP-TE provides the means for controlling delay and its variations for time-sensitive flows. However, this solution lacks a packet discard mechanism, which can be addressed by combining MPLS with DiffServ. DiffServ redefines the 8-bit ToS field in the IP header to a 6-bit DiffServ Code Point (DSCP) value and a 2-bit Explicit Congestion Notification (ECN). It provides a QoS to traffic aggregate and does not require per-flow signaling. Meanwhile, MPLS-TE can guarantee bandwidth for FECs. This approach is as described in RFC3270. Combining MPLS with RSVP-TE/DiffServ allows Service Providers to deliver bandwidth assurance, load-balancing, diverse routing and path redundancy which are critical to deliver QoS across the network [5, 36, 37, 38].
2.3.4.3 Resiliency & Scalability

Since MPLS is path-oriented, it can provide faster and more predictable protection and restoration capabilities in the face of topology changes than conventional hop by hop routed IP systems. Resiliency in MPLS can be achieved through end-to-end or local recovery. **End-to-end recovery** can be established through *load-balancing* on multiple LSPs, or *path-protection* with two modes. In *1+1 protection*, a working and a dedicated backup are used in parallel; the receiving node chooses which path to take traffic from. In *1:1 protection*, a working and a backup path are pre-provisioned, but only the working path is established, and in case of failure, traffic will be switched to the backup path, which takes longer to switch due to the notification and trigger for recovery.

Another approach is through **fast local recovery** which can redirect traffic rapidly to a backup path, this is also known as Fast Re-Route (FRR). It provides recovery for node and link failures, where the backup (protection) nodes or links are pre-signaled and quickly (in tens of ms) switched to in failure scenarios. There are two types of backup LSPs: one-to-one and one-to-many. In the case of *one-to-one backup*, a detour LSP is provided at each point of local repair (PLR). Also, detour LSPs can merge to improve scalability. For the *one-to-many* or *facility backup* case, a single LSP is created for multiple links and nodes failures instead of creating many detours, and label stacking is used to preserve labels from protected paths [39].

Another important mechanism to provide resiliency in MPLS is **graceful restart**. It provides a self-healing capability to the MPLS control plane (LDP, RSVP-TE, and BGP) without disturbing the MPLS forwarding plane (minimum disruption). Graceful restart is used in case of planned restart such as software upgrade, and unplanned restart such as software crash/restarts [36, 37, 38, 40].

2.3.5 Generalized MPLS (GMPLS)

As discussed above, MPLS-TE FRR is a flexible and reliable protection solution especially for data services. However, the establishment of TE tunnels requires MPLS operations and management with an IGP domain. Moreover, FRR capability is supported by IP/MPLS
routing platforms. As a result, protection LSPs are not capable of detecting intermediate non-routing node status and failures. This resulted in extending the FRR concept into Generalized MPLS (GMPLS) from an IP environment to the Optical and transport space.

GMPLS enables the control and management from an IP routing domain to the TDM/WDM transport domain with a common environment. GMPLS utilizes extended TE signaling protocols such as Generalized CR-LDP or Generalized RSVP to deliver non-blocking protection tunnels across the packet, TDM and wavelength domains. GMPLS provides end-to-end unified protection and recovery schemes for data services and optical transport infrastructure [39].

2.4 Network Topologies and Transport Solutions

2.4.1 Service Provider Network Topologies

Various topologies are supported in Service Provider networks; Table 2-1 provides a summary of these topologies. The simplest form and lowest cost is a linear topology where interconnecting multiple points is achieved through a serial connectivity. The drawback is the distance between non-neighboring points and node isolation (lack of resiliency) in case of a single link failure.

To address the distance issue, the nodes can be interconnected through a central point; this is known as star topology. Even though the distance between points is now minimized through the central point; however, it is not optimal. To optimize connectivity to every node, mesh topology is used. It also provides alternate paths in case of a link failure; hence, providing higher resiliency. The main drawback of mesh topology is the number of links required to connect all nodes; thereby, it is costly and complex.

Another approach to provide resiliency is ring topologies. The advantage of a ring topology is that it provides full connectivity to every node with minimum number of links in a loop. Therefore, it is regarded as a cost effective and resilient method. Its drawback is that the distance between any two nodes (which are not neighbors) is not optimal. The
dominant topology in Service Provider networks is a ring due to its low cost deployment, operational simplicity and resiliency.

2.4.2 Network Transport Solutions

Service Provider networks are predominantly based on a synchronous transmission network deployment. In North America, ANSI published Synchronous Optical NETwork (SONET), while in Europe and the rest of the world ITU-T published Recommendations G.707, G.708 and G.709 covering Synchronous Digital Hierarchy (SDH). SONET/SDH support the topologies discussed above; however, due to the advantages of ring topologies, fiber optics lines have been laid out in ring configurations across the network primarily in the Metro Edge and Core portions of the network. As a result, the dominant SONET/SDH configuration is dual-ring in which one of the rings is used as the backup ring, and remains unused during normal operation, utilized only in the case of failure of the primary ring. The static bandwidth allocation and network monitoring requirements increase the total cost of a SONET/SDH network.

Another key technology is Ethernet IEEE 802.3, specifically Gigabit Ethernet, which emerged from the LAN, and is now extending its reach across the campus and into the Access and the Edge of certain portions of the network. The key advantage of Ethernet is its simplicity, low cost and total domination of the Enterprise. However, Ethernet has many drawbacks before being able to be deployed across the Service Provider networks. These drawbacks are reach, fairness, strong QoS, and resiliency. The Metro Ethernet Forum (MEF) has been established to enhance the Ethernet standards in order to address the above drawbacks and make it more suitable for Service Provider networks and the support of legacy circuit-based services.
### Table 2-1: Service Provider Network Topologies

<table>
<thead>
<tr>
<th>Topology Name</th>
<th>Example</th>
<th>Advantage</th>
<th>Disadvantage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td><img src="image" alt="Linear Topology" /></td>
<td>Simplest topology &amp; lowest operational cost</td>
<td>Lack of resiliency &amp; longer distance between points</td>
</tr>
<tr>
<td>Star</td>
<td><img src="image" alt="Star Topology" /></td>
<td>Low cost operational and shorter distance</td>
<td>Lack of resiliency and node isolation</td>
</tr>
<tr>
<td>Mesh</td>
<td><img src="image" alt="Mesh Topology" /></td>
<td>Resilient to link failures and single link distance to any point</td>
<td>Expensive operationally and complex</td>
</tr>
<tr>
<td>Ring</td>
<td><img src="image" alt="Ring Topology" /></td>
<td>Resilient to link failures and low cost</td>
<td>Longer distance between non-neighboring points</td>
</tr>
</tbody>
</table>

A third and a recent transport technology aimed at Service Provider networks is Resilient Packet Ring (RPR) IEEE802.17 which was declared a standard in 2004. Its main benefits are: network transport convergence, high utilization, resiliency and fairness. These goals are not achievable with existing technologies such as SONET/SDH, Ethernet or legacy ring protocols such as Token Ring. As a result, RPR has received strong endorsement from many Service Providers to migrate the current circuit-based infrastructure to packet-based next-generation broadband networks. In the next section, we provide an overview of RPR [41].
2.5 Resilient Packet Rings in Next Generation Broadband Networks

2.5.1 IEEE 802.17 RPR Objectives & Services

RPR is an IEEE standard defined in 802.17. It is a new high-speed Media Access Control (MAC) technology for Campus, Metro Edge and Core networks. RPR’s objectives are: network transport convergence, high utilization, fairness and fault-tolerance. The technical challenge with RPR is to dynamically deliver on these goals with changing multi-service flows and network demands especially in utilization and fairness [42, 43].

RPR can distinguish and support various services with its three defined classes and subclasses, as shown in Figure 2-9. Class A provides a guaranteed and allocated bandwidth. This class supports the lowest delay and jitter which makes this class suited for real-time applications. There are two subclasses, class A0 which reserves the bandwidth required on the ringlet, and class A1 which allocates the bandwidth but allows a ringlet to reclaim it. Subclass A0 has the highest priority followed by subclass A1.

<table>
<thead>
<tr>
<th>Class of service</th>
<th>Quality of service</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Example use</td>
</tr>
<tr>
<td>classA</td>
<td>real time\textsuperscript{a}</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>classB</td>
<td>near real time\textsuperscript{b}</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}Real-time services need as close to immediate servicing as possible. Examples include interactive telephony.

\textsuperscript{b}Near real-time services need short, but not immediate, time frames for servicing. Examples include noninteractive video.

\textsuperscript{c}Best effort services are not time dependent, and they do not need a minimum amount of bandwidth within any particular time frame. Examples include mail.

Figure 2-9: RPR Class of Services and Quality of Service Supported Modes [42]

Class B has two subclasses: B-CIR (Committed Information Rate) and B-EIR (Excess Information Rate). Subclass B-CIR provides guaranteed and allocated bandwidth with bounded delay. However, its allocated bandwidth is reclaimable. Subclass B-EIR does not guarantee the bandwidth; nevertheless, it allocates its required bandwidth and allows the
ringlet to reclaim it. Also, subclass B-CIR provides a bound on the delay and jitter. Subclass B-CIR has lower priority than subclass A1. Similarly, subclass B-EIR is a lower priority CoS than B-CIR.

Class C is the lowest priority CoS. It does not guarantee bandwidth, jitter or delay bounds. Bandwidth is allocated opportunistically. This class is suited for best effort traffic.

2.5.2 RPR Architecture & Operation

An RPR connects N nodes using a bi-directional ring configuration: ringlet 0 clockwise and ringlet 1 counter-clockwise, where both rings have equal capacity. Figure 2-10 shows an RPR ring with a generic nodal architecture. Each node connects to both ringlets and also has station ingress and station egress traffic. Station ingress traffic is client traffic destined to be transported on ring, while station egress traffic is traffic arriving from the ring and destined to be dropped locally to the client.

Each node also has ringlet ingress and ringlet egress traffic. Ringlet ingress traffic is checked to determine if it is destined locally to the station egress traffic or pass-through where it is queued in the transit buffer (TB). Ringlet egress traffic is either pass-through traffic or station ingress traffic that is destined to be transmitted on the ring. The frame format of RPR ringlet ingress and ringlet egress traffic is shown in Figure 2-11.
The standard defines two TB implementations: single queue (or 1-TB) called Primary Transit Queue (PTQ) serviced with strict priority over ingress buffer traffic. The second is with dual queues (or 2-TB), PTQ for Class A traffic, and Secondary Transit Queue (STQ) for Class B and Class C traffic. Traffic in STQ is serviced with strict priority over ingress buffer traffic when a certain depth (or threshold) is reached in the STQ. Otherwise, STQ traffic is serviced using a round-robin discipline with ingress buffer traffic. The advantage of the 1-TB is hardware simplicity; however, lower CoS traffic blocks higher priority traffic from accessing the ring. The 2-TB design offers lower access delay for higher priority traffic; nonetheless, the STQ buffer must be large enough to store the lower priority traffic while yielding access to the ring [44, 19].

The RPR standard defines a fairness algorithm to avoid starvation. The fairness algorithm uses explicit rate feedback to control the amount of traffic that each node inserts on the ring. There are two modes in RPR: Aggressive Mode (AM) and Conservative Mode (CM). The AM is the default mode and is associated with the 2-TB design, while the CM uses the 1-TB implementation. In both modes, each node measures the output of the scheduler and ingress traffic over a fixed interval. These measurements are used to detect congestion and compute fair rates to be sent in control messages to upstream nodes [42, 44].

In addition, IEEE 802.17 is defining an optional sublayer of the MAC that supports efficient bandwidth utilization for applications on RPR that require bridging clients. This is specified in IEEE 802.17b Spatially Aware Sublayer (SAS) [45].

Another key area being developed in RPR is inter-ring traffic engineering and its impact on packet buffers on such interconnects. A proposal on global fairness for inter-ring traffic is discussed and simulated in [46].
<table>
<thead>
<tr>
<th><strong>RPR Frame</strong></th>
<th><strong>Number of bytes</strong></th>
<th><strong>Description</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Time-To-Live</td>
<td>1</td>
<td>(TTL) Hop count to destination</td>
</tr>
<tr>
<td>Base Control</td>
<td>1</td>
<td>Frame type, service class and control</td>
</tr>
<tr>
<td>Destination Address</td>
<td>6</td>
<td>RPR destination node address</td>
</tr>
<tr>
<td>Source Address</td>
<td>6</td>
<td>RPR source node address</td>
</tr>
<tr>
<td>TTL Base</td>
<td>1</td>
<td>For computing hop count to source</td>
</tr>
<tr>
<td>Extended Control</td>
<td>1</td>
<td>Extended flooding/consistency checks</td>
</tr>
<tr>
<td>HEC</td>
<td>2</td>
<td>Header Error Check (HEC) CRC</td>
</tr>
<tr>
<td>Protocol Type (PT)</td>
<td>2</td>
<td>Form and function of SDU</td>
</tr>
<tr>
<td>Service Data Unit (SDU)</td>
<td>Variable</td>
<td>Data provided by client</td>
</tr>
<tr>
<td>FCS</td>
<td>4</td>
<td>Frame Check Sum CRC for PT/SDU</td>
</tr>
</tbody>
</table>

Figure 2-11: RPR Frame Format

2.5.3  **IP and MPLS Traffic Mappings over RPR**

As discussed, service packets are based on IP. IP packet transport in the Access and Edge portions of the network can get transported over RPR. However, in the Edge and Core parts of the network, IP packets will be switched using MPLS protocol over RPR transport layer. Hence, mapping of IP and MPLS packets into IEEE 802.17 networks is important. Currently, a proposed IETF Internet-Draft by M. Holenss and G. Parsons was proposed in June 2006 [47].

We consider IP traffic classification using a field called “Differentiated Services” (DS) which is used in IPv4 and IPv6. The DS 8-bit field allocates 6 bits for DS Code Points (DSCP) and 2 bits for Explicit Congestion Notification (ECN) field. The DSCP field is used to select the per hop behavior (PHB) for each IP packet at a network node. The
mappings of the DSCP to RPR are illustrated in Table 2-2. The coding of ECN does not impact the mappings to the RPR service class relevant fields [47].

<table>
<thead>
<tr>
<th>IP Service Class</th>
<th>DSCP</th>
<th>Per Hop Behavior (PHB)</th>
<th>RPR Service Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>000000</td>
<td>Default Forwarding (DF)</td>
<td>Class C</td>
</tr>
<tr>
<td>Low Priority Data</td>
<td>001000</td>
<td>Class Selector 1 (CS1)</td>
<td></td>
</tr>
<tr>
<td>High Throughput Data</td>
<td>001010</td>
<td>AF11</td>
<td>Class B-CIR</td>
</tr>
<tr>
<td></td>
<td>001100</td>
<td>AF12</td>
<td>Class B-EIR</td>
</tr>
<tr>
<td></td>
<td>001110</td>
<td>AF13</td>
<td></td>
</tr>
<tr>
<td>OAM</td>
<td>010000</td>
<td>Class Selector 2 (CS2)</td>
<td>Class B-CIR</td>
</tr>
<tr>
<td>Low Latency Data</td>
<td>010010</td>
<td>AF21</td>
<td>Class B-EIR</td>
</tr>
<tr>
<td></td>
<td>010100</td>
<td>AF22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>010110</td>
<td>AF23</td>
<td></td>
</tr>
<tr>
<td>Broadcast Video</td>
<td>011000</td>
<td>Class Selector 3 (CS3)</td>
<td>Class B-CIR</td>
</tr>
<tr>
<td>Multimedia Streaming</td>
<td>011010</td>
<td>AF31</td>
<td>Class B-EIR</td>
</tr>
<tr>
<td></td>
<td>011100</td>
<td>AF32</td>
<td></td>
</tr>
<tr>
<td></td>
<td>011110</td>
<td>AF33</td>
<td></td>
</tr>
<tr>
<td>Real-time Interactive</td>
<td>100000</td>
<td>Class Selector 4 (CS4)</td>
<td>Class A1</td>
</tr>
<tr>
<td>Multimedia Conferencing</td>
<td>100010</td>
<td>AF41</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100100</td>
<td>AF42</td>
<td></td>
</tr>
<tr>
<td></td>
<td>100110</td>
<td>AF43</td>
<td></td>
</tr>
<tr>
<td>Signaling</td>
<td>101000</td>
<td>Class Selector 5 (CS5)</td>
<td>Class A0</td>
</tr>
<tr>
<td>Telephony</td>
<td>101110</td>
<td>Expedited Forwarding (EF)</td>
<td></td>
</tr>
<tr>
<td>Network Control</td>
<td>110000</td>
<td>Class Selector 6 (CS6)</td>
<td></td>
</tr>
<tr>
<td>Reserved for Future Use</td>
<td>111000</td>
<td>Class Selector 7 (CS7)</td>
<td>-</td>
</tr>
</tbody>
</table>

The best effort group is in Default Forwarding (DF) and Class Selector 1 (CS1) PHB’s which are mapped to Class C. The Assured Forwarding (AF) groups are a means for a DS domain to offer different levels of forwarding assurances for IP packets. In case of congestion, the drop precedence of a packet determines the relative importance of the packet within the AF class. A congested DS node tries to protect packets with lower drop
precedence value from being lost by preferably discarding packets with a higher drop precedence value. The DS CS and AF group are mapped according to their priorities to RPR CoS's.

The Expedited Forwarding (EF) PHB group is used to build a low loss, latency, jitter and assured end-to-end bandwidth and service. Hence, it is mapped to RPR CoS A0. Also, note that CS7 is reserved for future use and it is not mapped to any RPR class. Now, let us consider the mapping of MPLS traffic over RPR networks. As shown in Figure 2-4, an MPLS label has 3 bits defined for CoS support, which defined the PHB. The mappings between MPLS CoS bits to RPR service classes are shown in Table 2-3.

<table>
<thead>
<tr>
<th>MPLS CoS</th>
<th>RPR CoS</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>Class C</td>
</tr>
<tr>
<td>001</td>
<td>Class C</td>
</tr>
<tr>
<td>010</td>
<td>Class B-CIR</td>
</tr>
<tr>
<td>011</td>
<td>Class B-EIR</td>
</tr>
<tr>
<td>100</td>
<td>Class A0</td>
</tr>
<tr>
<td>101 (reserved)</td>
<td>Class A0</td>
</tr>
<tr>
<td>110</td>
<td>Class A1</td>
</tr>
<tr>
<td>111 (reserved)</td>
<td>Class A1</td>
</tr>
</tbody>
</table>

All MPLS supported CoS's are mapped into relevant RPR CoS's. Note that the two reserved MPLS CoS's are mapped into its appropriate Class A and its subclasses to provide consistency with its preceding MPLS CoS mapping.

2.6 Summary

In this chapter, we described how multi-service broadband networks have to evolve to achieve convergence. In addition, we discussed the main components of IP protocol
including enhancement of IPv6. We provided a summary of the key IP routing protocols. We also gave an example of next generation IP-based services.

We discussed the MPLS protocol, architecture and IP/MPLS requirements for broadband services convergence, namely: Pseudo-Wire Emulation, Traffic Engineering, Quality of Service, resiliency and scalability. We also provided a view on GMPLS and how it fits with MPLS in a service provider network.

Furthermore, we reviewed SP network topologies and transport solutions; we highlighted the value of ring topologies and namely RPR as a critical transport solution for service providers. We introduced RPR and its role in multi-service broadband convergence and described its architecture. We also discussed the key classes of service supported by RPR and how they map IP and MPLS classes of service.
CHAPTER 3 – Traffic Characteristics, Models & Ring Performance Analysis

3.1 Packet Traffic and IP Services Characteristics

To meet the requirements for broadband services discussed in the previous chapter, it is fundamental to understand their statistical properties and characteristics. These properties are considerably different from the statistical properties of conventional voice traffic or traditional data traffic. We focus our work on four key IP-based classes of services, namely: Voice, Video, Low-Speed Data Access, and High-Speed Data Access.

3.1.1 Voice Services: Voice over IP (VoIP)

VoIP refers to delivering voice information in discrete packets using IP instead of the traditional circuit-based public switched telephone network (PSTN). An advantage of VoIP is that it avoids the tolls charged by ordinary telephone service. VoIP also uses Real-Time Protocol (RTP) RFC 1889 to help ensure that packets get delivered in a timely fashion. Session Initiation Protocol (SIP) RFC3216 is also a critical standard for the establishment of multimedia sessions used for audio, video, instant messaging, or other real-time data communication. Another key protocol for VoIP is H.323 which is an ITU standard for sending voice and video using IP. It addresses call control and management, gateway administration and connectivity with the PSTN [48, 49, 50].

Voice sources generate relatively low bandwidth real-time traffic i.e. very sensitive to delay, but it tolerates moderate packet loss. A voice source generates packets during talk periods at a constant rate and no packets during silent periods. Traditional voice traffic in general is modeled using a well-known Poisson process. In addition, it can be modeled as alternating talk-silent periods. During talk periods, traffic can be generated at 64kpbs using Pulse Coded Modulation (G.711 PCM), or at lower compressed rates of 40/24kpbs using Adaptive Differential PCM (G.726 ADPCM) [51, 52].
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3.1.2 Video Services: Digital Video and Video on Demand (VoD)

Digital Video Broadcast (DVB) is a set of standards that define digital broadcasting using existing satellite, cable, and terrestrial infrastructures - it is a European initiative, with Digital TV (DTV) being its American equivalent. DVB uses MPEG-2 ISO/IEC standard as a lossy-compression of audio and video signals. MPEG-2 is also adopted by SDTV, HDTV and DVD technologies. As new video services demand more flexibility, scalability and interactivity, MPEG-4 standard was developed to satisfy such demands with very efficient near-lossless compression of content over a wide range of bit rates, from 64Kbps to potentially 38Mbps. For authors, it enables greater reusability and flexibility in content creation. For service providers, MPEG-4 provides more transparency, error resiliency and QoS awareness. For end users, it delivers tools for seamlessly integrating broadcast content with equally high-quality interactive MPEG-4 objects.

Video on Demand (VoD) systems allow users to select and watch digital video content over a network as part of an interactive television system. VoD systems are either streaming, in which viewing can start as the video streams over the network, or download, in which the program is brought in its entirety to a set-top box before viewing starts. VoD service allows the user to have control over the session presentation with capabilities to forward play, reverse play, freeze, and random positioning. VoD's biggest obstacle is the lack of a network infrastructure that can handle the large amounts of data required by video. As a result, major Service Providers have announced to build and deploy a Broadband network to deliver DTV and VoD services, such as at&t, Telecom Italia, Bell Canada, Verizon, Telefonica, etc.

Digital video sources require the largest bandwidth, are sensitive to delay, and generate correlated packets. The statistical characteristics of such traffic is dependent on several aspects such as correlation of a line in an image with the next line, frame correlation, scene correlation, amount of interactivity with the end-user, and the QoS offered [52, 53].
3.1.3  **Low-Speed Data Services: WAP and MMS**

Wireless Application Protocol (WAP) is an industry-wide specification for developing applications that operate over wireless communication networks. The wireless market is growing very quickly, and reaching new customers and services. To enable SP's to meet the challenges in advanced services, differentiation and fast/flexible service creation, WAP Forum defines a set of protocols in transport, security, transaction, session and application layers.

Multimedia Messaging Service (MMS) is a service environment and a system application by which a WAP client is able to provide a messaging operation with a variety of media types such as text, images, audio and video to mobile handsets. The service is described in terms of actions taken by the WAP MMS Client and its service partner, the MMS Proxy-Relay, a device that operates as a WAP Origin Server for this specialized service. The transition from Short Message Service (SMS) to MMS is as important on mobile phones as the transition from DOS to Windows was for the PC. MMS presents a revolution to the end user in terms of the richness of the messaging services. However, it is delivered in an evolutionary manner for the infrastructure, since it will be reusing components from existing SMS, email, Unified Messaging and other platforms.

MMS is like SMS, a non-real time service, a relay platform that routes multimedia messages to MMS Servers. Hence, it is not sensitive to delay. However, it is sensitive to packet loss, and it is limited in terms of the available bandwidth and the quality of the media sent. Nonetheless, there are recent additions to MMS such as Instant Messaging, which are more sensitive to delay. Generally, such low-speed data services have lower traffic and bandwidth requirements and can be modeled in a similar fashion to email traffic, while taking into account the mobility challenges. Once it starts transmission, it streams at its peak allowable rate to an idle state where no packets are generated [54].

3.1.4  **High-Speed Data Services: High-Speed Internet Access**

High-speed Internet access, such as xDSL, cable, EVDO, HSDPA or WiMAX, is becoming a necessity for business users and consumers. As we see more services and
applications migrate and get created over this access, it becomes critical to understand the impact on user-behavior, thus source traffic characteristics and models.

It has been proven that Internet traffic exhibits strong correlation and is bursty in nature. It has also been shown that general properties of Internet traffic are almost independent of the access speed, such as the shape of the up/downstream session volume, the shape of the TCP-connection volume and the TCP connection data rate. However, the traffic volume and the obtained data rates were found to increase proportionally to the access speed. With respect to interactive applications, the rise of traffic volume and rate is less than the corresponding increase in modem speed. Also the type of services utilized is dependent on the access speed.

As a result, high-speed access traffic can be modeled to generate traffic at certain burst rates (depending on the access speed and applications: HTTP, FTP, e-mail, peer-to-peer applications, database access etc.), and to an idle state with no packets generated. Current services are very sensitive to packet loss, but they can tolerate packet delay. However, with new services such as VoIP and VoD, delay sensitivity becomes critical and must be taken into account [55, 56].

3.2 Source Levels and Models

Source modeling is essential for a precise definition of the behavior of a traffic source. Traffic models must have good tractability, a manageable number of parameters and a simple method to estimate them. A traffic source can be characterized at three levels: connection, burst and packet, as shown in Figure 3-1 (a). The connection level describes the source traffic from the connection setup until the disconnections. Each connection is composed of alternating silence (no traffic) and burst periods. Each burst period is composed of packets with variable packet lengths. The packet level can be calculated as the average packet length divided by the source transmission rate.
Traffic modeling is used in traffic engineering to predict network performance and to evaluate congestion control schemes. One of the techniques in congestion control is based on estimating the Packet Loss Probability (PLP) of an IP/MPLS/RPR node. This method allows us to obtain a good estimate of the QoS and ability to accept or refuse a connection or service request. As shown in Figure 3-1 (b), there is a relationship between the source level, buffer size and PLP. For smaller buffer sizes, the packet loss is dominated more by packet level fluctuations. While for larger buffer sizes, the packet loss is more attributed to source burst and connection level traffic, since connections can be modeled as burst level with larger periods.

Each of the broadband services discussed in the previous section has its unique attributes and can be best represented by certain traffic models, which can be classified into two classes: short-range dependent (SRD) and long-range dependent (LRD) models. SRD models have a correlation structure that decays at least at an exponential rate. Examples of SRD models are Renewal models, Markov processes, Markov-modulated processes and Regression models. LRD traffic models have a correlation structure that decays slower than exponential rate. Fractional and Superposition of high variability On-Off sources are examples of LRD models [51, 57, 58, 59, 60, 61, 62].

3.2.1 Short-Range and Long-Range Dependence

In this section, we examine stationary traffic models, which are classified into two-classes: short-range dependent (SRD) models, which have a correlation structure that decays at an
exponential rate, and long-range dependent (LRD) or self-similarity models with a correlation structure that decays slower than exponential rate. Figure 3-2 compares the auto-correlation functions of an SRD and LRD processes. The auto-correlation function of a wide-sense stationary stochastic process \( \{X_t\} \) at lag \( k \), where \( t = 0, 1, \ldots \) is defined as \( \zeta_k \):

\[
\zeta_k = \frac{E[(X_t - \mu)(X_{t+k} - \mu)]}{E[(X_t - \mu)^2]}
\]  

(3-1)

where \( \mu \) is the stationary mean is \( E[X_t] \) and \( \zeta_k \) depends only on \( k \) and not on \( t \).

Figure 3-2: Autocorrelation functions for SRD and LRD processes

Also, for each \( m \), let \( \{X^{(m)}_t\} \) represent a new time series obtained by averaging the original series \( \{X_t\} \) over non-overlapping blocks of size \( m \). The process \( \{X_t\} \) is said to be exactly (2\textsuperscript{nd} order) self-similar to its auto-correlation function, \( \zeta^{(m)}_k \) for all values of \( m \) and \( k \), is preserved across different time scales, and asymptotically self-similar if \( \zeta^{(m)}_k \to \zeta_k \) for large \( m \) and \( k \). Stochastic self-similar processes retain the same statistics over a range of scales, they satisfy the following relationship:

\[
\{X_{at}\} \overset{D}{=} a^{H} \{X_t\}
\]

(3-2)
where $D$ denotes equality in distribution, and $H$ is the Hurst parameter which indicates the degree of self-similarity. This relationship means that sample paths appear to be the same irrespective of the time scale.

We will cover two types of SRD models: Markov processes and Regression models. Markov processes include renewal process, alternating renewal process, and Markov Modulated models. Regression models cover Autoregressive (AR) models, AR Moving Average models and Transform Expand Sample (TES) models. As for LRD, we will examine Pareto Distributed Process, Fractional Brownian Motion (FBM), Fractional Autoregressive Integrated Moving Average (F-ARIMA) and Superposition of High On-Off sources [52, 57, 58, 51].

3.2.2 Markov Property and Models

Given a state space $S = \{s_1, s_2, \ldots, s_M\}$, let $X_n$ be a random variable (RV) that defines $S$ at time $n$. The set of RVs $\{X_n\}$ form a discrete Markov chain if the $\Pr \{X_{n+1} = s_j\}$ depends only on the current state. If the state transitions occur at integer points, the Markov chain is discrete time; otherwise, it is continuous time. Hence, Markov property implies that the future state depends on current state only, and neither on time spent in current state nor any previous states. As a result, the time spent in a Markov chain state can be modeled as a geometric distribution in the discrete case, and exponential distribution in the continuous case. In a simple Markov traffic model, each state transition represents a new arrival. Hence, inter-arrival times are exponentially distributed in the continuous case, and their rates depend on the state from which the transition occurs. A semi-Markov process is obtained by allowing the time between state transitions to follow an arbitrary probability distribution. Ignoring the time distribution between state transitions, the sequence of states visited by the semi-Markov process is known as a discrete-time Markov chain and referred to as an embedded Markov chain [58, 63].

3.2.2.1 Renewal Process

A renewal process has inter-arrival times that are statistically independent and identically distributed. Since there is no correlation between inter-arrival times, their distribution
completely defines the process. Bernoulli and Poisson processes are special cases of renewal processes where the inter-arrival times are geometrically and exponentially distributed, respectively. The Bernoulli (Geometric) process provides a good approximation for short-term and packet level behavior, while the Poisson process has been used for jitter analysis in Constant Bit Rate (CBR) ATM node. Nevertheless, the Poisson process does not model well the IP/MPLS based traffic [52, 59].

3.2.2.2 Alternating State Renewal Process

The alternating state renewal process is a two state process $s_0$ and $s_1$ with no self transition. As a result, the embedded Markov chain alternates between these two states. There is no traffic generated in $s_0$, while traffic is generated during $s_1$. The mean sojourn time in $s_0$ is $d_0$ and for $s_1$ is $d_1$. The steady state probabilities of being in $s_0$ and $s_1$ are:

$$P(s_0) = \frac{d_0}{(d_0 + d_1)} \text{ and } P(s_1) = \frac{d_1}{(d_0 + d_1)} \quad (3-3)$$

Note that the superposition of identical and independent alternating state renewal processes has a binomial distribution.

On-Off model and Interrupted Poisson Process (IPP) are special cases of alternating renewal processes. The On-Off model, also known as Talkspurt-Silence model or Burst-Silence model, is widely used for modeling voice traffic and provides good approximation for burst level congestion, but not suitable for packet-level congestion. During an On period traffic is generated with a fixed inter-arrival time, and an Off period where no packets are generated. The time spent in each of the states is exponentially distributed with mean $1/\alpha$ for the On state, and $1/\beta$ for the Off state. Hence using (3-3), the probabilities of being in each of the states are:

$$P(s_{on}) = \frac{\beta}{(\alpha + \beta)} \text{ and } P(s_{off}) = \frac{\alpha}{(\alpha + \beta)} \quad (3-4)$$

IPP is the same as the On-Off model except during the On state, the inter-arrivals times are exponentially distributed and arrivals are Poisson distributed with rate $\lambda$ [52, 58, 64].
3.2.2.3 Markov Modulated Poisson Process (MMPP)

A Markov modulated process, also known as doubly stochastic process, uses an auxiliary Markov process in which the current state of the Markov process modulates the probability distribution of the traffic. Note that the On-Off model is a special case of the Markov Modulated Deterministic Process (MMDP) with two states.

MMPP is a versatile class of traffic models, part of a class of processes known as Switched Poisson Processes (SPP), which can model time-varying sources while keeping the analytical queueing performance tractable. Figure 3-3 shows an $n$-state MMPP which uses Poisson as the modulated mechanism, while in state $s_b$ the arrivals occur according to a Poisson process with $\lambda_b$ rate. Also, the transition rate from state $s_i$ to state $s_j$ is denoted as $r_{ij}$.

Note that an $n$-state MMPP can be obtained by the superposition of $n-1$ identical independent IPP sources. As a result of the Poisson additive property, MMPP can effectively model a mixture of different services. Given state $s_i$ and the arrival rates active of $\lambda_{i1}$, $\lambda_{i2}$ and $\lambda_{i3}$ in the same state, the resulting arrival rate of state $s_i$ is $\lambda_{i1} + \lambda_{i2} + \lambda_{i3}$. Note that as the number of states increases, it becomes more difficult analytically to fit real data using this model. On the other hand, MMPP parameters such as state rates and transition rates can be easily estimated from data traffic [51, 52, 58, 59, 61, 64].

![Figure 3-3: $n$-state Markov Modulated Poisson Process (MMPP)](image)

3.2.2.4 Markov Modulated Fluid Models

Fluid models characterize a discrete packet stream by a continuous flow of information. This abstraction covers only the long-term variations of the arrival modeled process. Thus,
this model is appropriate when packet short-term increases have little impact on network performance. Fluid models are conceptually simpler as they react to flow rate changes as opposed to per packet arrivals, which results in significant computing savings. In Markov Modulated Fluid model, the current state $s_i$ of the Markov chain determines the constant flow rate $\lambda_i$. This model is used to model VBR video sources [52, 58].

3.2.3 Autoregressive Models
Regression models define explicitly the next RV in the sequence by its previous ones within a certain window of time and a moving average of white noise. An Autoregressive model of order $p$ is denoted as AR($p$). AR models are used to model the output bit rate of VBR encoders as successive video frames do not vary much, specifically the following AR(1) model is used where the bit rate within a frame is constant and changes per frame.

$$b_n = \varepsilon b_{n-1} + \gamma Y_n$$  \hspace{1cm} (3-5)

where $b_n$ is the bit-rate during frame $n$, $Y_n$ is independent of the bit rate and assumed to be a Gaussian white noise, $\varepsilon$ and $\gamma$ are real numbers. This model does not capture abrupt changes in the frame due to scene changes, for example. Hence, a viable approach is to model the bit rate of frames within a scene as an AR process, and abrupt scene changes by an underlying Markov chain. An AR process has an exponentially decaying auto-correlation structure which makes it an SRD model; therefore, it is not suitable to model self-similar traffic [57, 58].

3.2.3.1 Discrete Autoregressive Models
A discrete AR model of order $p$ is denoted as DAR($p$). A DAR($p$) generates a stationary sequence of discrete RV’s with an arbitrary probability distribution and auto-correlation structure similar to AR($p$). DAR(1) is a special case of the DAR process and can be defined as follows:

$$X_n = V_n X_{n-1} + (1-V_n)Y_n$$  \hspace{1cm} (3-6)
where \( \{X_n\}, \{V_n\} \) and \( \{Y_n\} \) are sequences of RVs. The RV \( V_n \) takes two values 0 or 1, with a probability of \( 1-p \) and \( p \), respectively. The RV \( Y_n \) has a discrete state space \( S \) and \( P(Y_n = i) = \pi(i) \). This results a discrete Markov chain with discrete space \( S \) and a transition matrix. DAR(1) is used to model the number of packets per frame of teleconferencing VBR video. Its analytical queueing performance is tractable and has much less parameters than general Markov chains. However, its fast decaying auto-correlation function makes it less suitable to model self-similar traffic.

### 3.2.3.2 Autoregressive Moving Average Models

An Autoregressive Moving Average model of order \((p, q)\) is denoted as ARMA \((p, q)\). It is used to model VBR traffic. The duration of a video frame is equally divided into \( v \) time intervals. The number of packets in the \( n \)th time interval is modulated as follows:

\[
X_n = \varepsilon X_{n-v} + \sum_{k=0}^{q-1} \theta_k Y_{n-k}
\]  
(3-7)

The auto-correlation function has peaks at all lags which are integer multiples of \( v \). The parameter estimation of ARMA models are more involved than that of AR models. Also, the analytical models are more involved. Another type of AR model is the Autoregressive Integrated Moving Average model of order \((p, d, q)\) known as ARIMA \((p, d, q)\) which is an extension of the ARMA \((p, q)\) model. It is used to model homogeneous non-stationary time series.

### 3.2.3.3 Transform-Expand-Sample (TES) Models

TES models are non-linear regression models with modulo-1 arithmetic. Their objective is to capture both auto-correlation and marginal distribution of empirical data. A combination of TES processes can be used to better fit the auto-correlation function. The empirical distribution is matched using the distribution inversion methods. Note that the auto-correlation function of TES decays exponentially; hence, and it is an SRD model.
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3.2.4 LRD & Self-Similarity Models

In section 3.2.1, we discussed short-range and long-range dependent models and their relationship to the auto-correlation function. In this section, we focus on the key LRD models, namely: Pareto Distributed Process, Fractional Brownian Motion (FBM), Fractional F-ARIMA and Superposition of High On-Off sources [51, 57, 58, 74, 65].

3.2.4.1 Pareto Distributed Process

The Pareto distribution is a distribution with memory, heavy tail, and strong burstiness. It is suitable for modeling self-similar arrival in packet traffic. The Pareto distribution produces independently identically distributed inter-arrival times. It has the following probability density function:

\[ f(t) = \frac{ab^a}{(t+b)^{a+1}} \tag{3-8} \]

where \( a \) is the shape parameter or tail index, and \( b \) is the scaling parameter. In the region \( 0 < a < 2 \), the distribution is heavy tailed with infinite variance. With \( a < 1 \), expected value is also infinite. Output of the distribution is ‘conventional’, when \( a > 2 \), because expected value and variance are both finite. One method to calculate \( a \) is from the Hurst parameter, as \( a = 3 - 2H \), where \( H \) can be derived from the Index of Dispersion for Counts (IDC) or Block Packet Count (BPC) which is the number of packet arrivals in a fixed time interval. Also, we can obtain \( b \) using the mean of the measured traffic \( E[T] \) and \( a \), as \( b = (a - 1) E[T] \).

3.2.4.2 Fractional Autoregressive Integrated Moving Average (F-ARIMA)

The fractional ARIMA process, F-ARIMA \((p, d, q)\) with \( 0 < d < \frac{1}{2} \), is a stationary process with LRD. A special case is when \( p = q = 0 \), the resulting auto-correlation function for F-ARIMA \((0, d, 0)\) is shown below and plotted in Figure 3-2

\[ \xi_k = \frac{\Gamma(1-d)\Gamma(k+d)}{\Gamma(d)\Gamma(k+1-d)} = \frac{\Gamma(1-d)}{\Gamma(d)} k^{2d-1} \text{ as } k \rightarrow \infty \tag{3-9} \]
where $\Gamma(x)$ denotes the gamma function, $d = H - 0.5$ for the range of $d$ values, and $H$ is the Hurst parameter. Note that F-ARIMA can model short-range and long-range dependence. F-ARIMA is used to model VBR video traffic.

3.2.4.3 Fractional Brownian Motion (FBM)

Brownian motion is a stochastic process denoted by $\{B_t\}$ for $t \geq 0$. Fractional Brownian motion $\{fB_t\}$ is a Gaussian self-similar process with Hurst parameter $H \in [0.5, 1)$. FBM process characterizes the number of arrivals $N_t$ in the time interval $(0, t)$ as:

$$N_t = mt + \sqrt{\varphi}mZ_t, \quad t \in (-\infty, \infty)$$

$$m = E[N_t] \quad \text{and} \quad \varphi = \frac{\text{Var}[N_t]}{mt^{2H}} \quad (3-10)$$

where $Z_t$ is a normalized FBM, $m$ denotes the mean arrival rate, and $\varphi$ is the variance coefficient of the process. Note that for $H = 0.5$, $Z_t$ is reduced to an ordinary Brownian motion. In addition, the auto-correlation of this process can be expressed as follows:

$$\xi_k \approx k^{-2(1-H)} \quad \text{as} \quad k \to \infty \quad (3-11)$$

For large $H$, increasing the utilization requires a significant amount of storage. Also, the packet loss probability decreases algebraically with buffer size and exponentially as with Markovian and ARMA models.

3.2.4.4 Superposition of High On-Off Sources

Superposition of High On-Off sources method is an extension to the traditional On-Off model which assumes finite variance distributions for the sojourn time in each of the two periods. As a result, the aggregation of a high number of sources in the On-Off model will not have significant correlation. Instead, the superposition method allows the sources to have infinite variance which results in producing aggregate traffic with long-range dependence. During the On states, sources transmit at a constant rate, and the time spent in these states is an independent identically distributed RV $T$ with a Pareto-type distribution.
\( P(T > t) \sim t^b \), where \( 1 < b < 2 \). This results in an aggregate process which is asymptotically self-similar with auto-correlation and Hurst parameters as follows:

\[
\zeta_k = k^{1-b} \quad \text{for large } k, \quad \text{and } H = \frac{(3-b)}{2} > 0.5
\]

(3-12)

Similar to FBM, the packet loss probability decreases algebraically with buffer size. This method has been used to model Ethernet LAN traffic.

### 3.3 Traffic Modeling Research

The research community and industry have many studies in the literature dealing with the statistical performance of multimedia networks with a focus on IP-based services. Most of the IP research conducted has been centered around the Core of the network due to the focus on the Internet [61, 66, 67, 68, 69]. It is well known now that IP-based traffic exhibits packets burstiness and correlation in inter-arrival times [70, 71]. Moreover, a significant portion of the performance analysis has been carried assuming an ATM infrastructure underpinning the IP layer [58, 51, 72, 73, 74, 75, 76].

Many of these studies are based on the work done on core data networks in the 80's, evolving to ATM based networks in the 90's, which are currently migrating to IP/MPLS/RPR infrastructure. Obviously, the underlying assumptions are similar; nevertheless, there are key differences with these networks such as bandwidth, delay and QoS requirements. It is also recognized that the Poisson model, used to model voice traffic, is not suitable for modeling today's data traffic which exhibits burstiness and self-similarity. In addition, service convergence of multimedia traffic at the customer premises is now becoming technologically feasible and cost-effective across the network. As a result, the need to study the impact of convergence across the network, starting from the Access to the Edge and Core, is more critical nowadays to enable successful and cost-effective service delivery. In this section, we focus on the key research which has been carried out on packet based networks with multimedia traffic.
3.3.1 Compound Poisson Process (CPP) with GE Distribution Service

CPP and Markov Modulated CPP (MM CPP) are models suited for producing traffic burstiness in which inter-arrival times have a Generalized Exponential (GE) probability distribution. The $MM\text{CPP}/GE/m/K$ G-queue is capable of accommodating large batch sizes of arrivals and services with an efficient solution. Nonetheless, it suffers from the restriction on the batch size distributions. The model provides a homogeneous multi-server queue with $m$ servers, General Exponential services times and $K$ buffer length. The $MM\sum_{i=1}^{N}CPP_i/GE/m/K$ G-queue overcomes this restriction by making the model vastly flexible and also enables the superposition of multiple arrivals streams, where the superposition of $N$ independent positive and independent negative customer arrival streams each as a CPP (with batch arrivals of geometrically distributed batch size). This means that the inter-arrival times of each of the $(N+1)$ arrival streams are also independent GE RVs. This model is mathematically tractable with efficient analytical solution for the steady state probabilities which models well the burstiness (batch size distribution) of the traffic but not the auto-correlations of the inter-arrival times.

This model has been proposed for use in MPLS networks. The arrival of packets can be modeled by the $MM\sum_{i=1}^{N}CPP_i$ process. Multi-path LSPs are modeled as multi-servers with GE service times, a maximum of $m$ servers (or LSPs) and the capacity of the node as $K$. The use of negative customers represented by $G$ is used to model packet losses, corrupted packets, and breakdown of LSPs etc. This specific application is more representative of the network Core, and can be extended to the Edge [77, 78, 79, 80].

3.3.2 MMPP with General Distribution Service

Markov Modulated Poisson Process (MMPP) is a doubly stochastic Poisson process where the Markov Chain (MC) governs the transition of the process between states, and at each state the number of arrivals is determined by a Poisson process. The most popular and simple model of MMPP is the 2-state MMPP which has been successfully used to model aggregate traffic from voice, data and variable-bit rate video sources. MMPP model is capable of catching the inter-frame dependency between consecutive frames.
MMPP, referred to as MMPP-2, process has four parameters: $\lambda_1, \lambda_2, r_1, r_2$ which are the packet arrival rates in states 1 & 2 and the mean state durations in states 1 & 2, respectively. MMPP-2 can be parameterized by the infinitesimal generator matrix $R$ and the arrival rate matrix $\Lambda$, as follows:

$$R = \begin{bmatrix} -r_1 & r_1 \\ r_2 & -r_2 \end{bmatrix} \quad \text{and} \quad \Lambda = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}$$

(3-13)

![Figure 3-4: 2-State MMPP (MMPP2) and 2-state SPP (SPP-2)](image)

Let $\pi$ be the equilibrium probability vector $= (r_2/(r_1 + r_2), r_1/(r_1 + r_2))$, where $\pi R = 0$. Also, $\pi e = 1$, where $e$ is the unit column $= (1, 1)^T$, and the traffic intensity or average traffic generation rate can be expressed as:

$$\rho = \frac{\lambda_1 r_2 + \lambda_2 r_1}{r_1 + r_2}$$

(3-14)

This work demonstrates that a superposition on $N$ on-off sources can be modeled by an MMPP-2. Several methods have been proposed for matching the MMPP-2 four parameters to the parameters of the aggregated multimedia traffic of on-off sources such as, Moment-based matching, $\Sigma$-Matching technique and IDC matching technique [59, 62, 81, 82, 83].

3.3.2.1 Moment-Based Matching

Moment-based matching technique by Heffes and Lucantoni computes the four MMPP-2 parameters using the first moment (mean arrival rate), two IDC points representing the 2nd moment (variance-to-mean ratio and asymptotic value of IDC i.e. IDC($\infty$)), and one point of the third central moment of the superposition of $N$ on-off sources. In their work, they
modeled aggregated voice and data traffic multiplexed over a high-speed link using MMPP/G/1 queue. The result of this model is extremely well matched with IDC curve of the aggregate traffic. However, it requires a lengthy calculation of the third moment using inverse Laplace transforms [59].

3.3.2.2 Σ-Matching
Using Σ-Matching technique by Kim and Lee, the MC is divided into two parts: an under-load (UL) and over-load (OL) representing each of the MMPP-2 states. The arrival rates \( \lambda_{UL} \) and \( \lambda_{OL} \) are computed based on the on-off sources mean sojourn times and their respective stationary probabilities. The MMPP-2 transition rates, \( r_{UL} \) and \( r_{OL} \), are determined by equating the mean sojourn time in each of the states to that in all of the corresponding states in MC using a recursive equation. The advantage of this technique is that it is applicable to a heterogeneous case, and it provides a simple way to estimate the MMPP-2 parameters. Nonetheless, it does not match the IDC curve; hence, it fails to effectively capture the inter-frame correlation of the aggregate traffic under heavy loads [82].

3.3.2.3 IDC Matching
In IDC matching technique uses the same under/over-load approach as mentioned the previous sub-section, but instead of the time process, LeNgoc, Huang and Hayes propose using a counting process of the number of arrivals of over a fixed time interval. Thus, the sojourn time of the MMPP-2 model are calculated by matching the values of the IDC at large lags i.e. IDC(∞). This calculation is very simple as the values of IDC(∞) are known for both the on-off sources and the MMPP-2 model. The results of this method are the closest to the moment matching technique; however, it is not as accurate. On the other hand, it provides a simpler but accurate method to estimate the parameters and analyze the queueing system [62, 83].
3.3.2.4 Superposition of MMPPs

One of the key characteristics of MMPP processes is that the superposition and splitting of MMPPs give rise again to an MMPP. The superposition of \( N \) MMPP processes can be represented, as follows:

\[
R = R_1 \oplus R_2 \oplus \Lambda \oplus R_N \quad \text{and} \quad \Lambda = \Lambda_1 \oplus \Lambda_2 \oplus \Lambda \oplus \Lambda_N
\]  

(3-15)

where \( R_i \) and \( \Lambda_i \) are \( k_i \times k_i \) matrices, and \( R \) and \( \Lambda \) are \( k \times k \) matrices with \( k = \prod_{i=1}^{N} k_i \). Also, \( \oplus \) denotes the Kronecker sum which is defined as:

\[
R_1 \oplus R_2 = \left( R_1 \otimes I_{R_2} \right) + \left( I_{R_1} \otimes R_2 \right)
\]

(3-16)

\( I_{R_i} \) is an identity matrix of the same order as matrix \( R_i \), and \( \otimes \) denotes the Kronecker product, which is defined for two matrices \( C = \{c_{ij}\} \) and \( D = \{d_{ij}\} \) as:

\[
C \otimes D = \begin{bmatrix}
c_{11}D & c_{12}D & \Lambda & c_{1n}D \\
M & M & M & M \\
c_{n1}D & c_{n2}D & \Lambda & c_{nm}D
\end{bmatrix}
\]

(3-17)

Andersen and Nielsen proposed an approach where a number of MMPP-2’s are superposed to model traffic self-similarity over many time scales. The parameters of each of the MMPP-2’s are determined so as to match the mean and auto-correlation function of the self-similar traffic over several different time scales. An algorithm is also provided for fitting the covariance function of the Markovian model to that of second order self-similar processes over several time scales, and demonstrated that it works well over the entire range of the Hurst parameter. The superposition of three to four MMPP-2’s is sufficient to model self-similar behavior reasonably accurate over four to five time scales. The advantage of this method is its capability to model LRD using well-developed queueing systems [84, 85].
Other recent research applied the superposing of MMPP-2's to model traffic in Wireless ATM/TDMA queue system and to model message arrivals in Dimension-Ordered routing in multi-computer networks [86, 87].

In summary, MMPP models, which are SRD processes by definition, are widely used and adopted for queueing systems due to its simplicity and analytical tractability. MMPP models are suited to capture the auto-correlation of the inter-arrival times especially for lower loads and smaller buffer applications. In some cases, it is unable to capture the burstiness of the aggregate multimedia traffic. This downfall could be partly addressed by increasing the number of MMPP states; however, this results in increasing the analytical complexity and the time to convergence/solution. In addition, recent research demonstrated that a superposition of MMPP processes can model certain LRD traffic behavior of several different time scales.

3.3.3 Pareto Distributed Inter-Arrival Times
Pareto Modulated Poisson Process (PMPP) is a doubly stochastic process with a heavy-tailed inter-arrival time Pareto distribution, which can be used to capture self-similarity and LRD behavior in traffic. The mathematical representation presented in 3.3.2 for MMPP is also applicable to PMPP as they are both SPPs, and instead of the four MMPP-2 parameters, PMPP-2 requires three parameters, namely: $\lambda_1, \lambda_2, a$ which are the arrival rates in states 1 & 2 and the Pareto model shape parameter, respectively. Hence, when the process is in state $i$, the packets arrive at a Poisson rate of $\lambda_i$ and with Pareto distributed inter-arrival times with shape parameter $a$. In other words, the sojourn times in each of the states are independent and identically distributed with Pareto distribution. The Pareto shape parameter has three ranges of interest: (i) $0 < a < 1$, (ii) $1 < a < 2$ and (iii) $a > 2$. In case (iii), the mean and the variance of the inter-arrival distribution are finite. Thus, the process is not self-similar in this region. In case (ii), the mean is finite, but the variance is infinite. While in case (i), both the mean and the variance are infinite; hence, the utilization is zero for this region. This means that for case (i) and (ii), the arrival process is self-similar. Hence, case (ii) is the region of interest to generate self-similar traffic with utilization $> 0$. 51
Several researchers have studied the Pareto model specifically: Gordon analyzed Pareto/M/1 queue delay, Koh and Kim derived loss probability in Pareto/M/1/K, Huebner compared Pareto’s loss probability and queue lengths against other models, Subramanian and Le-Ngoc presented an aggregated model of PMPP and MMPP for data and real-time traffic, respectively. The findings demonstrated that Pareto distributed inter-arrival can capture self-similarity and performs better than other models for smaller to medium buffer size LRD applications [57, 88, 89, 90].

3.3.4 FBM with Deterministic Distribution Service

The Fractional Brownian Motion (FBM) process, described in section 3.2.4.3, is used to model connectionless traffic with self-similarity as presented by Norros. He demonstrated that FBM accurately describes internal LAN traffic where many sources could be sending traffic at the same time. However, external and WAN traffic, which has less intensity, is not well described by FBM, despite the traffic’s 2nd order self-similarity. He showed that the queue length for an FBM is simpler and more tractable than other typical LRD models which are very complex and difficult to study [91, 92, 93, 94].

Moreover, Huebner presented two comparative studies for FBM. He modeled an FBM/D/1 infinite queue and used it to approximate the loss probability in finite queues. The result for the approximation did not work well under the LRD FBM process and was a difference of a few orders of magnitude [65]. Nonetheless, in another study, he compared various modeling techniques including FBM to see which model captures better the statistical properties of data traffic. The result indicated that FBM modeled well the effect of long-range dependence in data traffic, especially for applications with larger queue size; however, the FBM model failed to predict the queueing performance for small buffer size [57].

3.4 Ring and RPR Performance Research

Ring technologies have received a lot of positive endorsement within the research and industry communities. One of the key technologies is Buffer Insertion Ring (BIR), which
is the basis that RPR was built on. RPR introduced several key properties on top of BIR such as resilient failover (50ms protection), fairness algorithm, and class of service hierarchy. As a result, RPR is receiving strong focus from Service Providers for delivering a converged infrastructure. Nonetheless, the current RPR standard suffers from: (a) slow convergence of the fairness algorithm, (b) permanent oscillations of the fairness algorithm, (c) long ring access delay, (d) total (i.e. dual-ring) bandwidth inefficient utilization, and (e) inconsistent class of service traffic handling. The first three items have been researched quite extensively in recent years. Several proposals demonstrate alternative solutions to address these limitations. However, items (d) and (e) have not been resolved yet, which we attempt to address in this research. A summary of the key contributions to BIR and RPR research is provided next.

3.4.1 Buffer Insertion Ring

Buffer Insertion Ring (BIR) was proposed by Hafner, Nenadal and Tschanz as an unslotted ring allowing for uncoordinated access to the ring and use of variable sized packets [95]. BIR has the maximum spatial reuse on a ring allowing stations to transmit packets concurrently. A node may enter a state where it has packets ready for transmission; however, it is not able to transmit on the ring due to upstream node traffic. If this state lasts for a long period of time, this state is called congestion or starvation. Therefore, to avoid packet loss, each node requires an infinite buffer also known as insertion buffer, as shown in Figure 3-5. Nonetheless, an infinite or large buffer is not practical and results in unacceptable long packet delays [96, 97].

![Buffer Insertion Ring and Node Architecture](image)

Figure 3-5: Buffer Insertion Ring and Node Architecture
As illustrated in Figure 3-5, if the traffic generated from node 1 and destined to node 3 is equal or larger than the ring bandwidth, and without any access control or fairness mechanism, node 2 will not be able to insert any of its traffic onto the ring, which results in node 2 starvation.

In order to limit the size of the insertion buffer, eliminate starvation and minimize packet delay, many researchers introduced new techniques to provide fair access to all nodes on the ring while minimizing delay and maximizing throughput. In [98], Head-Of-Line (HOL) delay is used as a performance measure for access delay. HOL is defined as the amount of time the first packet in the transmission buffer of a node has to wait before it is inserted on the ring. HOL delay or the range of its variations is a major component in the transmission jitter that the ring introduces. This research introduced two algorithms which demonstrate a reasonable tradeoff between packet delay and ring throughput with an upper bound for HOL delay. The delay bound derived for the first algorithm is:

\[
6 \frac{Q_{\text{max}}}{B_w} + 3T_{RD} + 2n \frac{L_{\text{max}}}{B_w}
\]  (3-18)

Similarly, the HOL delay bound presented for the second algorithm is:

\[
4(\ln n + 1) \frac{Q_{\text{max}}}{B_w} + 3T_{RD} + 2n \frac{L_{\text{max}}}{B_w}
\]  (3-19)

where \( L_{\text{max}} \) is the maximum size of a packet, \( B_w \) is the link bandwidth, \( n \) is the number of nodes on the ring, \( T_{RD} \) is the round trip delay and \( Q_{\text{max}} \) is the maximum quota allowed for any node to transmit on the ring.

In [96], Buffer Insertion/Self-Token (BIST) protocol was introduced to prevent starvation and maintain fairness on the ring. BIST assigns each node individual tokens, called self-tokens. A node can transmit packets only if it holds its own tokens. Hence, each packet transmitted by a node is attached a self-token belonging to the node. This results in regulating packet flow and providing fair access to the ring. Two modes of self-tokens are
supported: asynchronous and synchronous transmissions. The asynchronous traffic is associated with station priority transmission mode, while the synchronous traffic is related to ring priority transmission mode.

Another BIR research is presented in [97]. Two BIR architectures are studied, namely Mono Transit Buffer (MTB) and Dual Transit Buffer (DTB). DTB architecture allows the ring to differentiate between low priority and high priority traffic, which is important during congestion periods. This research introduced congestion control mechanisms which are rate based and proposed to regulate traffic using leaky buckets. The research demonstrated through simulation that MTB architecture oscillated due to over-reaction of rate estimations, while DTB oscillated due to buffer threshold settings. To achieve fair throughput for all nodes, the research showed that by correctly setting parameters, oscillations can be dampened.

3.4.2 ABA Scheme

Adaptive Bandwidth Allocation (ABA) scheme is a distributed bandwidth allocation scheme based on classical control theory. It is proposed in 2005 by L. Tan, H. Wang and M. Zukerman [8]. ABA’s objective is to (a) achieve General Weighted (GW) fairness [99] amongst various flows sharing a common link, (b) maintain stable queueing delay, and (c) maximize the link utilization.

This scheme assigns the Minimum Rate (MR) for each flow, and then fairly allocates a portion of the excess bandwidth in accordance with each flow’s weight. Note that a portion of the excess bandwidth is reserved for congestion avoidance. Then, ABA applies a Proportional Derivative (PD) control approach to re-adjust the sending rates of these flows at the relevant sources. This results in maximizing the link utilization while maintaining stable buffer occupancy. The following PD-controller is used to control the sending rate of one flow which passes through a given link:

\[ R(t) = R_{max} - a(Q(t - \tau_b) - Q_0) - b(Q(t - \tau_b) - Q(t - \tau_b - 1)) \]  \hspace{1cm} (3-20)
where $R(t)$ is the adjusted sending rate of the flow at its source, $R_{\text{max}}$ is the maximum allowed sending rate of this flow, $\tau_b$ is the feedback delay from the link to the source, $Q(t)$ is the buffer occupancy, $Q_0$ is the target value of $Q(t)$, lastly $a$ and $b$ are control gain parameters. These two parameters are determined by solving the following characteristic equation (CE) of the closed-loop system, using $n$th-order Taylor expansion of the exponential functions with the condition in the control gains under which the network is asymptotically stable in terms of buffer occupancy:

$$s + a \sum_{i=1}^{N} \omega_i e^{-(\tau_i' - \tau_b)s} + b \sum_{i=1}^{N} \omega_i e^{-(\tau_i' - \tau_b)s} - b \sum_{i=1}^{N} \omega_i e^{-(1-\tau_i')s} = 0$$ \hspace{1cm} (3-21)

note that $\tau_i'$ is the forward time delays from the source node $i$, and $\omega_i$ is the weight of flow from node $i$.

The selection of the control parameters is important to achieving system stability. Also, the simulation and the theoretical analysis demonstrate that the ABA scheme address the RPR limitations (a) and (b) while maximizing on network utilization.

3.4.3 Moderate Fairness Mode Algorithm

F. Davik, A. Kvalbein and S. Gjessing introduced in 2005 another fairness algorithm to improve two of the major performance deficiencies in the RPR fair algorithm. The first deficiency is caused by the method used by the node closest to the congested link to calculate a fair rate estimate. The second deficiency is in the method used for distributing the calculated rate values [9].

The goals of the moderate fairness mode algorithm are as follows. First, eliminate the oscillation behavior in the presence of a head with a modest sending behavior. Second, retain the RPR standard behavior in the presence of a head with greedy sending behavior. Third, minimize the changes to current algorithm for faster implementation. Lastly, fit the modifications within the guidance of the RPR standard.
The basic idea of this algorithm is to monitor the TB occupancy of the congested node. If the occupancy increases, the fair rate estimate is too high and must be decreased. Alternatively, if the occupancy decreases, the fair rate is too low and must be increased. The occupancy must be bound to minimum and maximum allowed rates. This process results in improving the rate calculation.

In order to enhance the rate distribution, the algorithm proposes to alter the responsibility of the tail node (during congestion), so that it is no longer its responsibility to stop the propagation of the fair rate estimates received from the head (where the congestion is detected). However, to support the establishment of more than one congestion domain, the algorithm allows the removal of the fairness message once it reaches a new congestion domain head. To allow for a congested node to decide whether a fairness message has passed through a downstream tail or not, this algorithm proposes to use one of the 13 reserved and unused bits as a “passed_tail” bit. When the fairness message reaches the tail, the tail sets this bit to one; hence, indicating that the message has been propagated beyond a congestion tail. Fairness messages with this bit set to one are terminated once they reach a head node.

3.4.4 DVSР Algorithm

Distributed Virtual-time Scheduling in Rings (DVSР) is a new dynamic bandwidth allocation algorithm introduced in 2004 by V. Gambiroza et al [6]. The concept is for nodes to compute a simple lower bound of temporally and spatially aggregated virtual time using per-ingress counters of byte arrivals without any complex operations such as fair queueing. As this information gets propagated along the ring, each node can approximate its fair rate for its own traffic.

This proposed algorithm addresses the following RPR standard limitations: severe and permanent oscillations, lack of achieving full spatial reuse and maximizing the ring utilization, and the large number of messages required for the fairness algorithm to converge.
In order to address these limitations, a reference model termed Ring Ingress Aggregated with Spatial reuse (RIAS) fairness is provided. RIAS fairness achieves maximum spatial reuse subject to providing fair rates to each ingress-aggregated flow at each link. DVSR uses measurements available at an RPR node to compute the minimum cumulative change in virtual time since the receipt of the last control message, as if the node was performing weighted fair queueing at the granularity of ingress-aggregated traffic. By distributing such control information upstream, nodes can perform simple operations on the collected information and throttle their ingress flows to their ring-wide RAI fair rate.

The theoretical and simulation results provided demonstrate that DVSR provides an order of magnitude faster convergence than the RPR standard. In addition, DVSR mitigates the fairness algorithm oscillation while maximizing link utilization whereas the fairness algorithm suffers from utilization losses of up to 33% (for scenarios with unequal input rates). Some of the key RPR drawbacks that DVSR does not address are long ring access delays, dual ringlet utilization and end-to-end consistent CoS handling.

3.4.5 VSQ Access Control Scheme

H. Tang et al proposed in 2004 a new fair access control scheme called Virtual Source Queueing (VSQ) focused on metropolitan packet ring networks. It also proposes a simple feedback control scheme for VSQ to avoid packet loss on the rings [10].

Similar to DVSR, VSQ resolves the slow convergence and permanent oscillation in the RPR fairness algorithm. However, both RPR and DVSR have not addressed the long access delays for the node traffic due to the feedback rate control scheme. VSQ uses fair scheduling to provide guaranteed fair medium access and eliminates also the access delay problems.

The main idea of VSQ is to have a fair share of the bandwidth to all competing nodes based on the weighted source-based fairness definition in the RPR standard; where on any given segment on the ring, the available bandwidth is allocated to each node using the segment in proportion to its relative weight. VSQ provides a virtual queue $Q_i$ for traffic from each
possible source to its destination node on the ringlet, for a maximum of $N-1$ virtual queues per node, where $N$ is the number of nodes on the ring and $1 \leq i, j \leq N$.

The key difference between the VSQ and RPR MAC architecture is that VSQ eliminates the need for: the fair rate estimation/feedback module, traffic monitor, rate controller and virtual-destination queues. The reason is that VSQ uses the fair scheduler to serve all the queues fairly so that every node can have guaranteed fair share of the ring bandwidth without fair rate estimation and feedback as needed by RPR.

VSQ introduces One-Hop-Backpressure which allows a very simple and effective feedback control as it checks the length of the queue upon reception and transmission of packets. On the other hand, the RPR feedback control provides hop-by-hop feedback to upstream nodes and is much more complex.

Another key advantage of VSQ is the isolation of the low priority traffic of different sources from each other. Hence, a greedy source that demands excessive bandwidth may suffer delay or loss while a well-behaved source has better access to its guaranteed fair share.

VSQ assumes two classes of traffic priorities: high and low. In real RPR networks, the three major CoS are used and often with their subclasses. Hence, limiting the analysis and simulation to a minimum subset does not address the SP RPR requirements for a deeper CoS and QoS requirements.

A similar research was introduced in 2006 by F. Alharbi et al [100]. This research introduced the use of virtual destination queues (VDQs) to avoid head-of-line blocking. Different bandwidth allocation policies were discussed to assign rates to VDQs. Also, a bandwidth allocation policy is proposed which was shown to achieve maximum utilization at low complexity.
3.4.6 Flow-based Fairness Algorithm

M. Chen et al proposed in 2006 a flow-based fairness algorithm. The analytical and simulation results indicated that the throughput of an RPR can reach up to twice the conventional rings in balanced uniform traffic pattern using node-based fairness. In addition, these results also demonstrated that the throughput of flow-based fairness will be approximately twice higher than the node-based fairness. Nonetheless, the complexity is higher with the flow-based algorithm [101].

The bandwidth utilization factor of the ring can be represented as follows:

$$\rho = \frac{1}{C} \sum_{i=0}^{N-1} S_{\text{traffic},i}$$  \hspace{1cm} (3-22)

where $S_{\text{traffic},i}$ is the total send traffic out of node $i$.

The node-based fairness utilization factor can be expressed as:

$$\rho = \frac{1}{C} \sum_{i=0}^{N-1} \frac{2}{N} = 2$$  \hspace{1cm} (3-23)

Also, the flow-based fairness utilization factor can be derived to:

$$\rho = \frac{4N}{N + 2}$$  \hspace{1cm} (3-24)

This approaches 4 as $N$ approach infinity.

Another key contribution by M. Chen in 2006 is the investigation of the RPR queue length, as the buffer size configuration is very important to the RPR performance. In this study, a relationship was developed between the throughput and number of nodes. The simulation and analytical results were carried out, and confirmed the accuracy. This study considered there classes of services: low, medium and high. It was shown that the queue length does not increase linearly with the number of nodes [102].
3.4.7 Additional RPR Fairness Improvement Research

C. Liu and J. Li proposed in 2004 another scheme to address the fairness algorithm drawbacks and reduce the convergence iterations beyond what DVSR has achieved for the case when the total input rate is less than the link capacity. This scheme provides fairness using estimated number of unbounded flows in each link [11]. The proposed fair-rate iteration algorithm is:

\[ F_i(n+1) = \min\{C, C/K_i(n)\} \]

\[ K_i(n) = \begin{cases} 
  K_i(n-1) + \Delta N_i, & \text{if } (\Delta N_i \neq 0) \\
  [K_i(n-1) + N_i] / 2, & \text{if } (P_s = 0 \& T_i > T_u) \\
  R_i(n) / F_i(n), & \text{otherwise} 
\end{cases} \]

(3-25)

where \( F_i(n) \) is the estimated fair rate for link \( i \) during the \( n^{th} \) iterations, \( C \) is the link capacity, \( K_i(n) \) is the estimated number of unbounded flows in link \( i \) during the \( n^{th} \) iterations, \( \Delta N_i \) is the change of active flow number in link \( i \), \( P_s \) is the ratio of time in an iteration used by station traffic, \( T_i \) is the number of iterations, \( T_u \) is a threshold of iterations with \( P_s = 0 \). This proposal addresses the oscillation and convergence drawbacks of RPR and converges faster than DVSR algorithm.

Another proposal is called Low Complexity Fairness Algorithm (LCFA) proposed by F. Alharbi and N. Ansari in 2004 [12]. LCFA adopts the RIAS fairness concept, where the level of traffic granularity at a link is defined as an ingress-aggregated (IA) flow which is the aggregate of all flows originated from the same node but destined to different nodes. During congestion, all nodes should be able to send the same amount of data on the congested link relative to all other nodes. LCFA computes the advertised fair rate \( F_k \) in bytes by dividing the available bandwidth by the number of active nodes at node \( k \), as follows:

\[ F_k = \frac{C}{\max(1, \sum_{i=0, i \neq (k+1) \mod N}^{N-1} \min(1, \frac{B_i}{F_k}))} \]

(3-26)
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where $C$ is the available bandwidth in bytes and is equal to the link capacity minus the reserved bandwidth for higher priority class traffic. Also, $B_i$ is the IA traffic demand at node $i$, given by:

$$B_i = \sum_{j=(i+1) \mod N}^{(i-1) \mod N} b_{i,j} \tag{3-27}$$

where $b_{i,j}$ is the flow originated from node $i$ destined to node $j$. This scheme results in simple hardware design, fast convergence time and addresses the oscillation problem. However, it assumes that all nodes are treated equally during congestion and does not differentiate between the various levels of CoS required by SP’s.

Another recent bandwidth allocation scheme, called Distributed Bandwidth Reallocated in Rings (DBRR), is introduced by P. Yue et al in [103]. It is based on approximate virtual time. It uses a simple FIFO scheduling scheme between transit and transmit buffers. Strict priority of transit traffic over local traffic is not considered in this research. In DBRR, each node uses its per-destination byte counters to construct a lower bound of the fair rate based on the evolution of the virtual time. Combining local calculated and remote information, the fair rate of per-destination ingress nodes can be adjusted dynamically. This algorithm reduces the fairness algorithm oscillations and convergence time, it also increases the throughput. The drawback of this algorithm is the ring access delays due to the lack of strict priority support.

Lastly, X. Zhou et al also presented an improvement to the RPR fairness algorithm in 2003. This proposal is based on the Node Ingress Aggregate (NIA) fairness in which the IA congested flows fairly share the bandwidth of the congested link that they pass through [104]. This proposal provides enhancements to RPR-AM fairness algorithm and enhances its performance.

3.4.8 Additional Ring Access Delay Improvement Research

D. Schupke and A. Riedl investigated packet transfer delay of 1-TB and 2-TB designs for low and high priority traffic in [13]. This research presented an analytical approximation
of the average packet delay. Also, 1-TB and 2-TB design delays were derived, presented and compared. However, only two classes of service: high and low priority traffic were considered. This work demonstrated that high priority traffic has higher delays with 1-TB design, whereas low priority traffic performs almost the same for both designs. In addition, it focused on the delay and utilization on a single ringlet with the minimum hop route assumption.

A follow on to this research by S. Zhou et al. modeled incoming traffic with three classes of services as opposed to only high and low priorities. This is obviously closer to the RPR CoS standard; nevertheless, it does not capture the subclass CoS support and only considered a single ringlet minimum hop routing. Also, this research demonstrated the relationship between the maximum throughput, delay and the number of nodes for a single ringlet [14].

Another contribution to the delay analysis and its steady state bound for RPR 1-TB design are analyzed in [15]. The work proposed a rate-based fairness algorithm vs. quota-based. This proposal demonstrated that this enhancement with 1-TB design significantly reduces access delays and allows RPR to be a scalable MAN/WAN solution.

A follow on research focused on simulating access delay for bursty traffic such as streaming video and interactive on-line gaming. This work considered both 1-TB and 2-TB designs. In order to minimize the access and end-to-end delay of Class B traffic, the shaper needs to be set to the committed information rate (CIR) and the excess information rate (EIR) instead of CIR alone [16].

Finally, in 2005, ring access delay bound was proven analytically under steady state. This approach demonstrated that the delay does not depend on the ring size; hence, it is a scalable solutions for the MAN/WAN applications [17].
3.4.9 Unaddressed RPR Drawbacks

The research surveyed in this section delivers innovative schemes to address the limitation of the current RPR fairness algorithm of severe oscillation and lengthy convergence time as well as long ring access delay, specifically drawbacks (a), (b) and (c). However, the limitations (d) and (e) remain unresolved. The limitations are critical to the success of RPR to deliver on the requirements for SP convergence in broadband networks. Bandwidth efficiency and service differentiation are fundamental elements to any SP. Hence, addressing these two limitations is a must for SP’s to adopt RPR and make it a key building block in delivering convergence while leveraging the existing infrastructure. In the next two chapters, we propose two enhancements that address these two limitations.

3.5 Multi-Service RPR Model and Utilization

3.5.1 RPR Reference Model and Ringlet Selection

One of the key objectives of ring technologies is to ensure fair and high bandwidth utilization. Since RPR consists of dual counter-rotating rings, as shown in Figure 2-10, it is important to achieve this objective on both rings. IEEE 802.17 standard outlines the RPR layer model and its relationship to the open systems interconnect (OSI) reference model, as illustrated in Figure 3-6.

![Figure 3-6: RPR Service and Reference Model [42]](image)

The MAC service interface provides service primitives used by MAC clients to exchange data with other peer clients, or to transfer local control information between the MAC and
the MAC client. The MAC control sublayer controls the datapath sub-layer, maintains the MAC state and coordination with the MAC control sub-layer of other MACs, and controls the transfer of data between the MAC and its client. The control activities are distributed among stations on the ring in order to survive any single point of failure. Control entities play an essential role triggering the fairness algorithm and ringlet selection. The ringlet selection entity uses destination_address, source_address, and topology and protection database to determine: a) the ringlet to use to transmit the frame, b) whether and how to flood the frame, and c) type of RPR frame format to use. The MAC datapath sublayer provides data transfer functions for each ringlet. The PHY service interface is used by the MAC to transmit and receive frames on the physical media, shown in Figure 3-7 [42].

![Figure 3-7: RPR MAC Architecture](image)

3.5.2 RPR Ringlet Utilization

Recent research conducted in studying and analyzing ring technologies especially RPR has focused on optimizing one ringlet based on per node traffic (vs. per flow on either ringlet). Ringlet selection control is typically used in the default mode. As a result, ringlet selection is done based on minimum-hop-count around the ring, and fairness is only invoked when congestion is detected (or threshold is reached). This option (or assumption) simplifies both the analysis and implementation for an RPR node. Nonetheless, it results in inefficient use of the total bandwidth on both ringlets, and an avoidable congestion management control lowering available allocated bandwidth.
For example, consider the RPR in Figure 3-8, and assume that each ringlet has 10Gbps link capacity. Let $f(cos, node_i, node_j)$ indicate the required bandwidth for a flow $f$ with class of service $cos$ starting at $node_i$ and ending at $node_j$. Given flows $f0(A0, 0, 3) = 5$Gbps, $f1(B-CIR, 1, 3) = 4$ Gbps and $f2(C, 2, 3) = 3$Gbps. All three flows will be on ringlet 0, since it provides the least number of hops from node 0, 1 and 2 to node 3. However, the three flows require 12Gbps forcing congestion on the link between nodes 2 and 3. This results in invoking the fairness algorithm to share the bandwidth amongst these flows. In the meantime, ringlet 1 has 10Gbps without utilization. Our research introduces a new method to enhance the existing standard to deliver higher bandwidth utilization and provide congestion avoidance; hence lowering the need to run the fairness algorithm. In the above example, also known as parking lot scenario, this can be accomplished by placing flows $f0$ and $f1$ on ringlet 0 and $f2$ on ringlet 1. We also carry out the performance analysis for packet delay to understand the impact on various traffic prioritization and ringlet selection.

![Diagram](image)

Figure 3-8: A 10-node RPR Example with Flows to Node 3

### 3.6 Summary

We classified IP services and its characteristics into four classes: Voice, Video, low-speed data and high-speed data. We outlined IP service sources according to their short and long-term dependence properties and models. For the SRD models, we covered both Markov and Regression models. As for the LRD models, we discussed Pareto process, FBM and superposition of high on-off sources.
Then, we summarized traffic modeling research that is applicable to IP traffic and services. First, we discussed how to model an MPLS node with MM CPP and model packet arrival and loss appropriately. Then, we discussed MMPP and how it can model an aggregate traffic of voice, video and data. Third, we presented a PMPP model and how it can model self-similar traffic. Finally, we showed the relevant work done on FBM to model LAN traffic.

Also, we discussed recent ring and RPR performance research covering BIR, ABA, DVSR, VSQ, VSD and other contributions to address the fairness algorithm drawbacks. We highlighted how recent research addressed the ring delay drawbacks. Lastly, we discussed how RPR enables multi-service support, and we highlighted how it is inefficient in optimizing the network utilization and does not maximize service fulfillment.
CHAPTER 4 – Flow-based Priority Distribution (RPR-FPD)

4.1 RPR Utilization and Service Fulfillment Enhancement Scheme

In CHAPTER 3, we presented the characteristics of IP services and the behavior at the packet level. We also surveyed the various traffic and source models applicable to IP services and IP/MPLS traffic. Then, we discussed traffic modeling and presented the key models researched. We summarized recent RPR research that focused on addressing current RPR drawbacks. Finally, we demonstrated one of the key limitations that recent research has not addressed, which is the consideration of the total bandwidth on both ringlets. In this chapter, we devise and analyze an algorithm which takes the total bandwidth available into account. Our algorithm results in enhancing RPR utilization and service fulfillment. In order to maximize the utilization on an RPR ring and avoid the scenarios described in the previous chapter, it is important that the RPR MAC Control sublayer participates in ringlet selection on a per flow basis.

4.1.1 RPR-FPD Algorithm

Our proposed algorithm is called Flow-based Priority Distribution (FPD) algorithm. Figure 4-1 shows an N-node RPR ringlet, the alternate ringlet is counter-clockwise and not shown. A node \( i \) is connected to its neighbor using links \( i \) on one ringlet and link \( i-1 \) on the other ringlet.

![Figure 4-1: N-Node RPR Ringlet](image)

Our proposed algorithm is composed of two major steps. In the first step, the node must establish the Lowest Cost Path (LCP) for every new flow. Then, the second step checks for Priority-based Congestion Prevention (PCP). RPR-FPD is shown in Figure 4-2. The LCP step starts by establishing the lowest cost ringlet (or path). We propose to use the
following parameters when ringlet selection mode is on: lowest path delay (link delays), if delay for both paths is equal, then use lowest number of hops; otherwise, use default ringlet. Based on these parameters, LCP is assigned.

**Step 1: LCP**

```c
//Calculate each ringlet delay for flow_f(cos,i,j)
ringlet0_delay = Σ((i,j),ringlet)(link_delay(x))
ringlet1_delay = Σ((i,j),ringlet)(link_delay(x))
if ringlet0_delay < ringlet1_delay
   LCP = ringlet0
elseif ringlet0_delay > ringlet1_delay
   LCP = ringlet1
else
   //Calculate each ringlet number of hops for flow_f(cos,i,j)
   ringlet0_hops = Σ((i,j),ringlet)
   ringlet1_hops = Σ((i,j),ringlet)
   if ringlet0_hops < ringlet1_hops
      LCP = ringlet0
   elseif ringlet0_hops > ringlet1_hops
      LCP = ringlet1
   else
      LCP = default ringlet
   if LCP = ringlet0
      alternate = ringlet1
   elseif LCP = ringlet1
      alternate = ringlet0
```

**Step 2: PCP**

```c
//Check bandwidth for congestion and ensure that CoS requirement is satisfied
LCP_utilization = MAX((i,j),LCP)[link_bw_used(x) + flow_f]/link_capacity
alternate_utilization = MAX((i,j),alternate)[link_bw_used(x) + flow_f]/link_capacity
if LCP_utilization < congestion_threshold
   ringlet_selection flow_f, LCP
elseif (alternate_utilization < congestion_threshold) AND
   (alternate_utilization < congestion_threshold)
   ringlet_selection flow_f, alternate
else
   //Congestion is unavoidable. Fairness algorithm will be invoked
   ringlet_selection flow_f, LCP
   fairness LCP
```

Figure 4-2: Flow-based Priority Distribution (FPD) Algorithm

Then in step 2, PCP checks the bandwidth utilization of the LCP. If the LCP bandwidth and the requested flow bandwidth is less than the congestion threshold, the LCP ringlet is selected. If the alternative path bandwidth and the requested flow bandwidth is less than the congestion threshold, and the alternative path delay satisfies the CoS flow requirements, the alternative path ringlet is selected. Otherwise, congestion is unavoidable and the LCP ringlet is selected, which results in running the fairness algorithm.
4.1.2 Simulation Parameters

We define the following initial parameters to simulate an RPR network:

- $N$ is number of RPR nodes on the ring
- $C$ is the ringlet capacity in Mbps
- $T_{\text{link}}$ is the link latency in μsec
- $\rho_{\text{Th}}$ is the ringlet congestion threshold
- $\Delta$ defines length of a timeslot in msec
- Flow start-time, duration, end-time, source-node and destination-node
- Flow required CoS and bandwidth (Mbps)
- $d_f$ is total flow link delay calculated in usec from source to destination node
- $\rho_r$ is the utilization for ringlet $r$

Our simulation environment, shown in Figure 4-3 with initial flow demands, is composed of two steps: first, it takes the above parameters and applies them to an RPR 802.17 network, and then it applies the same parameters to an RPR-FPD network.

Each of these two steps is divided into equal timeslots of $\Delta$ msec. During each timeslot, we compute the following network parameters: $\rho_{r0}$, $\rho_{rl}$, the amount of bandwidth provided to each flow and the delay inhibited from the source to destination per flow. Each step status is detailed in the “Flow Demand and Flow/Link Allocation” box, and the flow bandwidth allocation is shown in the “Service Fulfillment” box.

We repeat this process to obtain statistical variability and track the number of iterations, as shown in the figure. We calculate the mean, standard deviation and obtain the confidence interval of the flow demands and fulfilled bandwidth results. The confidence interval is calculated based on the mean $\overline{x}$, variance $\sigma^2$, number of samples $n$, and significance level of 0.05 which yields a confidence level of 95%. Hence, the confidence interval is:

$$
\overline{x} \pm 1.96 \frac{\sigma}{\sqrt{n}}
$$

(4-1)
In the next section, we compare the results of the above steps for current RPR standard and our proposed FPD algorithm. Also, we discuss the advantages and disadvantages for each method.

![RPR Network Simulation Tool](image)

**Figure 4-3: RPR Network Simulation Tool**

### 4.2 Results of RPR-FPD versus Current Methods

#### 4.2.1 Ring & Network Initial Parameters

Consider an RPR network with $N = 10$ and $C = 1$ Gbps (1000 Mbps), as shown in Figure 4-4. In addition, we assume that $T_{\text{link}} = 2$ msec (2000 μsec) and $\rho_{\text{th}} = 95\% \times C$. We also set $\Delta$ to 100 msec.

![10-node RPR Network with 1 Gbps Ringlet](image)

**Figure 4-4: A 10-node RPR Network with 1 Gbps Ringlet**
We consider five flows with a parking-slot scenario to node 5. The flow parameters are detailed in Table 4-1, Table 4-2 and Figure 4-5. Note that the mean required bandwidth per flow is calculated based on 500 iterations.

Table 4-1: Flow 0 to Flow 4 Mean Required Bandwidth in Mbps

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>flow 0</th>
<th>flow 1</th>
<th>flow 2</th>
<th>flow 3</th>
<th>flow 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>248</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>200</td>
<td>248</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>300</td>
<td>253</td>
<td>348</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>400</td>
<td>247</td>
<td>355</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>500</td>
<td>251</td>
<td>346</td>
<td>515</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>600</td>
<td>250</td>
<td>347</td>
<td>498</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>700</td>
<td>252</td>
<td>354</td>
<td>505</td>
<td>398</td>
<td>0</td>
</tr>
<tr>
<td>800</td>
<td>256</td>
<td>346</td>
<td>498</td>
<td>397</td>
<td>0</td>
</tr>
<tr>
<td>900</td>
<td>255</td>
<td>359</td>
<td>498</td>
<td>398</td>
<td>298</td>
</tr>
<tr>
<td>1000</td>
<td>250</td>
<td>342</td>
<td>500</td>
<td>391</td>
<td>300</td>
</tr>
<tr>
<td>1100</td>
<td>0</td>
<td>354</td>
<td>504</td>
<td>397</td>
<td>302</td>
</tr>
<tr>
<td>1200</td>
<td>0</td>
<td>351</td>
<td>499</td>
<td>404</td>
<td>297</td>
</tr>
<tr>
<td>1300</td>
<td>0</td>
<td>347</td>
<td>497</td>
<td>405</td>
<td>306</td>
</tr>
<tr>
<td>1400</td>
<td>0</td>
<td>348</td>
<td>492</td>
<td>0</td>
<td>289</td>
</tr>
<tr>
<td>1500</td>
<td>0</td>
<td>363</td>
<td>500</td>
<td>0</td>
<td>296</td>
</tr>
<tr>
<td>1600</td>
<td>0</td>
<td>0</td>
<td>499</td>
<td>0</td>
<td>300</td>
</tr>
<tr>
<td>1700</td>
<td>0</td>
<td>0</td>
<td>507</td>
<td>0</td>
<td>299</td>
</tr>
<tr>
<td>1800</td>
<td>0</td>
<td>0</td>
<td>491</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1900</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4-2: Flow 0 to Flow 4 Parameters and Maximum Confidence Interval

<table>
<thead>
<tr>
<th>Flow Name</th>
<th>$f$(CoS, source, destination)</th>
<th>Max. Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>flow 0</td>
<td>$f_0(A_0, 0, 5)$</td>
<td>6.94</td>
</tr>
<tr>
<td>flow 1</td>
<td>$f_1(A_1, 1, 5)$</td>
<td>9.16</td>
</tr>
<tr>
<td>flow 2</td>
<td>$f_2(B_{_CIR}, 2, 5)$</td>
<td>13.16</td>
</tr>
<tr>
<td>flow 3</td>
<td>$f_3(B_{_EIR}, 3, 5)$</td>
<td>10.19</td>
</tr>
<tr>
<td>flow 4</td>
<td>$f_4(C, 4, 5)$</td>
<td>7.77</td>
</tr>
</tbody>
</table>

Figure 4-5: Flow 0 to Flow 4 Bandwidth Demands

4.2.2 RPR Simulation Results

Using 802.17, all flows are routed on ringlet 0 since it provides the shortest path to node 5. The RPR Simulation Tool output is illustrated in Figure 4-6. The flow propagation delay is listed in Table 4-3. The results of the simulation are detailed in Figure 4-7 and Table 4-4.
Figure 4-6: RPR Network Simulation Tool Results

Table 4-3: RPR Flow Propagation Delay & Fulfillment

<table>
<thead>
<tr>
<th>Flow Name</th>
<th>Flow 0</th>
<th>Flow 1</th>
<th>Flow 2</th>
<th>Flow 3</th>
<th>Flow 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation Delay</td>
<td>10 ms</td>
<td>8 ms</td>
<td>6 ms</td>
<td>4 ms</td>
<td>2 ms</td>
</tr>
</tbody>
</table>

Figure 4-7: RPR Flow 0 to Flow 4 Fulfillment
Table 4-4: Flow 0 to Flow 4 Mean RPR Fulfilled Bandwidth in Mbps

<table>
<thead>
<tr>
<th>Time (ms)</th>
<th>flow 0</th>
<th>flow 1</th>
<th>flow 2</th>
<th>flow 3</th>
<th>flow 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>248</td>
</tr>
<tr>
<td>200</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>248</td>
</tr>
<tr>
<td>300</td>
<td>348</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>253</td>
</tr>
<tr>
<td>400</td>
<td>355</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>247</td>
</tr>
<tr>
<td>500</td>
<td>280</td>
<td>417</td>
<td>0</td>
<td>0</td>
<td>203</td>
</tr>
<tr>
<td>600</td>
<td>285</td>
<td>409</td>
<td>0</td>
<td>0</td>
<td>206</td>
</tr>
<tr>
<td>700</td>
<td>211</td>
<td>301</td>
<td>237</td>
<td>0</td>
<td>150</td>
</tr>
<tr>
<td>800</td>
<td>208</td>
<td>299</td>
<td>239</td>
<td>0</td>
<td>154</td>
</tr>
<tr>
<td>900</td>
<td>179</td>
<td>248</td>
<td>198</td>
<td>148</td>
<td>127</td>
</tr>
<tr>
<td>1000</td>
<td>172</td>
<td>252</td>
<td>197</td>
<td>152</td>
<td>126</td>
</tr>
<tr>
<td>1100</td>
<td>205</td>
<td>291</td>
<td>229</td>
<td>175</td>
<td>0</td>
</tr>
<tr>
<td>1200</td>
<td>204</td>
<td>290</td>
<td>234</td>
<td>172</td>
<td>0</td>
</tr>
<tr>
<td>1300</td>
<td>201</td>
<td>288</td>
<td>235</td>
<td>177</td>
<td>0</td>
</tr>
<tr>
<td>1400</td>
<td>277</td>
<td>392</td>
<td>0</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td>1500</td>
<td>282</td>
<td>388</td>
<td>0</td>
<td>230</td>
<td>0</td>
</tr>
<tr>
<td>1600</td>
<td>0</td>
<td>499</td>
<td>0</td>
<td>300</td>
<td>0</td>
</tr>
<tr>
<td>1700</td>
<td>0</td>
<td>507</td>
<td>0</td>
<td>299</td>
<td>0</td>
</tr>
<tr>
<td>1800</td>
<td>0</td>
<td>491</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1900</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2000</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

We note that congestion is detected when flow 2 is initiated, and results in lower flow bandwidth fulfillment starting at $t = 0.5$ s. We track both bandwidth fulfillment and total ring utilization as shown in Figure 4-8.
4.2.3 RPR-FPD Simulation Results

Using our proposed RPR-FPD algorithm, we use the same network parameters to simulate the flow fulfillment, flow delay and ringlet utilization. FPD routes flows on both ringlets depending on algorithm parameters. The flow propagation delay is listed in Table 4-5. The results of the simulation are shown in Table 4-6 and Figure 4-9.

<table>
<thead>
<tr>
<th>Flow Name</th>
<th>Flow 0</th>
<th>Flow 1</th>
<th>Flow 2</th>
<th>Flow 3</th>
<th>Flow 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propagation Delay</td>
<td>10 ms</td>
<td>8 ms</td>
<td>14 ms</td>
<td>16 ms</td>
<td>2 ms</td>
</tr>
</tbody>
</table>
We note that RPR-FPD avoids congestion in this simulation and provides full bandwidth fulfillment by routing flows 2 and 3 to ringlet 1. However, this results in a delay penalty for these two flows as they take the longer path on the alternate ringlet. Figure 4-10 illustrates the bandwidth fulfillment and ring utilization.
4.2.4 Results Comparison

In our scenario above, RPR allocates all flows on a single ringlet since it used nodal distance and lowest cost path as a criterion for ringlet selection. As demonstrated in our simulation, this resulted in congestion when flow 2 was initiated on the ring, which in turn
lowers the service and flow fulfillment as the bandwidth is shared amongst the various active flows.

On the other hand, RPR-FPD distributed the flows on both ringlets based on LCP and PCP steps and parameters. In our specific case, congestion was completely avoided which results in providing 100% bandwidth fulfillment and higher total ring utilization.

It is important to note that this significant increase in fulfilling bandwidth demand and total ring bandwidth utilization comes at the expense of the packet delay. Consider flow 2 where RPR-FPD fulfills all of its demands on the alternate ringlet, but introduces delay of 3 hops with RPR vs. 7 hops with RPR-FPD. This is why it is critical to perform the PCP step in FPD; therefore, we ensure that the CoS and delay requirements are met. In order to make sure that we respect delay requirements, we derive and analyze RPR and FPD packet delay performance for 1-TB and 2-TB designs.

4.2.5 RPR-FPD Impact on Resiliency

One of the key benefits of RPR is its resiliency. During protection, RPR dual-ring bandwidth is reduced. As we demonstrated above, FPD enables higher utilization on both ringlets while respecting CoS requirements and avoiding congestion in certain scenarios. Once FPD is enabled and a link failure occurs, it is very likely that congestion will occur. Consequently, lower priority traffic will be impacted. We will consider the impact of FPD on resiliency in the following cases:

First, since 1-TB design does not require buffering more than a single packet, station ingress (client add) queues will have to buffer traffic during congestion. Hence, station ingress low-priority queues will suffer longer delays and potentially face dropping packets.

Second, 2-TB STQ is capable of buffering CoS A1 to C traffic. With higher utilization and under ring protection condition, STQ buffered packets will face longer delays due to Control and A0 CoS traffic in pass-through and station ingress queues. In this case, A1 and C CoS traffic admitted onto the RPR ring will face undesirable delays with a 2-TB design
due to the high utilization enabled by FPD and higher CoS getting priority access onto the protected ring.

Finally, given that FPD allows flows to use longer paths to increase utilization and avoid congestion. When a link failure occurs, and a flow using a longer path due to FPD is now switched to the shorter path, it is possible that a new transmitted packet on the shorter path can arrive before the last transmitted packet on the longer path. As shown in Figure 4-11, a 5-node RPR ring with 1Gbps per ringlet has two flows: $f_1$ from node 0 to 1 and $f_2$ from node 0 to 2. Figure 4-11 (a) demonstrates normal operation with FPD enabled for $f_2$, utilization is maximized and congestion is avoided. When a link failure occurs between nodes 0 and 4, as illustrated in Figure 4-11 (b), $f_2$ will be routed on the shorter path which results in congestion. However, node 4 might have received packets from node 0 prior to the failure, and they might be in transit to node 2. Hence, it is important for node 2 to ensure that any received packets from either ringlet are delivered in order and not out-of-sequence to the egress station queues.

(a) Normal Mode with FPD

$f_1(0,1,A0) = 600$Mbps on ringlet 0

$f_2(0,2,A1) = 500$Mbps on ringlet 1 (FPD)

(b) Protection Mode with FPD

$f_1(0,1,A0) = 600$Mbps on ringlet 0 (congestion)

$f_2(0,2,A1) = 500$Mbps on ringlet 0 (congestion)

Node 2 must ensure that ringlet 1 in transit packets from node 4 to 2 are either delivered in sequence or discarded vs. packets arriving ringlet 0.

Figure 4-11: FPD Impact on RPR Resiliency
4.3 RPR-FPD Packet Delay Performance Analysis

4.3.1 RPR Node Model

We consider both 1-TB and 2-TB designs in our analysis. We model an RPR node as shown in Figure 4-12. The RPR standard specifies the classes of service (CoS) listed in Figure 2-9. In our research, we model all CoS queues supported by RPR, whereas previous RPR research only modeled 2 or 3 CoS. As a result, the control and subclass classes were not modeled appropriately. In our modeling, we assume the following:

- The number of RPR nodes on the ring is \( N \), and an RPR node \( e \) \{0, 1, ..., N-1\}
- Inter-arrival and services times are independent
- The latency per link (i.e. between two nodes) is constant = \( T_{\text{link}} \)
- Buffer capacities are infinite
- Total number of client traffic and control queues is \( P_T \)
- The probability of a node transmitting to node \( x \) traffic with priority \( P_i \) is \( q_{x,P_i} \).
- Arrival process for each client CoS priority \( P_i \) transmission traffic is Poisson with mean arrival rate \( \lambda_{\text{client},P_i} \) for all nodes
- Packet length distributions are the same for all nodes, with packet sending times 1st and 2nd moments \( \bar{S}_P, \bar{S}_P^2 \), respectively.

![Figure 4-12: RPR-FPD Model](image-url)
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The packet arrival rates for the 1-TB (PTQ) is \( \lambda_{1-TB} \), and 2-TB (PTQ, STQ) are \( \lambda_{2-TB,PTQ}, \lambda_{2-TB,STQ} \), respectively. Let \( \alpha_{Pi} \) be the average number of TB’s a packet traverses for a CoS \( P_i \), from a given node to any other node on the ring:

\[
\alpha_{Pi} = \sum_{x=2}^{N-1} (x-1) \gamma_{x,P_i} \quad (4.2)
\]

Now, the TB arrival rates and the client arrival rates can be related as follows:

\[
\begin{align*}
\lambda_{1-TB} & = \alpha_{P_{\text{control}}} \lambda_{P_{\text{control}}} + \sum_{i=2}^{P_i} \alpha_{Pi} \lambda_{\text{client},P_i} \\
\lambda_{2-TB,PTQ} & = \alpha_{P_{\text{control}}} \lambda_{P_{\text{control}}} + \alpha_{P_{\text{ctrl}}} \lambda_{\text{client},P_{\text{ctrl}}} \\
\lambda_{2-TB,STQ} & = \sum_{i=3}^{N} \alpha_{Pi} \lambda_{\text{client},P_i}
\end{align*}
\quad (4.3)
\]

### 4.3.2 CoS Packet Queueing Delay

This model can be regarded as head-of-line non-preemptive priority M/G/1 queueing system as derived in [105]. The general formula for waiting time of a packet with priority \( P_i \):

\[
W_i = \frac{R}{(1 - \sum_{j=1}^{i-1} \rho_j)(1 - \sum_{j=1}^{i} \rho_j)}
\]

where \( R = \frac{1}{2} \sum_{k=1}^{N} \lambda_k S_k^2 \)

where \( R \) is the mean residual service time, and \( \rho_j \) is the throughput for priority queue \( j \).

Note that the throughput per node for traffic priority \( P_i \) is

\[
\frac{\rho_{P_i}}{N} = \lambda_{P_i} S_{P_i}
\]

Note that there is an approximation that the packets leaving node \( i \) are assumed to be arriving at node \( i+1 \) as a Poisson arrival process, in reality the Poisson property is not maintained after the service completion.

We start with the 1-TB design, the throughput parameters are:
\[ \rho_i = \rho_{1-TB} = \frac{1}{N} \left( \alpha_{p_{\text{control}}} \rho_{p_{\text{control}}} + \sum_{j=2}^{n_t} \alpha_{j \rho_{\text{client}, P_j}} \right) \]  
\[ (4-5) \]

\[ \rho_2 = \rho_{\text{control}} = \frac{\rho_{p_{\text{control}}}}{N} \]  
\[ (4-6) \]

\[ \rho_3 = \rho_{\text{client}, P_3} = \frac{\rho_{p_{3}}}{N} \]  
\[ (4-7) \]

\[ \rho_4 = \rho_{\text{client}, P_4} = \frac{\rho_{p_{4}}}{N} \]  
\[ (4-8) \]

\[ \rho_5 = \rho_{\text{client}, P_5-CR} = \frac{\rho_{p_{5-CR}}}{N} \]  
\[ (4-9) \]

\[ \rho_6 = \rho_{\text{client}, P_6-CR} = \frac{\rho_{p_{6-CR}}}{N} \]  
\[ (4-10) \]

\[ \rho_7 = \rho_{\text{client}, P_7} = \frac{\rho_{p_{7}}}{N} \]  
\[ (4-11) \]

The average packet queueing delay for CoS \( P_i \) is \( T_{1-TB,P_i} \) can be represented as:

\[ T_{1-TB,P_{\text{control}}} = W_2 + \alpha_{p_{\text{control}}} W_{1-TB} \]  
\[ (4-12) \]

\[ T_{1-TB,P_3} = W_3 + \alpha_{p_{3}} W_{1-TB} \]  
\[ (4-13) \]

\[ T_{1-TB,P_4} = W_4 + \alpha_{p_{4}} W_{1-TB} \]  
\[ (4-14) \]

\[ T_{1-TB,P_{5-CR}} = W_5 + \alpha_{p_{5-CR}} W_{1-TB} \]  
\[ (4-15) \]

\[ T_{1-TB,P_{6-CR}} = W_6 + \alpha_{p_{6-CR}} W_{1-TB} \]  
\[ (4-16) \]

\[ T_{1-TB,P_7} = W_7 + \alpha_{p_{7}} W_{1-TB} \]  
\[ (4-17) \]

As for the 2-TB design, the throughput parameters are:
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\[ \rho_1 = \rho_{2-TB,PTQ} = \frac{1}{N} \left( \alpha_{\text{client}} \rho_{\text{control}} + \alpha_{P_{A_0}} \rho_{\text{client}, P_{A_0}} \right) \]  
(4-18)

\[ \rho_2 = \rho_{\text{control}} = \frac{\rho_{\text{control}}}{N} \]  
(4-19)

\[ \rho_3 = \rho_{\text{client}, P_{A_0}} = \frac{\rho_{P_{A_0}}}{N} \]  
(4-20)

\[ \rho_4 = \rho_{\text{client}, P_{A_1}} = \frac{\rho_{P_{A_1}}}{N} \]  
(4-21)

\[ \rho_5 = \rho_{\text{client}, P_{B-CR}} = \frac{\rho_{P_{B-CR}}}{N} \]  
(4-22)

\[ \rho_6 = \rho_{\text{client}, P_{B-ER}} = \frac{\rho_{P_{B-ER}}}{N} \]  
(4-23)

\[ \rho_7 = \rho_{\text{client}, P_c} = \frac{\rho_{P_c}}{N} \]  
(4-24)

\[ \rho_8 = \rho_{2-TB,STQ} = \frac{1}{N} \left( \sum_{P_i} \alpha_{P_i} \rho_{\text{client}, P_i} \right) \]  
(4-25)

The average packet queueing delay for CoS \( P_i \) is \( T_{2-TB,P_i} \) can be represented as:

\[ T_{2-TB,P_{\text{control}}} = W_2 + \alpha_{P_{\text{control}}} W_{2-TB,PTQ} \]  
(4-26)

\[ T_{2-TB,P_{A_0}} = W_2 + \alpha_{P_{A_0}} W_{2-TB,PTQ} \]  
(4-27)

\[ T_{2-TB,P_{A_1}} = W_2 + \alpha_{P_{A_1}} W_{2-TB,STQ} \]  
(4-28)

\[ T_{2-TB,P_{B-CR}} = W_5 + \alpha_{P_{B-CR}} W_{2-TB,STQ} \]  
(4-29)

\[ T_{2-TB,P_{B-ER}} = W_6 + \alpha_{P_{B-ER}} W_{2-TB,STQ} \]  
(4-30)

\[ T_{2-TB,P_c} = W_7 + \alpha_{P_c} W_{2-TB,STQ} \]  
(4-31)
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4.3.3 Packet Queueing Delay Parameters

Based on the current RPR algorithm and the analysis, the probability of a node transmitting traffic priority \( P_i \) to node \( x \) is:

\[
q_{x,P_i} = \begin{cases} 
\frac{2}{N-1}, & x = 1,2,...,\frac{N-1}{2}, \text{\( N \) is odd} \\
\frac{2}{N}, & x = 1,2,...,\frac{N}{2}, \text{\( N \) is even} \\
0, & \text{otherwise}
\end{cases}
\]  

(4.32)

Therefore, \( \alpha_{P_i} \) can be represented as:

\[
\alpha_{P_i} = \begin{cases} 
\frac{N-3}{4}, & \text{\( N \) is odd} \\
\frac{N-2}{4}, & \text{\( N \) is even} \\
0, & \text{otherwise}
\end{cases}
\]  

(4.33)

Considering our proposed RPR-FPD algorithm, the probability that a node transmits traffic priority \( P_i \) to node \( x \) can be represented as follows:

\[
q_{x,P_i} = \begin{cases} 
\frac{2}{N-1}, & x = 1,2,...,\frac{N-1}{2}, \text{\( N \) is odd and \( C_{x,P_i}^{LCP} \)} \\
\frac{2}{N}, & x = 1,2,...,\frac{N}{2}, \text{\( N \) is even and \( C_{x,P_i}^{LCP} \)} \\
\frac{1}{N-1}, & x = 1,2,...,N-1 \text{ and } C_{x,P_i}^{\text{alternate}} \\\n0, & \text{otherwise}
\end{cases}
\]  

(4.34)

where \( C_{x,P_i}^{\text{ringlet}} \) is the ringlet condition that traffic priority \( P_i \) destined to node \( x \).

Given \( d_{P_i,T_h} \) denotes the delay threshold for traffic priority \( P_i \), \( \rho_{T_h} \) as the ringlet throughput threshold, also \( \land \) and \( \lor \) are the AND and OR operators, respectively, we can represent \( C_{x,P_i}^{\text{ringlet}} \) as:
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\begin{align*}
C_{x,p_i}^{\text{LCP}} &= (\rho_{x,p_i}^{\text{LCP}} < \rho_{\text{th}}) \lor (\rho_{x,p_i}^{\text{LCP}} \geq \rho_{\text{th}}) \land \left( (\rho_{x,p_i}^{\text{alternate}} \geq \rho_{\text{th}}) \lor (d_{x,p_i}^{\text{alternate}} \geq d_{x,p_i}^{\text{th}}) \right) \\
C_{x,p_i}^{\text{alternate}} &= (\rho_{x,p_i}^{\text{LCP}} \geq \rho_{\text{th}}) \land (\rho_{x,p_i}^{\text{alternate}} < \rho_{\text{th}}) \land (d_{x,p_i}^{\text{alternate}} < d_{x,p_i}^{\text{th}}) \tag{4.35}
\end{align*}

Therefore, we can derive \( \alpha_{p_i} \) as:

\[
\alpha_{p_i} = \begin{cases} \\
\frac{N - 3}{4}, & \text{N is odd and } C_{x,p_i}^{\text{LCP}} \\
\frac{N - 2}{4}, & \text{N is even and } C_{x,p_i}^{\text{LCP}} \\
\frac{N - 2}{2}, & C_{x,p_i}^{\text{alternate}} \\
0, & \text{otherwise}
\end{cases} \tag{4.36}
\]

### 4.3.4 End-to-End Packet Queueing Delay on RPR

We now consider the end-to-end delay for a packet as it enters and exits an RPR ring. We first consider 1-TB design; we can represent the average end-to-end delay as follows:

\[
T_{E2E,1-TB,p_i} = \sum_{j=1}^{N-1} (W_{p_i} + (j-1)W_{1-TB})q_{j,p_i} \tag{4.37}
\]

where \( p_i \) represents CoS Control, A0, A1, B-CIR, B-EIR or C.

As for the 2-TB design, the end-to-end packet delay is expressed as,

\[
T_{E2E,2-TB,p_{i,conn}} = \sum_{j=1}^{N-1} (W_{p_{i,conn}} + (j-1)W_{2-TB,PTQ})q_{j,p_{i,conn}} \tag{4.38}
\]

\[
T_{E2E,2-TB,p_{i,cb}} = \sum_{j=1}^{N-1} (W_{p_{i,cb}} + (j-1)W_{2-TB,PTQ})q_{j,p_{i,cb}} \tag{4.39}
\]

\[
T_{E2E,2-TB,p_{i}} = \sum_{j=1}^{N-1} (W_{p_i} + (j-1)W_{2-TB,STQ})q_{j,p_i} \tag{4.40}
\]

where \( p_i \) represents CoS A1, B-CIR, B-EIR or C.

It is important to note that the above equations are applicable to both RPR and FPD algorithms.
4.4 RPR-FPD Packet Delay Results

4.4.1 Packet Delay Analysis (PDA) Tool & Parameters
We developed a tool to compute the RPR packet delay for current RPR and RPR-FPD based networks. Our Packet Delay Analysis (PDA) tool provides 1-TB and 2-TB delay for each case. In addition, our tool has the option to enable RPR-FPD for each CoS.

Using our PDA tool, we compare the results of our packet delay analysis for RPR and RPR-FPD based networks. Our analysis includes both designs 1-TB and 2-TB for all RPR supported CoS traffic: control, A0, A1, B-CIR, B-EIR and C, whereas previous research focused on two or three CoS. We also consider the impact of various RPR parameters on the packet delay. Our PDA tool is shown in Figure 4-13. This figure illustrates the input parameters which can be set for each scenario considered: number of RPR nodes, ring capacity (Mbps), each CoS average arrival rate (Mbps) and each CoS average packet length (Bytes). Our PDA tool also provides an option to increment each parameter in order to study its impact on the network packet delay.

We assume that packet length has exponential distribution; hence, packet sending time is exponentially distributed. Let $S_\overline{n} = \frac{1}{\rho_\overline{n}}$ and $S_\overline{n}^2 = \frac{2}{\rho_\overline{n}^2}$. The results of our tool, for the given parameters, are shown in Figure 4-13, with the scenario to increase the number of nodes from 10 to 50 nodes in increments of 10. The tool computes the packet delay for each scenario using our analysis from the previous section.
4.4.2 Number of Nodes Impact on Packet Delay

We consider the input parameters in Figure 4-13 and increase the number of nodes from 10 to 50 in increments of 10, as illustrated in the figure. Using our PDA tool, we compute the packet delay for each CoS and consider the following cases: 1-TB with RPR and 1-TB with FPD as illustrated in Figure 4-14, 2-TB with RPR and 2-TB with FPD as in Figure 4-15.
Figure 4-14: Queueing Delay vs. No. of Nodes for a 1-TB RPR and FPD

Our analysis demonstrates that in the case of 1-TB design the packet delay increases as the number of nodes increase. Also, the 1-TB RPR packet delay is lower than the 1-TB FPD due to the longer route utilized, which results in higher ringlet utilization with FPD. We also note that in the 1-TB design, all CoS’s follow closely in packet delay and there is no differentiation between the various classes, as they appear as a single line on the graph.

Figure 4-15: Queueing Delay vs. No. of Nodes for a 2-TB RPR and FPD
Similarly, with the 2-TB designs, the packet delay is higher as we increase the number of nodes on the ring. Also, FPD provides higher delay due to the utilization of the alternate routes. However, we notice that with 2-TB design, there is a clear differentiation between two categories of services due to the two queueing mechanism that this design supports. This differentiation becomes more pronounced as we increase the number of nodes; hence, increasing the ringlet utilization. The analysis demonstrates that 2-TB design provides lower delays for PTQ traffic, and performs as well as for traffic in the STQ. The relative performance of 1-TB and 2-TB is the same. However, we notice a higher delay impact on all traffic in the case of 1-TB and 2-TB STQ traffic, which is contributed to the higher number of TB’s (on the alternate/longer ringlet path).

4.4.3 Ringlet Capacity Impact on Packet Delay

Similarly, we analyze the impact of ringlet capacity on the various CoS, TB designs and RPR algorithms. We start with the 1-TB design with RPR and 1-TB design with FPD as in Figure 4-16. Then, we analyze 2-TB design with RPR and 2-TB design with FPD as shown in Figure 4-17.

![Figure 4-16: Queueing Delay vs. Ringlet Capacity for a 1-TB RPR and FPD](image-url)
The results confirm the throughput impact on packet queueing delay. Also, we expected higher delay when using FPD which provides higher demand fulfillment and throughput in exchange for higher delay. Since these two cases cover the 1-TB design, the packet delays for all CoS’s track closely, which means that there is little service differentiation during congestion time.

![Chart showing packet delay vs. ringlet capacity for a 2-TB RPR and FPD](image)

Figure 4-17: Queueing Delay vs. Ringlet Capacity for a 2-TB RPR and FPD

Similarly, with the 2-TB designs, the packet delay decreases as we increase the ringlet capacity. FPD provides higher delays as it uses the alternate ringlet. Also, we notice that with the 2-TB design, there are two classes of service due to the two queueing mechanisms namely, PTQ and STQ, whereas the 1-TB design has only PTQ with little differentiation between the CoS’s.

4.4.4 Average Arrival Rate Impact on Packet Delay

Let us now consider the impact of the average arrival rate on the packet queueing delay. We consider the same parameters as in Figure 4-13, while incrementing each CoS average arrival rate by 200 Mbps. In Figure 4-18, we demonstrate the impact of average arrival rate for each CoS on packet delay with 1-TB design on an RPR ring. The results indicate that the packet delay increases as we increase the average arrival rate. However, this is also
dependent on the CoS average packet length. For example, we notice that the packet delay with B-CIR is higher than that of class C for the same average arrival rate. This is due to the fact that the average packet length of B-CIR is three times larger than that of class C. Moreover, we notice that increase in a certain CoS average arrival rate results in noticeable increase in its packet delay as well as all lower priority CoS’s.

![Diagram showing queueing delay vs. average arrival rate with 1-TB RPR]

Figure 4-18: Queueing Delay vs. Average Arrival Rate with 1-TB RPR

We consider the 2-TB design and vary the same average arrival rates as before to study the impact on packet delay, as shown in Figure 4-19. The interesting result with the 2-TB design is that an increase in the PTQ CoS’s such as A0 has lower delay than that of 1-TB, whereas any increase in the STQ CoS’s such as B-CIR or C has a higher delay than 1-TB respective increase. This is attributed to the priority queueing mechanism in the 2-TB design.
Finally, we notice that the 2-TB design clearly differentiates between two distinct classes of service, whereas 1-TB provides little differentiation.

4.4.5 Average Packet Length Impact on Packet Delay
Finally, we consider the last set of input parameters; namely, average packet length for each of the CoS's. Using the same data as in Figure 4-13, with the exception that we set all average packet lengths to 100 bytes, we increment each of the packet length variables by 200 bytes until 1300 bytes average packet size is reached. As shown in Figure 4-20, we consider the impact of varying average packet length for three key classes: A0, B-CIR and C. We notice that the variation on the packet length with constant arrival rate has minimal impact on the delay. It also provides slightly lower packet delay as we increase lower priority packet length. In other words, as we increase packet lengths of the highest priority traffic, the overall delay is increased due to the accumulation of scheduling and servicing.
We also consider the above packet length variability with 2-TB design, as illustrated in Figure 4-21. Similarly, packet delay increases as we increase packet length. However, an important observation is the impact of A0 packet length variability on all CoS’s, whereas the impact of STQ CoS’s packet length variability results in a higher increase for the STQ CoS’s packet delay. Also, the differentiation of two categories of services is obvious in the 2-TB vs. the 1-TB case. Moreover, the packet delay in the case of 2-TB (vs. 1-TB) is overall higher when STQ variability exists, and lower when PTQ variability is considered.
In summary, we have demonstrated the impact on packet queueing delay for all CoS’s with variability on all input parameters considered. The 2-TB demonstrated better differentiation for the PTQ CoS’s; hence, better service fulfillment. However, the 1-TB provides the lowest packet delay across all CoS’s when variability is in the lower CoS’s. In addition, we showed that FPD results in higher packet delays in all cases against the current methods, which comes at the expense of the higher ring utilization provided by FPD.

4.5 Summary

We introduced our new algorithm Flow-based Priority Distribution (FPD) in this chapter. The algorithm and simulation environment were described. We demonstrated through our results the advantage of FPD over the current RPR standard for both 1-TB and 2-TB designs, specifically in maximizing ring utilization and increasing service fulfillment. Nevertheless, this increase was shown to be at the expense of packet delay.

We derived the packet delay for 1-TB and 2-TB designs, and we analyzed the results for RPR and FPD with both designs considering various input parameters such as: number of nodes on a ring, ring capacity, average arrival rate per CoS and average packet length per CoS. It is important to note that we considered all CoS’s supported by the standard in our algorithm, simulation and analysis.
CHAPTER 5 - RPR 3-TB Design & Performance Analysis

5.1 End-to-End CoS Consistency

As discussed in CHAPTER 2, RPR supports three main CoS's, which makes it suitable for Service Provider deployments for current and next generation services. However, the current RPR standard supports two types of transit buffer designs: 1-TB and 2-TB. As a result, the three main CoS's will need to be shared with such designs, which will force at least one class to be compromised across the ring with lower CoS's.

5.1.1 1-TB CoS Differentiation and Drawbacks

The 1-TB system is shown in Figure 5-1, where incoming ringlet traffic gets dropped locally to the appropriate CoS queue or passed-through to the 1-TB PTQ. This queue has the highest priority (P1) access to the outgoing ringlet. The local add control and client traffic has lower access priority per CoS: Control, A0, A1, B-CIR, B-EIR and C, with priorities P2 to P7, respectively.

Consider an incoming packet with CoS C from the ringlet, where it is destined to pass-through this RPR node with 1-TB design. This packet will have a higher priority access to the ringlet than any other add traffic. Now, assume that this RPR node has Control traffic to add to the outgoing ringlet. Even though the add traffic CoS is higher than the transit traffic, in 1-TB design, the pass-through traffic will always have higher priority. As a result, the Control add traffic will be queued until the 1-TB PTQ is fully served; hence, adding undesirable delay to this CoS. It is important to note that with the 1-TB design, PTQ has maximum one packet in its queue. Hence, the maximum delay is the time required to transmit a packet with the maximum length.

As this pass-through packet traverses multiple 1-TB’s, the impact on downstream nodes adding higher CoS traffic becomes higher. Hence, all nodes that pass-through this packet will not be able to add any traffic until their PTQ queues are served or the fairness algorithm is invoked. In both cases, the higher priority CoS will not receive its appropriate
CoS handling. In exchange, the 1-TB design is the simplest and requires the smallest queue length of a single packet. As a result, 1-TB provides a simple queueing design with minimal and upper-bound packet pass-through delay; however, it results in higher delays for add traffic, both Control and client.

![1-TB System Diagram](image)

Figure 5-1: RPR Node 1-TB Design and CoS Scheduling

5.1.2 2-TB CoS Differentiation and Drawbacks

Similarly, the 2-TB system is provided in Figure 5-2, where incoming ringlet traffic gets either dropped locally to the appropriate CoS queue or passed-through to the 2-TB system. The 2-TB system has PTQ and STQ. PTQ serves the Control and A0 CoS’s, whereas STQ serves all remaining CoS’s. PTQ has the highest priority (P1) access to the outgoing ringlet, while STQ has the lowest priority (P8). The local add control and client traffic has access priority P2 to P7 for Control, A0, A1, B-CIR, B-EIR and C, respectively.

In the case of 2-TB, STQ provides some CoS differentiation between lower priority pass-through traffic and higher priority add Control of A0 traffic. However, the number of CoS’s merged in STQ is too high resulting in insufficient service differentiation. As a
result, classes A1, B and C have the same level of service. Consider a C CoS client add packet which has P7 priority, and let us assume that there is a pass-through packet in STQ with CoS A1, which has access priority P8. The 2-TB system will provide access to the C add packet over A1 pass-through packet.

![Diagram](image)
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Figure 5-2: RPR Node 2-TB Design and CoS Scheduling

At the network level, higher CoS pass-through traffic, especially A1 and B-CIR, will experience undesirable delays in order to serve lower CoS’s B-EIR and C. For example, a node adding CoS C will severely impact A1 CoS traffic from all upstream nodes. Therefore, the 2-TB design provides better CoS differentiation than 1-TB, but it is still insufficient for CoS A1 and B-CIR. However, the 2-TB has a more expensive queueing system requiring larger buffers for STQ than the simple single queue 1-TB design.
5.2 Proposed 3-TB Design

5.2.1 3-TB Design Overview

In order to address the short-comings of the 1-TB and 2-TB and provide consistent CoS differentiation across RPR, we propose a new TB design, called 3-TB design as illustrated in Figure 5-3.

\[\text{Diagram of 3-TB System}\]

Our new approach operates in a similar fashion to the 1-TB and 2-TB designs. This is an important aspect as it allows implementation portability and compatibility. As demonstrated in Figure 5-3, incoming ringlet traffic gets either dropped locally to the appropriate CoS queue or passed-through to the 3-TB system. The 3-TB system has three queues: PTQ, STQ and Tertiary Transit Queue (TTQ). PTQ serves the Control and A0 CoS’s, whereas STQ serves A1 and B-CIR CoS’s, while TTQ serves B-EIR and C CoS’s. PTQ has the highest priority (P1) access to the outgoing ringlet, followed by local-add control traffic as P2 and local-add client A0 traffic as P3. Then, STQ has priority P4, A1 as
P5, B-CIR as P6, B-EIR as P7 and C as P8. Finally, TTQ is given the lowest priority with P9.

5.2.2 3-TB Design Operation

As packets arrive from the incoming ringlet, the receiver selector decides whether it is locally destined or not. Consequently, locally destined packets are dropped in their respective queue based on their CoS, whereas transit packets are passed to the 3-TB system. The 3-TB system then classifies all transit packets into three queues based on the scheme described above. Finally, the transmit selector uses this scheme to schedule the outgoing packet for transmission on the ringlet.

Our three-class approach provides a more efficient and consistent, but not an ideal scheme for delivering end-to-end services. The ideal case would be to consider a transit buffer with as many queues as there are CoS’s plus one for the control traffic, which would result in a very expensive RPR-node implementation. Hence, providing as many TB’s as the main CoS’s is the right balance which provides an efficient CoS handling. In addition, having PTQ serviced by the transmit selector at a higher priority than local add Control and A0 traffic provides a priority to admitted and transit RPR traffic, similarly with STQ over A1 and B-CIR. Finally, we propose to provide higher priority to locally added class B-EIR and C traffic than TTQ transit traffic so that locally-added traffic does not wait for undesired periods, as it is the least time-sensitive traffic.

We also propose to allow the use of our FPD algorithm on a per class basis as provisioned or automatically determined based on the services and its associated CoS requirements as well as the network load and status.

5.3 3-TB Packet Delay Analysis

5.3.1 3-TB RPR Node Model

In our proposed 3-TB model, we assume the following:

- The number of RPR nodes on the ring is N, and an RPR node ε {0, 1, ..., N-1}
- Inter-arrival and services times are independent
- The latency per link (i.e. between two nodes) is constant $= T_{link}$
- Buffer capacities are infinite
- Total number of client traffic and control queues is $P_T$
- The probability of a node transmitting to node $x$ traffic with priority $P_i$ is $q_{x,P_i}$.
- Arrival process for each client CoS priority $P_i$ transmission traffic is Poisson with mean arrival rate $\lambda_{client,P_i}$ for all nodes
- Packet length distributions are the same for all nodes, with packet sending times 1st and 2nd moments $\bar{S}_P, \bar{S}_P^2$, respectively.

![Figure 5-4: RPR 3-TB Model](image)

The packet arrival rates for the 3-TB (PTQ, STQ, TTQ) are $(\lambda_{3-TB,PTQ}, \lambda_{3-TB,STQ}, \lambda_{3-TB,TTQ})$, respectively.

5.3.2 Throughput Analysis
Let $\alpha_{Pi}$ be the average number of TB’s a packet traverses for a CoS $P_i$, from a given node to any other node on the ring:

$$\alpha_{Pi} = \sum_{x=2}^{N-1} (x-1)q_{x,P_i} \quad (5-1)$$

The TB arrival rates and the client arrival rates can be related as follows:
\[ \lambda_{3-TB,PTQ} = \alpha_{P_{\text{control}}} \lambda_{P_{\text{control}}} + \alpha_{P_{A_0}} \lambda_{\text{client}, P_{A_0}} \]
\[ \lambda_{3-TB,STQ} = \alpha_{P_{A_1}} \lambda_{P_{A_1}} + \alpha_{P_{B_{\text{CIR}}}} \lambda_{\text{client}, P_{B_{\text{CIR}}}} \]
\[ \lambda_{3-TB,TTQ} = \alpha_{P_{B_{\text{CIR}}}} \lambda_{P_{B_{\text{CIR}}}} + \alpha_{P_{C}} \lambda_{\text{client}, P_{C}} \]  

(5-2)

The throughput per node for traffic priority \( P_j \) is \( \rho_{P_j}^{\text{ throughput}} = \frac{\lambda_{P_j}}{N} = \lambda_{P_j} S_{P_j} \). The throughput for each of the priority queues can be represented as follows:

\[ \rho_1 = \rho_{3-TB,PTQ} = \frac{1}{N} \left( \alpha_{P_{\text{control}}} \rho_{P_{\text{control}}} + \alpha_{P_{A_0}} \rho_{\text{client}, P_{A_0}} \right) \]  
(5-3)

\[ \rho_2 = \rho_{\text{control}} = \frac{\rho_{P_{\text{control}}}}{N} \]  
(5-4)

\[ \rho_3 = \rho_{A_0} = \frac{\rho_{P_{A_0}}}{N} \]  
(5-5)

\[ \rho_4 = \rho_{3-TB,STQ} = \frac{1}{N} \left( \alpha_{P_{A_1}} \rho_{P_{A_1}} + \alpha_{P_{B_{\text{CIR}}}} \rho_{\text{client}, P_{B_{\text{CIR}}}} \right) \]  
(5-6)

\[ \rho_5 = \rho_{A_1} = \frac{\rho_{P_{A_1}}}{N} \]  
(5-7)

\[ \rho_6 = \rho_{B_{\text{CIR}}} = \frac{\rho_{P_{B_{\text{CIR}}}}}{N} \]  
(5-8)

\[ \rho_7 = \rho_{B_{\text{EIR}}} = \frac{\rho_{P_{B_{\text{EIR}}}}}{N} \]  
(5-9)

\[ \rho_8 = \rho_{C} = \frac{\rho_{P_{C}}}{N} \]  
(5-10)

\[ \rho_9 = \rho_{3-TB,TTQ} = \frac{1}{N} \left( \alpha_{P_{B_{\text{CIR}}}} \rho_{P_{B_{\text{CIR}}}} + \alpha_{P_{C}} \rho_{\text{client}, P_{C}} \right) \]  
(5-11)
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5.3.3 Waiting Times and Packet Queueing Delay

As discussed in the previous chapter, this model can be regarded as head-of-line non-preemptive priority M/G/1 queueing system as derived in [105]. The waiting times for each of the priority queues can be described as:

\[ W_1 = W_{3-TB, PTQ} = \frac{R}{1 - \rho_i} = \frac{R}{1 - \frac{1}{N}(\alpha_{prev}\rho_{prev} + \alpha_{pA0}\rho_{client,pA0})} \]  \hspace{1cm} (5-12)

\[ W_2 = W_{Control} = \frac{R}{(1 - \rho_1)(1 - \rho_1 - \rho_2)} \]  \hspace{1cm} (5-13)

\[ W_3 = W_{A0} = \frac{R}{(1 - \rho_1 - \rho_2)(1 - \rho_1 - \rho_2 - \rho_3)} \]  \hspace{1cm} (5-14)

\[ W_4 = W_{3-TB, STQ} = \frac{R}{(1 - \rho_1 - \rho_2 - \rho_3)(1 - \rho_1 - \Lambda - \rho_4)} \]  \hspace{1cm} (5-15)

\[ W_5 = W_{A1} = \frac{R}{(1 - \rho_1 - \Lambda - \rho_4)(1 - \rho_1 - \Lambda - \rho_3)} \]  \hspace{1cm} (5-16)

\[ W_6 = W_{B,CIR} = \frac{R}{(1 - \rho_1 - \Lambda - \rho_5)(1 - \rho_1 - \Lambda - \rho_6)} \]  \hspace{1cm} (5-17)

\[ W_7 = W_{B,EIR} = \frac{R}{(1 - \rho_1 - \Lambda - \rho_5)(1 - \rho_1 - \Lambda - \rho_7)} \]  \hspace{1cm} (5-18)

\[ W_8 = W_{C} = \frac{R}{(1 - \rho_1 - \Lambda - \rho_7)(1 - \rho_1 - \Lambda - \rho_8)} \]  \hspace{1cm} (5-19)

\[ W_9 = W_{3-TB, TTQ} = \frac{R}{(1 - \rho_1 - \Lambda - \rho_8)(1 - \rho_1 - \Lambda - \rho_9)} \]  \hspace{1cm} (5-20)

Where \( R \) is the mean residual service time and can be represented as:
\[ R = \frac{1}{2} \left( \lambda_{3-TB,PTQ} S_{3-TB,PTQ}^2 + \lambda_{Control} S_{Control}^2 + \lambda_{A0} S_{A0}^2 + \lambda_{3-TB,STQ} S_{3-TB,STQ}^2 + \lambda_{A1} S_{A1}^2 + \lambda_{B, CIR} S_{B, CIR}^2 + \lambda_{B, EIR} S_{B, EIR}^2 + \lambda_{3-TB,TTQ} S_{3-TB,TTQ}^2 \right) \]  

The average packet queueing delay \( T_{3-TB,pi} \) for priority \( Pi \) can be represented as:

\[ T_{3-TB,pa_0} = W_{A0} + \alpha_{p_{a_0}} W_{3-TB,PTQ} \]  
(5-22)

\[ T_{3-TB,pa_1} = W_{A1} + \alpha_{p_{a_1}} W_{3-TB,STQ} \]  
(5-23)

\[ T_{3-TB,pa_{cas}} = W_{B, CIR} + \alpha_{p_{a_{cas}}} W_{3-TB,STQ} \]  
(5-24)

\[ T_{3-TB,pa_{eas}} = W_{B, EIR} + \alpha_{p_{a_{eas}}} W_{3-TB,TTQ} \]  
(5-25)

\[ T_{3-TB,pa} = W_{C} + \alpha_{p_{a}} W_{3-TB,TTQ} \]  
(5-26)

5.3.4 RPR Packet Queueing Delay

Considering an RPR network using shortest path routing, any RPR node can transmit to another node which is less than half a ringlet away from it; otherwise, the alternate path becomes the shortest. As a result, the probability that a node transmits traffic priority \( P_i \) to node \( x \) can be represented as follows:

\[
q_{x,pi} = \begin{cases} 
\frac{2}{N-1}, & x = 1, 2, ..., \frac{N-1}{2}, N \text{ is odd} \\
\frac{2}{N}, & x = 1, 2, ..., \frac{N}{2}, N \text{ is even} \\
0, & \text{otherwise}
\end{cases} 
\]  
(5-27)

Therefore, we can simplify \( \alpha_{pi} \) to:
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\[
\alpha_{P_i} = \begin{cases} 
\frac{N - 3}{4}, & \text{N is odd} \\
\frac{N - 2}{4}, & \text{N is even} \\
0, & \text{otherwise} 
\end{cases} 
\]

(5-28)

5.3.5 RPR-FPD Packet Queuing Delay

Based on RPR-FPD algorithm and our analysis above, the probability that a node transmits traffic priority \( P_i \) to node \( x \) can be represented as follows:

\[
q_{x,P_i} = \begin{cases} 
\frac{2}{N - 1}, & x = 1, 2, \ldots, \frac{N - 1}{2}, \text{N is odd and } C_{x,P_i}^{LCP} \\
\frac{2}{N}, & x = 1, 2, \ldots, \frac{N}{2}, \text{N is even and } C_{x,P_i}^{LCP} \\
1 & x = 1, 2, \ldots, N - 1 \text{ and } C_{x,P_i}^{\text{alternate}} \\
0, & \text{otherwise} 
\end{cases} 
\]

(5-29)

where \( C_{x,P_i}^{\text{ringlet}} \) is the ringlet condition that traffic priority \( P_i \) destined to node \( x \).

Given \( d_{P_i,T_h} \) denotes the delay threshold for traffic priority \( P_i \), \( \rho_{T_h} \) as the ringlet throughput threshold, also \( \wedge \) and \( \vee \) are the AND and OR operators, respectively, we can represent \( C_{x,P_i}^{\text{ringlet}} \) as:

\[
C_{x,P_i}^{LCP} = (\rho_{x,P_i}^{LCP} < \rho_{T_h}) \vee \left( (\rho_{x,P_i}^{LCP} \geq \rho_{T_h}) \wedge (\rho_{x,P_i}^{\text{alternate}} \geq \rho_{T_h}) \right) \vee (\rho_{x,P_i}^{\text{alternate}} \geq d_{x,P_i}^{\text{alternate}})
\]

\[
C_{x,P_i}^{\text{alternate}} = (\rho_{x,P_i}^{LCP} \geq \rho_{T_h}) \wedge (\rho_{x,P_i}^{\text{alternate}} < \rho_{T_h}) \wedge (d_{x,P_i}^{\text{alternate}} < d_{x,P_i}^{T_h})
\]

(5-30)

Therefore, we can represent \( \alpha_{P_i} \) as:

\[
\alpha_{P_i} = \begin{cases} 
\frac{N - 3}{4}, & \text{N is odd and } C_{x,P_i}^{LCP} \\
\frac{N - 2}{4}, & \text{N is even and } C_{x,P_i}^{LCP} \\
\frac{N - 2}{2}, & \text{N is odd and } C_{x,P_i}^{\text{alternate}} \\
0, & \text{otherwise} 
\end{cases} 
\]

(5-31)
5.3.6 End-to-End Packet Queueing Delay for 3-TB Design

We now consider the end-to-end delay for a packet as it enters and exits an RPR ring. We represent the average end-to-end delay as follows:

\[
T_{E2E,3-TB,P_{control}} = \sum_{j=1}^{N-1} (W_{P_{control}} + (j-1)W_{3-TB,PTQ})q_{j,P_{control}} \quad (5-32)
\]

\[
T_{E2E,3-TB,P_{s0}} = \sum_{j=1}^{N-1} (W_{P_{s0}} + (j-1)W_{3-TB,PTQ})q_{j,P_{s0}} \quad (5-33)
\]

\[
T_{E2E,3-TB,P_{s1}} = \sum_{j=1}^{N-1} (W_{P_{s1}} + (j-1)W_{3-TB,STQ})q_{j,P_{s1}} \quad (5-34)
\]

\[
T_{E2E,3-TB,P_{s-CR}} = \sum_{j=1}^{N-1} (W_{P_{s-CR}} + (j-1)W_{3-TB,STQ})q_{j,P_{s-CR}} \quad (5-35)
\]

\[
T_{E2E,3-TB,P_{s-ER}} = \sum_{j=1}^{N-1} (W_{P_{s-ER}} + (j-1)W_{3-TB,STQ})q_{j,P_{s-ER}} \quad (5-36)
\]

\[
T_{E2E,3-TB,P_{c}} = \sum_{j=1}^{N-1} (W_{P_{c}} + (j-1)W_{3-TB,STQ})q_{j,P_{c}} \quad (5-37)
\]

It is important to note that the above equations are applicable to both RPR and FPD algorithms.

5.4 Packet Delay Results for 3-TB

5.4.1 3-TB Packet Delay Parameters

In order to calculate the delay parameters for the 3-TB design, we modified our Packet Delay Analysis (PDA) tool to include the new analysis. The 3-TB PDA tool network and CoS parameters are the same as the ones used in our analysis in section 4.3.4. However, the TB arrival rates, throughput and waiting times are different due to our 3-TB design. For example, consider the network and CoS input parameters in Figure 5.5, specifying the number of nodes on an RPR ringlet, its capacity (Mbps), average arrival rates per CoS
Mbps) and average packet length per CoS (Bytes). Using our PDA tool, as shown in Figure 5-6, we provide the following parameters: average number of TB's per CoS, 3-TB average arrival rates, 1st moment and 2nd moment packet sending times for each of the three TB's, throughput per CoS and all three TB's, residual time for 3-TB design, waiting times per CoS and all three TB's, and packet delay for each CoS.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link Capacity (Mbps)</td>
<td>10000</td>
</tr>
<tr>
<td>Av. arrival - Control</td>
<td>5</td>
</tr>
<tr>
<td>Av. arrival - A0</td>
<td>10</td>
</tr>
<tr>
<td>Av. arrival - A1</td>
<td>15</td>
</tr>
<tr>
<td>Av. arrival - B-EIR</td>
<td>30</td>
</tr>
<tr>
<td>Av. arrival - B-EIR</td>
<td>40</td>
</tr>
<tr>
<td>Av. arrival - C</td>
<td>45</td>
</tr>
<tr>
<td>Av. Pkt Length - Control</td>
<td>128</td>
</tr>
<tr>
<td>Av. Pkt Length - A0</td>
<td>64</td>
</tr>
<tr>
<td>Av. Pkt Length - A1</td>
<td>500</td>
</tr>
<tr>
<td>Av. Pkt Length - B-EIR</td>
<td>1500</td>
</tr>
<tr>
<td>Av. Pkt Length - B-EIR</td>
<td>1000</td>
</tr>
<tr>
<td>Av. Pkt Length - C (Bytes)</td>
<td>500</td>
</tr>
</tbody>
</table>

Figure 5-5: PDA Tool Input Parameters Example
5.4.2 Number of Nodes Impact on 3-TB

We consider the input parameters in Figure 5-5 and vary the number of nodes from 10 to 50 nodes in increments of 10. Using our PDA tool, we analyze the CoS packet delay results for 1-TB, 2-TB and 3-TB, as illustrated in Figure 5-7, Figure 5-8 and Figure 5-9, respectively.
Figure 5-7: No. of Nodes Impact on 1-TB Packet Delay per CoS

Figure 5-8: No. of Nodes Impact on 2-TB Packet Delay per CoS
The figures above demonstrate that the packet delay increases as the number of nodes increase on the ring. In the 1-TB case, we notice that all CoS's follow closely the same delay line with almost no CoS differentiation. Similarly, in the 2-TB, we notice two separate lines, the first for control and A0 CoS, while the remaining CoS's are on the 2\textsuperscript{nd} line. As a result, there is no CoS differentiation between A1, B-CIR, B-EIR and C, which is not acceptable for SP's to enable new and next generation services. However, in the 3-TB case shown in Figure 5-9, we demonstrate that our proposed design can differentiate between the three main CoS's; hence, providing a mechanism for SP's to provide new and differentiated services especially as the number of nodes increases on the ring. In order to clearly demonstrate this, we consider the case where \(N=50\), as illustrated in Figure 5-10. We show the values of each of the CoS's for 1-TB, 2-TB and 3-TB designs. In all three designs, the priority of CoS is maintained, i.e. control traffic has the lowest delay, whereas C CoS has the highest delay. However, in the 1-TB case, there is almost no differentiation. With the 2-TB, the control and A0 CoS have higher delay than 1-TB, and the only differentiated service is A0. With the 3-TB, there is a clear differentiation between the three classes of service. We also note that with our 3-TB design, the delay for control and A0 CoS is comparable to the 1-TB design.
5.4.3 Ringlet Capacity Impact on 3-TB

Given the input parameters in Figure 5-5, we now vary the capacity of the ringlet from 2Gbps to 10Gbps in increments of 2Gbps. Our PDA tool runs these input parameters and calculates the packet delay for each CoS and for 1-TB design shown in Figure 5-11, 2-TB design as in Figure 5-12 and 3-TB design provided in Figure 5-13.
The packet delay decreases as the capacity of the ring increases, irrespective of the TB design, as shown in the three figures above. We also note that the 3-TB design provides better differentiation than 1-TB and 2-TB, with three classes of service, as shown in Figure 5-14 with 2Gbps ringlet capacity. In the 1-TB case, there is little differentiation amongst the CoS's. With the 2-TB design, we have two distinct types of services. However, the 3-TB design provides solid differentiation between three classes of service, with the lowest delay for control and A0 CoS.
5.4.4 Average Arrival Rate Impact on 3-TB

We now consider the impact of the average arrival rates. Using our PDA tool and the parameters in Figure 5-15, we calculate the packet delay for each of the ranges.

<table>
<thead>
<tr>
<th>Number of Users</th>
<th>Start Value</th>
<th>Inc. Value</th>
<th>Ending Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1000</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: Control</td>
<td>5</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: A0</td>
<td>10</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: A1</td>
<td>15</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: B-CIR</td>
<td>30</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: B-EIR</td>
<td>40</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. arrival: C</td>
<td>45</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: Control</td>
<td>128</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: A0</td>
<td>64</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: A1</td>
<td>500</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: B-CIR</td>
<td>1500</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: B-EIR</td>
<td>1000</td>
<td>200</td>
<td>1100</td>
</tr>
<tr>
<td>Av. PatLength: C (Bytes)</td>
<td>500</td>
<td>200</td>
<td>1100</td>
</tr>
</tbody>
</table>

Since 3-TB provides three tiers of service, we first consider the highest CoS for each tier, i.e. Control, A1 and B-EIR traffic, as shown in Figure 5-16. Then, we consider the remaining classes A0, B-CIR and C, in Figure 5-17.
We notice with both figures that increasing the average arrival rate for the Tier 1 classes (Control, A0) results in a consistent increase in the delay across all CoS’s. Meanwhile, increasing the average arrival rate in Tier 2 classes (A1, B-CIR) results in higher delays across all CoS’s specifically more noticeable in the Tier 2 and 3 classes. Similarly, average arrival rate increases in Tier 3 classes (B-EIR, C) has a higher delay increase on its respective Tier 3 classes.
One of the key parameters to keep in mind is the packet size for each CoS. As the packet size increases, we notice that an increase in the average arrival rate will result in a higher increase in the packet delay. For example, consider Tier 2 services A1 and B-CIR, their packet sizes are 500 bytes and 1500 bytes, respectively. As a result, any increase in arrival rates in this tier of service results in a higher impact on the packet delay. We will research the impact of the packet length in the next section.

5.4.5 Average Packet Length Impact on 3-TB

In this section, we consider the impact of the average packet length on packet delay for all CoS's given the ranges in Figure 5-18.

![Figure 5-18: Ranges for Average Packet Length per CoS](image)

Now, we consider the highest CoS for each tier, i.e. Control, A1 and B-EIR traffic, shown in Figure 5-19, and the remaining classes A0, B-CIR and C, as in Figure 5-20.
We notice from both figures that increasing the average packet length results in increasing the packet delay. The increase becomes more pronounced as we move into Tier 2 and even higher into Tier 3 classes. An important impact of the packet length is also within the same Tier of service. Consider an average packet length of 1300 bytes; we notice that the packet delay in Figure 5-19 is higher than the same packet length for the same tier of service in Figure 5-20, even though the arrival rate is higher in the latter. As a result, within the same tier of service, higher CoS such as A1, has a slightly higher packet delay than B-CIR which is a lower CoS in a Tier 2 service.
5.4.6 FPD Impact on 3-TB

In our analysis for 3-TB design, we have focused on routing traffic on a single ringlet. As we demonstrated in the previous chapter, our algorithm RPR-FPD results in increasing RPR utilization at the expense of higher packet delay. In this section, we consider the impact of FPD on packet delay for Tier 2 and 3 CoS’s, as in Figure 5-21.

![Figure 5-21: PDA Input Parameters with FPD Option for Tier 2 and 3 Services](image)

Our results for enabling FPD on a subset of the services are illustrated in Figure 5-22. As we concluded in the previous chapter, enabling FPD results in increasing the packet delay while leveraging any available bandwidth on the alternate ringlet especially during congestion periods on the primary ringlet. As expected, the classes using FPD have a higher packet delay due to utilizing the alternate ringlet. However, our 3-TB design provides CoS differentiation between the various tiers of services. Hence, using a 3-TB with FPD on Tier 2 and 3 services provides higher utilization on both ringlets while delivering service differentiation, as opposed to the 1-TB or 2-TB designs with FPD option that result in no differentiation between Tier 2 and 3 services, as indicated in Figure 5-23.
5.5 Summary

In this chapter, we detailed the 1-TB and 2-TB designs and provided examples of how these design can deliver inconsistent CoS across the network; hence, the current RPR 1-TB and 2-TB designs are unable to provide the required CoS differentiation. As a result, we introduced our proposed 3-TB design and described its operation.
Then, we derived packet delay analysis for our new design. We also updated our PDA tool to include our new analysis. Using our tool, we demonstrated the advantage of our proposed scheme to differentiate between three classes of service, whereas current RPR schemes were unable to achieve this level of required differentiation.
CHAPTER 6 - Conclusion and Future Work

6.1 Thesis Summary

In Chapter 1, we provided an overview of multi-service broadband networks. We discussed the challenges that service providers are facing and how broadband convergence over a packet-based infrastructure is a critical element to address these challenges. Then, we described the key role that IP and MPLS play in the evolution of SP networks to deliver broadband convergence. We reviewed various network topologies and the importance of ring architecture, specifically how RPR was recently standardized to address these challenges at the transport level. Finally, we summarized recent research conducted on RPR and listed areas of contributions which assist service providers to deliver on their objectives.

We described how multi-service broadband networks have to evolve to achieve convergence, in Chapter 2. Also, we outlined the main components of IP protocol and next generation IP-based services. Then, we discussed MPLS protocol, architecture and IP/MPLS requirements for broadband services convergence, namely: Pseudo-Wire Emulation, Traffic Engineering, Quality of Service, resiliency and scalability. Furthermore, we reviewed SP network topologies and transport solutions, where we highlighted the value of ring topologies and namely RPR as a critical transport solution for service providers. We introduced RPR and its role in multi-service broadband convergence and described its architecture.

Chapter 3 classified IP services into four classes: Voice, Video, low-speed data and high-speed data. We outlined IP service sources according to their short and long-term dependence properties and models. Then, we summarized relevant traffic modeling research that is applicable to IP traffic and services. Also, we discussed recent ring and RPR performance research. We highlighted how recent research addressed some of the service provider challenges and RPR drawbacks. Finally, we discussed how RPR enables
multi-service support, and we highlighted how it is inefficient in optimizing the network utilization and does not maximize service fulfillment.

We introduced our new algorithm Flow-based Priority Distribution (FPD) in Chapter 4. The algorithm and simulation environment were described. We demonstrated through our results the advantage of FPD over the current RPR standard for both 1-TB and 2-TB designs, specifically in maximizing ring utilization and increasing service fulfillment. Nevertheless, this increase was shown to be at the expense of packet delay. We derived the packet delay for 1-TB and 2-TB designs, and we analyzed the results for RPR and FPD with both designs considering various input parameters such as: number of nodes on a ring, ring capacity, average arrival rate per CoS and average packet length per CoS. It is important to note that we considered all CoS’s supported by the standard in our algorithm, simulation and analysis.

In Chapter 5, we discussed delivering consistent CoS across the network, and how the current RPR 1-TB and 2-TB designs are unable to provide this CoS differentiation. As a result, we introduced our proposed 3-TB design and described its operation. Then, we derived packet delay analysis for our new design. Our results demonstrated the advantage of our proposed scheme to differentiate between the main three classes of services proposed by RPR, whereas current RPR scheme was unable to achieve this level of required differentiation.

Finally, Chapter 6 provided a summary of our report. We also discussed our contributions and conclusions. We outlined several areas to enhance and expand our research to enable service providers to migrate to packet-based architecture and enable new IP services.

6.2 Conclusions

In this report, we introduced two new contributions to enhance multi-service broadband ring networks, namely, FPD and 3-TB design. These two new techniques allow service providers to enhance their network utilization, increase service fulfillment and provide
differentiated service level agreements. These three advantages are very important for service providers to migrate the current circuit-based network to a packet based infrastructure.

We demonstrated that FPD addresses the dual-ringlet bandwidth inefficiency in current RPR standard. FPD provides a mechanism to enhance current RPR ringlet selection by enabling per flow routing; hence, it increases bandwidth utilization across both ringlets. As a result, FPD helps in avoiding congestion and reducing the need to invoke the fairness algorithm. Nonetheless, this results in certain flows utilizing the longer path; thus, higher packet delays for certain flows. We confirmed this result for both 1-TB and 2-TB designs. The 1-TB design provided consistent and lower delays across all CoS’s, whereas the 2-TB design provided lower PTQ delays, but noticeably higher STQ delay, as desired. Hence, FPD is suitable for CoS’s that can tolerate a certain level of increase in packet delays.

In addition, we addressed the fourth limitation of RPR where CoS traffic handling is inconsistent across the network. We introduced a new design called 3-TB which allows for three classes of differentiation. The packet delay analysis and results confirmed the outcome and value of 3-TB over current designs. Another key benefit to our new design is that it reduces the delay on PTQ traffic which is the delay-sensitive class, and outperforms 1-TB and 2-TB designs. However, our 3-TB is more complex to implement and would require additional memory for TTQ. We recommend implementing 3-TB for to offer differentiated services especially with delay-sensitive CoS, as it enables service providers to deliver various levels of services and evolve their TDM traffic and services more reliably.

6.3 Recommendations and Future Work

6.3.1 Recommendations to Enhance Multi-Service Broadband Networks

In order for service providers to achieve their goal of delivering differentiated next generation IP services while leveraging the current next network and migrating to a pure packet-based infrastructure, we put forward the following three recommendations:
First, service providers can benefit significantly from deploying MPLS over RPR as it leverages their current ring topology, provides a more efficient transport mechanism, enables a multi-service (and multi-protocol) model to transport both TDM-based and packet-based services, delivers services reliably across the network, and is a scalable technology from Mbps to 10's of Gbps.

Second, given the current drawbacks of RPR, we propose to enhance the RPR bandwidth utilization and service fulfillment using our FPD algorithm. The benefit of our proposed scheme is that it can co-exist with current RPR implementation. Hence, equipment vendors can enable service providers to use FPD for the CoS’s that can tolerate a certain level of packet delay. For example, A0 and A1 classes will not use FPD, whereas Classes B-CIR, B-EIR and C can fully benefit from the higher utilization that FPD enables.

Third, in order to address the inconsistent CoS delivery across the network, we recommend adoption of our new 3-TB design. As per our results and conclusions, the 3-TB design allows the service providers to clearly differentiate between the three classes of service that RPR supports. In addition, 3-TB provides the lowest PTQ packet delay. Hence, we believe that service providers can benefit greatly by combining FPD and 3-TB over RPR transport networks in the following fashion: disable FPD for PTQ traffic, and enable FPD for STQ and TTQ traffic. This configuration enables the lowest packet delay for PTQ, and maximizes the utilization and service fulfillment.

6.3.2 Future Work and Expanded Research
Our research can be extended in several directions. First, the impact of FPD assigning flows to alternate paths should be researched further. For example, an assignment of a flow to the longer path may block newer flows on the alternate ringlet from accessing the shorter paths. A mechanism can be development to override such flows with FPD enabled depending on the flow CoS parameters and priority. A key element to take into account while performing such a mechanism is packet reordering while switching ringlets.
Another area of research is the impact of the 3-TB design on RPR node implementation complexity, in terms of both hardware and software designs. At least, the hardware impact can be quantified in costs per node and whether it is prohibitive or not.

A third area for future investigation is to consider the various traffic models presented in Chapter 3. The result on RPR utilization and packet delay can be studied and analyzed for each of the models considered.

A fourth item to research is a real-time RPR model based on a programmable Network Processor (NP) system that can be built to validate the simulation and results for 1-TB, 2-TB and 3-TB designs, as shown in Figure 6-1.

![Diagram of Proposed Real-Time RPR System](image)

Figure 6-1: Proposed Real-Time RPR System

Each RPR node can be implemented using a system of multiple 10/100 Ethernet ports as client and service ports, and two Gigabit Ethernet ports providing the dual RPR ringlets as the WAN transport connectivity. The NP, at the heart of the system, can be programmed to assign the CoS queues required for each client port as well as the TB’s required between
the WAN ports. Similarly, the same system can be used to compare the utilization and service fulfillment of FPD on an RPR network. These results can be categorized for each CoS considered.

Furthermore, an extension to this model can adopt real applications and services. Operational tools can be implemented to measure packet delay and other service parameters. Such tools will be used in real life deployments by service providers, and will provide significant enhancements and savings to their deployments and operational costs.
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