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Abstract

Automatic Segmentation and Recognition of Unconstrained Handwritten Numeral Strings

Javad Sadri, Ph.D.
Concordia University, 2007

Segmentation and recognition of handwritten numeral strings is a very interesting and challenging problem in pattern recognition. It also has a lot of important applications such as: postal code recognition, bank check processing, tax form reading, etc. In this thesis, a new system for the segmentation and recognition of unconstrained handwritten numeral strings is proposed. The system uses a combination of foreground and background features for the segmentation of touching numerals in strings. The method introduces new algorithms for the traversal of top and bottom foreground and background skeletons, and top and bottom contours of numerals. Then, it tries to locate all feature points on these skeletons and contours and alternatively match feature points from top to bottom (or bottom to top) of the images to build all possible candidate segmentation paths (so-called segmentation hypotheses). A novel genetic representation scheme is utilized in order to represent the space of all possible segmentation hypotheses. In order to improve searching and evolution of segmentation hypotheses and facilitate finding the ones with the highest confidence values of segmentation and recognition, this genetic framework utilizes contextual knowledge extracted from string images. A novel evaluation scheme based on segmentation and recognition scores is introduced in order to improve the evaluation of segmentation hypotheses and to enhance the outlier resistance of the system. In order to improve stability and plasticity of our system in the learning and recognition of numerals, a new algorithm for clustering of handwritten digits based on their shapes is proposed. Also, in order to improve the searching power of our system and its convergence, a new evolutionary algorithm based on genetic particle
swarm optimization (GBPSO) is proposed. Numerous experiments using images from well known databases of handwritten numeral strings such as CENPARMI, NIST NSTRING SD19, and our newly created databases of Farsi/Arabic numerals have been conducted in order to evaluate the performance of the proposed method. Experiments have shown that proper use of contextual knowledge in segmentation, evaluation and search greatly improves the overall performance of the system. This system shows superior results compared with those reported in the literature.
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(a) An example of a chromosome of $n$ genes; in this example, we assume all those genes except $i$, and $j$ are equal to zero (S and E are not part of this chromosome representation and each of them is always assumed to be equal to one). So this chromosome shows a path in the segmentation graph from S to E containing three edges (segments): from node S to $i$, from $i$ to $j$ and from $j$ to E.

(b) Matrix $A$ is a data structure that saves all the weights (confidence scores) of all the edges in the segmentation graph such as: $a_{0i}$, $a_{ij}$, and $a_{j(n+1)}$.

Memoization of the weights of all segments (edges).
(a) Selection: very high fitness chromosomes are given a better chance to reproduce themselves, and to be present in the new generations or to act as parents. (b) Crossover: pairs of chromosomes are selected based on their relative fitness in order to perform crossover at a random position. In this example, crossover happens between the locations of the seventh and eighth genes in the two parent chromosomes, and it produces two new offsprings. (c) Mutation: single chromosomes are selected based on their relative fitness in order to be mutated at a single random position. In this example, mutation happens on the second cutting path (second gene in the parent chromosome), and it produces one new offspring.

Pseudo code of our GA.
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A segmentation hypothesis or chromosome, which is denoted by \( S^i \), consists of \( m_i \) regions (segments) \((1 \leq m_i < \infty)\). Each segment is bounded by two consecutive active cutting paths. A combination of two scores (segmentation score and recognition score) are used to evaluate (measure the quality of) each segment in a segmentation hypothesis. By combining these scores, a total confidence value \((0 \leq \text{conf}(S^i) \leq 1)\) is assigned to this segmentation hypothesis. Based on this confidence value we can rank and compare different segmentation hypothesis in order to find the best one.
Illustration of parameters used in the computations of position-ratio \( p.rat \), and aspect-ratio \( a.rat \) for the third segment of the string. For each segment (or CC) in the image, we can compute \( p.rat \) and \( a.rat \), and then we can calculate \( p.conf \) and \( a.conf \). Finally, \( s.score \) can be computed for each segment (or CC) according to Equation 31.

(a) Graph of position-confidence \( p.conf \) membership function, (b) Graph of aspect-ratio-confidence \( a.conf \) membership function.

The general structure of our recognition module. After pre-processing and feature extraction, a trained classifier assigns class labels and confidence values to each segment in the segmentation hypotheses.

An example of pre-processing and feature extraction: (a) Original image, (b) Pre-processed, slant corrected, and normalized image (45 by 45 pixels), (c) Skeleton of part b, (d) Reducing the resolution of the skeleton in horizontal and vertical directions by 1/3; the resulting image is considered as a feature vector, (e) and (f) Two examples of the transformation which is used to reduce the variability of the pixels on the skeleton. In (e), all black pixels inside the windows are represented by a single pixel in the center of the window; in (f), all white pixels surrounding the center pixel are removed.

Two examples of original handwritten numeral strings are shown, where for each string, all of the CCs, and their corresponding slant angles and heights are listed. For each string, SSA \( (\Theta) \) has been calculated.

Comparison of nonuniform and uniform slant corrections (our method). For each string, top row: original image, middle row: nonuniform slant corrected, bottom row: uniform slant corrected (by our method) are shown. Nonuniform correction of the slants of CC’s in numeral strings can yield many distortions such as touching cases and overlapping CC’s. The first two columns show the results of String\textsubscript{1} and String\textsubscript{2} from Figure 58, respectively.
Two examples of slant estimation for CC₆: (a) Our method, (b) Method in [3], (c) Comparison of the average running time between our slant correction and method in [3] for all numeral strings in our data set (1000 strings from NSTRING SD-19 database). Experiments showed that, on average, our method is around 6.5 times faster than the method used in [3].

A and B: images before slant correction, A' and B': images after slant correction: (a) Original images without slant correction (in A and B), with slant correction (in A' and B'), (b) Foreground features denoted by □, (c) Combining vertical projection profiles from top and bottom to specify background regions, (d) Taking background skeleton to extract background features (denoted by □), (e) Image after segmentation, and (f) Candidate cutting path(s) without slant correction (in A and B), and using slant correction (in A' and B'). In B the segmentation algorithm was not able to find the correct segmentation candidate. However, in B' it was able to do so.

C: image before slant correction, C': image after slant correction: (a) Original image without slant correction (in C), with slant correction (in C') (b) Foreground features denoted by □, (c) Combining vertical projection profiles from top and bottom to specify background regions, (d) Taking background skeleton to extract background features (denoted by □), (e) Image after segmentation, and (f) Candidate cutting path(s) without slant correction (in C), and using slant correction (in C').

Examples of successful segmentations (or over-segmentations) produced by our segmentation algorithm. Here, we do not use any recognition information. Bounding boxes contain real life string images from the Nstring SD19 Database with different lengths (2 to 10 digits). Each cutting path goes from the top to the bottom of the bounding box or vice versa. As shown in this figure, some cutting paths have two or more branches.

Examples of unsuccessful cases of segmentation (without using any recognition information) by our segmentation algorithm.
Outlier Samples: (a) Over-segmented samples, (b) Under-segmented samples.

Some samples of the CENPARMI isolated handwritten digit database.

Successful examples of segmentation/recognition produced by our system. Numeral strings are taken from NSTRING SD19 Database.

Unsuccessful examples of segmentation/recognition produced by our system. (a, and b) wrong segmentation-wrong recognition, (c) correct segmentation-wrong recognition, (d, and e) wrong segmentation-correct recognition.

(a) Original image, (b) Smoothed, slant corrected, and normalized image (45 by 45 pixels), (c) Skeleton of part b, (d) Reducing the resolution of the skeleton in horizontal and vertical directions by down sampling (1/3). The resulting (15 by 15 pixels) image in (d) is considered a (2D array) representation of the structure and style of writing of a digit.

New incoming data may push the centers of some previously learned clusters towards each other. By merging these (smaller) clusters, gradually bigger clusters are emerged (more general concepts or better generalizations are achieved).

Our clustering algorithm.

Two samples of clusters obtained by our algorithm. (a) One of the clusters obtained for digit 4, this cluster has 55 samples. (b) One of the clusters obtained for digit 5, this cluster has 19 samples. For both these clusters our clustering algorithm has identified one of the patterns as the center (representative or prototype, shown in a rectangular bounding box). Here, the center of a cluster is defined as a basic shape which contains most of the common structural parts of the other patterns in that cluster.

(a) Centers of clusters (43 prototypes) found for digit 4, and (b) Centers of clusters (29 prototypes) found for digit 2 in the training set of the CENPARMI isolated handwritten digit database.

Vector representation of Equations 39 and 40.

Pseudo code of original PSO Algorithm.

Sigmoid function of: $s(v^k_i) = \frac{1}{1+\exp(-v^k_i)}$
(a) Oscillation of the birth and mortality rates in Example 1, (b) Oscillation of the population size in Example 1.

(a) Oscillation of the birth and mortality rates in Example 2 (these oscillations are slightly different from Example 1), (b) Oscillation of the population size in Example 2 (here, the population size is gradually increasing).

(a) Birth and mortality rates in Example 3, (b) Population size changes linearly in Example 3.

Pseudo code for our GBPSO Algorithm.

Graphs of four standard test functions for evolutionary algorithms (Sphere, Rosenbrock, Griewangk, Rastrigrin) in two dimensions (two input variables) [4, 5, 6].

Population changes for our GBPSO model in one run (80 iterations).

Comparison of the convergence of original binary PSO, and GBPSO on four different test functions for N=150 dimensions.

Old Persian (cuneiform type): alphabet and numbers.

A sample of Pahlavi (Middle Persian) script.

Farsi alphabet derived from Arabic alphabet, the letters which have been indicated by arrows were added to Arabic alphabet in order to form Farsi alphabet.

A sample of Modern Persian script.

(a) Arabic digits (used mainly in Latin and English speaking countries), (b) Farsi digits (used mainly in Iran), (c) Indian (Hindi) digits (used in most Arab countries).

(a) Numeral strings in Farsi, [(b), and (c)] the same numeral strings written in Indian digits (used in most Arabic countries) and Arabic digits (used in Latin countries).

An example of feature extraction for a digit (3): (a) Profiles, (b) Crossing counts, (c) Projection histograms.
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Part I

Design and Implementation of The Modular System
Chapter 1

Introduction

Handwriting consists of artificial graphical signs and marks written by human on a surface such as paper, wood, metals, glass, rocks, etc. The purpose of handwriting is to register, transfer, or communicate news, messages, business information, ideas, etc. In fact, handwriting is a skill, learned by educated (or semi-educated) people and that is closely affected by their physical characteristics, age, personality, or mood. This can explain the great variability that exists in the handwritings of different people. In spite of this variability, human beings can still decipher most of the information in handwritings, accurately. For example, they can recognize handwritten numerals, letters, strings, and words, in spite of the very large variability in their shapes, sizes, writing styles, and their occlusions or noisy backgrounds. This ability of human beings is appreciated when faced with the difficulties of training computers to do the same task of recognizing handwritings. After more than 60 years of research in the area of pattern recognition and artificial intelligence, designing a general handwriting recognition system with capabilities similar to human beings still remains a big challenge and an open problem. It seems unlikely that a unique system that can simulate all human abilities in handwritten recognition will be built. So normally, the goal in designing handwritten recognition systems is to make computers perform as closely as possible to human beings in some aspects or subtasks of handwritten recognition.

Handwritten numeral strings are important part of handwritten documents, and recognition of these numerals has many potential applications, such as the recognition of postal codes.
in mail, courtesy amounts in bank checks, revenue values in tax forms, and other numeric values in application forms. In this thesis, we consider the design and implementation of a system for segmentation and recognition of unconstrained handwritten numeral strings. There are many challenges in the problem of segmentation and recognition of unconstrained handwritten numeral strings. In this thesis, we discuss these challenges, and we present new solutions (algorithms) for them. Also, based on these solutions a new modular system for segmentation and recognition of unconstrained handwritten numeral strings is developed and tested.

1.1 Problem Statement

The focus of this thesis is the segmentation and recognition of Unconstrained Handwritten Numeral Strings (UHNS). By definition, unconstrained handwritten numeral strings are handwritten numerals with no limitations in their writings, e.g., UHNS are not written in separate boxes, nor written neatly, nor written with a special type of pen [9]. UHNS are normally found in real life applications such as courtesy amounts on bank cheques, postal codes on envelopes and numerical values on various business forms. Some examples of UHNS are shown in Figures 1, and 2. Generally, UHNS include isolated digits (with a lot of variations in their shapes, sizes or styles of writing), touching digits, overlapping digits, noisy or broken digits. Among challenges in the segmentation and recognition of UHNS, segmentation and recognition of touching or highly overlapped digits is the most difficult one.

\[
\begin{align*}
5308 & \quad 8520 \quad 87251 \\
5308 & \quad 85200 \quad 87251 \\
71329 & \quad 45537 \quad 3976
\end{align*}
\]

Figure 1: Some examples of unconstrained handwritten numeral strings from the NIST SD19 database.
Figure 2: Illustration of variations in writing styles of courtesy amounts. Examples in this figure have been taken from CENPARMI courtesy amounts database.

Here, the challenge is to segment and recognize touching numeral strings with a very high accuracy. Touching numerals frequently occur in UHNS. For example, a study [10] on 1100 French bank checks showed that 6.2% of those checks contained connected digits. The distribution of 1189 connected numeral pairs is shown in Table 1. Here, ‘X’ represents any numeral, for example, 5X represents touching between numeral 5 and any other numeral. Another study [11] on 400 Brazilian checks showed that about 80% to 85% of successive zeros were connected; see Figure 3. In another research study, Wang et al. [12] showed that 84.6% of the touching cases occurred between two consecutive numerals, while the remaining occurred among three or more consecutive numerals. Because of the importance of handwritten numeral strings in real life applications, and also due to frequent occurrence of touching digits in these numerals, it is very important to develop effective and high performance methods in order to accurately segment and recognize UHNS.
Table 1: Distribution of 1189 touching cases in a sample of 1100 French bank checks

<table>
<thead>
<tr>
<th>Connected Pairs: Occurrence (%)</th>
<th>1X</th>
<th>2X</th>
<th>3X</th>
<th>4X</th>
<th>5X</th>
<th>6X</th>
<th>7X</th>
<th>8X</th>
<th>9X</th>
<th>0X</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.9</td>
<td>13.03</td>
<td>6.05</td>
<td>2.43</td>
<td>15.89</td>
<td>8.49</td>
<td>26.19</td>
<td>11.94</td>
<td>3.78</td>
<td>4.28</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3: Example of touching successive zeros in numeral strings.

1.2 Goals of the Research

Many methods have been proposed for the segmentation and recognition of handwritten numeral strings such as in [9], [8], [13], [14], etc. However, it seems that present techniques are not yet adequate enough for modeling all the infinite variations of the handwritten strings. Many improvements are still required in order to build robust systems for real life applications. Our main goals in this research thesis are as follows:

- To introduce a method that improves building of segmentation candidates in order to lower as much as possible the number of outliers (refer to Figure 4) at the segmentation stage of UHNS.

- To introduce a method that improves outlier resistance (outlier rejection) of ordinary isolated digit classifiers in order to lower as much as possible the number of misclassifications at the recognition stage of UHNS.

- To design and implement a modular system for the segmentation and recognition of UHNS with a very high performance.

In general, we are going to introduce new algorithms and new techniques that can improve the accuracy of segmentation and recognition of unconstrained handwritten numeral strings.
Figure 4: Outliers are defined as samples of wrongly segmented isolated or touching digits (such as (a), and (b)). Example of outliers: (a) Over-segmented digits, and (b) Under-segmented touching digits. More examples of outliers (over/under segmented digits) and also more information about their detection and rejection will be presented in chapters 7 and 8.

We are going to use all possible sources of background and foreground information, and contextual knowledge from the string image in order to facilitate locating and searching of segmentation candidates and also to improve the evaluation of the corresponding separated digits. In other words, we are going to introduce segmentation algorithms that produce fewer outliers. Also, we are going to introduce evaluation algorithms that show higher outlier resistance in order to remedy insufficient outlier resistance of the ordinary isolated digit classifiers in UHNS. Finally, we are going to build a modular system for the segmentation and recognition of numeral strings which utilizes all these techniques, and we are going to evaluate and compare its performance with similar systems.

1.3 Contributions

The original contributions of this thesis can be summarized as follows:

- The introduction of a novel and efficient algorithm for slant correction of handwritten numeral strings. Using this algorithm, we investigated the statistical characteristics of slant angles in handwritten numeral strings. We also studied the effects of slant angle correction on the performance of of segmentation of handwritten numeral strings [15].

- For the first time, we introduced a novel and efficient algorithm for tracing the skeletons of digits and characters. This algorithm is similar to the algorithms that exist for tracing of contours or boundaries in image processing. Our skeleton tracing algorithm
is a general algorithm that can be used for tracing the skeletons of any 2D objects (planar shapes). This algorithm can be used for extracting structural features from skeletons and for exploring structures of unknown 2D objects [16, 17].

- The introduction of a novel and efficient algorithm for segmentation and separation of touching digits in unconstrained handwritten numeral strings. Our algorithm extracts new features from both the backgrounds and foregrounds of string images, and it combines the information from the skeletons and contours of digits in order to build segmentation cutting paths [16, 18].

- The introduction of a new evaluation scheme (new scores) for evaluating segmentation hypothesis, based on the contextual information extracted from numeral strings. Our method can facilitate and improve detection of outliers (under/over-segmented components, in fact, wrongly segmented digits). This method compensates for the lack of outlier resistance and improves the weakness of ordinary isolated digit classifiers in rejecting outliers. In this thesis, these new scores are called segmentation scores, as opposed to recognition scores which are produced by ordinary isolated digit classifiers [17].

- We formulated (modeled) segmentation and recognition of unconstrained handwritten numeral strings as a global optimization problem. Our objective is to maximize both the segmentation and recognition confidences for any given image containing a numeral string (with any unknown length). We introduced a general framework for this optimization problem based on genetic (evolutionary) algorithms in order to find the optimal solution. We also introduced a novel genetic representation scheme that can be applied in searching for the optimal path in any Directed Acyclic Graph (DAG) using a genetic search [18, 17].

- In order to capture the great variability that exists in the shapes of handwritten digits and to improve the recognition accuracy of isolated digit classifiers, we introduced a new online clustering algorithm that clusters the shapes and the styles of writing
of digits. Our algorithm is an incremental unsupervised learning algorithm that can improve stability and plasticity of handwritten recognition systems [19].

- The introduction of a new class of evolutionary algorithms based on the combination and generalization of ideas from Genetic Algorithms (GA’s) and Particle Swarm Optimization (PSO). This new class of evolutionary algorithms is called genetic-based particle swarm optimization (GBPSO) and it shows a higher performance and faster convergence compared to GA and ordinary PSO [20].

- Developing a new comprehensive standard database for research, training, evaluation, and testing of handwritten recognition systems for Farsi (Persian) language. This database is composed of six different sets of handwritten images including: isolated digits, isolated letters, numeral strings, legal amounts, dates, and Arabic isolated digits written by people who speak Farsi. These data sets can be used by researchers who want to investigate handwritten Farsi script recognition [21, 22]. (This was a joint research work with another graduate student).

- Applying developed algorithms including: segmentation, recognition, slant correction, and clustering on Farsi handwritten numeral strings. We investigated and evaluated the performances of these algorithms on Farsi handwritten numerals [23, 24, 25].

1.4 Outline of this Thesis

This thesis consists of three main parts. The first part of the thesis contains eight chapters. These chapters describe our main ideas, algorithms, and experiments for designing, implementation and testing of a new modular system for segmentation and recognition of unconstrained handwritten numeral strings. The second part of this thesis has three chapters which expand our research towards generalization and new applications of the algorithms and techniques introduced in the first part. Also in this part, we modify the algorithms that developed in the first part to be applicable for the numeral strings in other languages such as Farsi and Arabic. The third part of this thesis belongs to our conclusion. The details of the
chapters in this thesis are as follows: the current chapter (Chapter 1) outlines the problem, its definition, our goals, and our main contributions in this thesis. In Chapter 2, we present a review of the state-of-the-art techniques for handwritten numeral string segmentation and recognition. In Chapter 3, we present an overview of our system. In Chapter 4, we present the details of our pre-processing steps, such as noise removal, and slant correction. We also present statistical properties of slant angles in handwritten numeral strings. In Chapter 5, the details of the algorithms for generation of segmentation hypotheses are explained. In Chapter 6, the details of our representation and searching strategy are presented. Chapter 7 presents the details of our evaluation scheme for segmentation hypotheses. We also introduce the segmentation score and the recognition score. In Chapter 8, the details of our experimental results are elaborated. We present the experimental results on all our developed algorithms on handwritten numeral strings. In Chapter 9, first the importance of plasticity and stability in handwritten digit recognition systems is discussed, and a new clustering algorithm for handwritten digits is presented. Then, using this clustering algorithm, a new method for improving plasticity and stability in handwritten digit recognition systems is presented. Chapter 10 presents a generalized model of evolutionary algorithms for search and optimization, based on Genetic Algorithms (GA) and Particle Swarm Optimizers (PSO). In Chapter 11, segmentation and recognition of handwritten numerals in Farsi and Arabic languages is presented. Finally, Chapter 12 draws the conclusion of this thesis and future works are discussed.
Chapter 2

Review of State-of-the-Art Techniques in Segmentation and Recognition of Handwritten Numeral Strings

The focus of this thesis is offline recognition of handwritten numeral strings. In this chapter, we briefly review some of the state-of-the-art techniques and developments for offline pre-processing, segmentation, feature extraction, and recognition of handwritten numeral strings in the literature. In general, a conventional system for offline segmentation and recognition of handwritten numeral strings has an architecture as shown in Figure 5. Here, first the function of each module is explained, and then we briefly review the literature on each of these functions (processes).

Figure 5: Block diagram of a general numeral string segmentation and recognition system.

- **Pre-processing**: This module may include some image processing operations such
as binarization of input images, noise reduction, smoothing, filling, slant correction, baseline detection, skew correction detection, or other image transformations such as normalization.

- **Segmentation**: This module introduces some segmentation cutting paths (segmentation hypotheses) in order to separate touching or overlapping digits in numeral strings.

- **Feature Extraction**: In this module, for each separated digit (or connected component), some features are extracted (to be used by the recognition module).

- **Recognition (Classification)**: In this module, an isolated digit classifier (or a combination of isolated digit classifiers) assigns class labels and confidence values to segmented digits or connected components.

- **Verification**: In some systems, there is an optional verifier that verifies the decisions made by the recognizer(s). This module tries to reduce (resolve) the errors made by the recognizer.

### 2.1 Pre-processing of Handwritten Documents

Pre-processing steps are very important in order to improve the readability and the automatic recognition of handwritten document images. These steps make the segmentation and feature extraction processes more reliable and effective. In our method we only use smoothing and slant correction as pre-processing steps. Here, we review one of the methods found on the literature on slant correction.

The method presented by Britto et al. [3] is the only method found in the literature for slant correction of unconstrained handwritten numeral strings. They modified, a word slant normalization method in order to improve the results for handwritten numeral strings. For each connected component (CC) in the string they calculated an slant angle. Using these slant angles and the contour length of each CC, Britto et al. [3] obtained a mean slant angle for the entire numeral string. Then, they used this average angle for the slant correction of the entire string.
2.2 Segmentation of Handwritten Numeral Strings

In this section, we review state of the art methods on segmentation of connected digits. Among earlier pieces of literature for the segmentation of handwritten numeral strings, one class of methods is based on extracting the profiles of touching digits [26]. Fujisawa et al. [26] proposed a method based on profile features. In this method, the segmentation path is constructed by computing the upper, and lower profiles of the connected components and analyzing the distance between these upper, and lower profiles (see Figures 6-a, b, and c).

![Figure 6](image)

Figure 6: (a) A pair of touching digits, (b) Their profiles, (c) Their segmentation path, and (d) An example of a situation where a segmentation path cannot be found by using profile features.

Although some segmentation paths can be successfully produced by computing the upper profile and lower profile of the connected components, and analyzing the distance between these profiles, this approach fails when handwritings are skewed or strongly overlapped, because in these cases the proper segmentation points (or regions) cannot be reached simply by analyzing a vertical profile (see Figure 6-d).

Another class of methods for segmentation is based on analyzing the contour of a touching digits [13, 14, 27]. Strathy et al. [13] proposed a method for the segmentation of touching numeral strings based on an analysis of the contour valleys and mountains as feature points. In their method, by joining valley points and mountain points on the top and bottom contours, cutting paths are constructed, as illustrated in Figures 7-a, and b. Although contour points provide very important information for segmentation, in some cases when the two numerals touch each other through a straight line, segmentation methods based on contour fail (see examples in Figure 7-c). In these cases, there are no corresponding valley and mountain points in the touching regions.
Figure 7: (a) Analyzing and extracting contour points, (b) Constructing the cutting path, and (c) Some cases where contour points cannot identify the touching regions.

Some other methods use features from the background and foreground skeletons such as Chen and Wang [2], and Lu et al. [1]. Chen and Wang [2], used background and foreground skeletons for the segmentation of connected components. They extracted feature points such as: fork, end, or corner points on the top, bottom, hole, or stroke segments of these skeletons (see Figure 8-a, to e). Then they matched feature points from top segments to bottom segments of the skeletons to construct the candidate segmentation paths (see Figure 9-a, b, and c). In their method, they tried to evaluate segmentation candidates based on some geometric features and rank them using a mixture of Gaussian probabilities in order to find the best segmentation path, or reject the candidate paths. In fact, these methods are very time consuming, and additionally skeletons usually generate protrusions. These protrusions sometimes cause confusion with actual fork and end points, and they may yield wrong candidate cutting path(s) (see examples in Figures 9-d, and e).

Figure 8: (a) Original image, (b) Foreground and background skeletons, (c) Stroke segment, (d) Hole segments, (e) Top background segment, (d) Bottom background segment.

Some other methods use structural and morphological features for segmentation, such as
Yu and Yan [28, 29], and Kim et al. [14]. In [28], which is based on structural feature points, the first touching regions of the connected components are determined. Then, based on geometrical information of the special structural points, candidate touching points are pre-selected. Finally, after morphological analysis, partial recognition results are used for choosing cutting paths. The problem with this method is that it is very dependent on many heuristic rules based on structural features, and also it has to check for many structural features to select the appropriate ones.

Pal et al. [10] proposed a method based on a concept called water reservoir. If water is poured from the top or bottom of a numeral, regions of the numerals where water will be stored are defined as reservoirs (see Figure 10-a). In [10], they extracted three sets of features. The first set of features were extracted based on the reservoirs such as: the number of reservoirs, position of the reservoirs (top, middle, bottom), their sizes, their shapes, their centers of gravities (CG's), and their relative positions. The second set of features were topological features from closed loops such as: the number of closed loops, their positions, their center of gravities, and their relative heights. The third set of features were structural features based on the morphology of touched regions. Using a combination of these three sets of features and applying some heuristic rules, a decision was made for distinguishing isolated and connected components and building their segmentation paths. This method requires many computations for extracting a lot of structural features. Also, they will fail if there
is a breakage in the strokes of connected digits or if two digits have common portions (see Figure 10-b).

![Figure 10](image)

Figure 10: (a) Top and bottom water reservoirs created by touching digits, (b) Some examples of errors produced by the segmentation.

Congedo et al. [30] and Punnoose [11], proposed some drop fall algorithms for segmentation, which can simulate an object such as a marble or a drop of water, falling from above the digits and sliding downward along their contours. The object falls downward until it gets stuck in a well, at which point it cuts through the contour and continues downward (see Figures 11-a, b, c, and d). These algorithms are very sensitive to starting points, and once a wrong starting point is selected they will fail to reach the touching regions (see example in Figure 11-e).

![Figure 11](image)

Figure 11: Drop fall algorithms: (a) Top left, (b) Bottom left, (c) Top right, (d) Bottom right, (e) Some examples of errors produced by a wrong starting point selected by the drop fall algorithm.

A similar algorithm was introduced by Shridhar and Badrelin [31], which is called Hit and Deflect Strategy (HDS). This algorithm starts at a peak of the bottom contour of the connected components and attempts to move upward. This algorithm follows a set of rules such as: whenever it hits a black pixel in the image it deflects, and it keeps changing its direction of motion until it reaches the top of the image. In fact, this method is only useful for separating not deeply touching handwritten numerals such as shown in Figure 12.
Blumenstein, and Verma [32] proposed a strategy that generates a number of paths, and uses a neural network to select the correct paths. All paths are generated simultaneously using heuristic rules, and the best ones are selected by the neural network. This requires a large number of paths to be considered and they have a higher computational cost. Also, no new paths are generated in later stages so the system does not take advantage of possible feedback from the recognition module (in the latter stage). If the correct path was not generated in the original set, then the system fails. Even if the path is slightly off, confidence values will go down dramatically and the correct path will not be selected [11].

Martin [33] presented a system based on implicit segmentation for numeral string recognition which uses a sliding window to move incrementally across a string of text. A neural network attempts to recognize characters centered in the window. Ideally, each character is recognized when it gets to the center of the window, so explicit segmentation is not required. However, this approach needs a lot of computations for each position of the window.

In another system presented by Martin et al. [34], instead of sliding over the string, the window mimics the motion of the human eyes, and moves in bursts. The window moves forward, or sometimes if necessary backward in smaller jumps, called corrective jumps. These movements are controlled by a neural network, which learns to jump from one character to another while recognizing individual characters. This approach also entails exhaustive computation.

Oliveria et al. [35] presented a system based on a combination of different features for the segmentation and recognition of handwritten numeral strings. This system uses a combination of three types of features: contour, profile, and skeleton in order to build segmentation
paths (see Figures 13, and 14). This approach also entails a heavy computation.

![Figure 13: (a) Features from contour, (b) Features from profile, (c) Features from skeleton.](image)

For the recognition of handwritten numeral strings, there have been two general approaches: segmentation-then-recognition, and segmentation-based-on-recognition [9]. In the first approach, the segmentation module provides a single sequence of partial images based on some heuristic rules, where each partial image should contain an isolated character which is submitted to a recognizer [10, 36, 31]. Since this technique does not use any contextual or recognition feedback (for segmentation), it shows its limits rapidly when the correct segmentation does not fit the predefined rules of the segmenter. In the second strategy, first the segmenter provides a list of segmentation hypotheses, and then the recognition module evaluates each hypothesis [9, 37, 38]. This approach gives better results and a higher reliability than the first one. However, it entails a higher computational cost, since it has to generate all the segmentation hypotheses and then compare their recognition results. In addition, in this latter method, the correct segmentation rate depends too much on the accuracy of the isolated digit classifier in the recognition of digits and rejection of outliers (wrongly segmented digits).

In general, we can classify segmentation and recognition methods of handwritten numeral strings according to Figure 15. As seen in this diagram, segmentation can be either explicit
or implicit. In the explicit methods, segmentation is accomplished explicitly prior to recognition in order to provide primitive segments (candidate digits) for the recognizer, such as [10, 16, 35]. In these methods, cutting paths are normally found from the contour, profile, background or foreground regions or skeletons of the string image. However, in implicit methods, segmentation is embedded in the recognition process and is performed simultaneously with recognition such as in [12, 39]. In these methods, the challenge consists of finding the best compromise between segmentation and recognition. As indicated in the literature, explicit segmentation methods for handwritten numeral strings tend to have a better performance than implicit methods [9, 2].

![Classification of current methods for segmentation and recognition of numeral strings.](image)

Figure 15: Classification of current methods for segmentation and recognition of numeral strings.

Similar to combining classifiers, there has been methods for combining string recognizers such as Ye et al. [40] proposed a paradigm of combining string recognizers. They introduced a frameworks for combination of multiple string recognizers. A parallel combination system, is implemented based on three independent alphanumeric handwritten string recognizers that act as black boxes. Among the different segmentation and recognition results provided by three handwritten string recognizers, they try to find the best segments based on a graph-based searching method. All factors such as the agreement of size, classification, and the position are converted into a measurement resulting in a soft decision. Their combination (so called StrCombo) could achieve a substantial improvement over any one of the individual recognizers. The problem with this method is the very high computational cost and we should have the original string recognizers before hand ready.
For more information on character string segmentation algorithms, see [41]. After segmentation of numeral strings and separating them into digits (or connected components) some features must be extracted for them for their recognition. In the next section, we review some of the state-of-the-arts feature extraction methods.

2.3 Feature Extraction for Isolated Handwritten Numerals

Selection of a relevant feature extraction method is probably one of the most important decisions in designing any pattern recognition system for achieving a high recognition performance. For this reason, feature extraction has gained considerable attention in the field of handwritten recognition. A good survey about feature extraction can be found in [42, 43]. The literature on handwritten digit recognition shows generally three main classes of features: structural, statistical, and a combination of these two features.

Structural features are typically perceptual attributes of the character such as position and the number of their strokes, their bends, end points, branch points, loops, measures of concavity, and directional features [44, 45, 46, 47, 48, 49]. In structural handwriting recognition the characters are represented as unions of structural primitives. It is assumed that the character primitives extracted from handwriting are quantifiable, and that one can find the relations among them. Basically, structural methods can be divided into two classes: grammatical methods [31] and graphical methods [50, 51].

Statistical features are normally the results of global mathematical transformations on the image, for example, different sets of moments such as: Geometric moments, Invariant moments, and Zernike moments, statistics of chain codes, Fourier descriptors, and Wavelet coefficients (transforms) [52, 53, 54, 55, 56].

Also, in order to improve the reliability of the recognition systems many researchers have turned towards different combinations of structural and statistical features [57, 58]. Some researchers have also used deformable models [59] in order to make their systems more reliable against variations in the shapes of numerals.
Trier et al. [42] presented a comprehensive overview of feature extraction methods for offline recognition of isolated characters. The feature extraction methods included: template matching, deformable templates, unitary image transforms, graph descriptions, projection histograms, contour profiles, zoning, geometric moment invariants, Zernike moments, spline curve approximations, and Fourier descriptors.

Liu et al. [43] compared state-of-the-art feature extraction techniques, which included the extraction of chaincode features, gradient features, profile structure features and peripheral directional features. They presented the comparisons of recognition performances among different types of these features.

Some methods such as [60, 61, 62] used the original gray-level or binary values of all pixels of the character images as features. In these methods, no transformation or explicit feature extraction involved. These values (features) are used as direct input to Neural Networks or Support Vector Machine (SVM) classifiers. In fact, in these cases, the Neural Network or the SVM can act as a feature extractor during the learning process, and all the variations among the character/digit shapes are handled by these classifiers.

Mitchell and Gillies [63] used mathematical morphology to extract concavity features from digits for their handwritten digit recognizers. A classification system was implemented by a symbolic model matching process.

Shi et al. [64] proposed a handwritten digit recognition system by using gradient and curvature features of the gray level images in order to improve the accuracy of handwritten digit recognition.

Krzyszak et al. [65] extracted features from the contours of numerals. 15 complex Fourier descriptors were extracted from the outer contours and simple topological features were extracted from the inner contours. These features were used as input of a three-layer Neural Network for classification.

Oliveira et al. [9] proposed specific concavity, contour-based feature sets for the recognition and verification of handwritten numeral strings.

Chen et al. [66] used a multiwavelet orthonormal shell expansion on the contour of handwritten numerals to get several resolution levels and their averages. They used the shell
coefficients as the features input and they input them into a multi-layer perceptron (MLP) neural network to recognize numerals.

2.4 Classification of Handwritten Isolated Digits

In this section, we review some of the state-of-the-art techniques in handwritten digit classification. Classifiers take feature vectors for each patterns as their input, then as their result they assign class labels (along confidence values) to those patterns (features). Classification is considered the next important step after feature extraction for the recognition of handwritten isolated digits. The literature shows many classification schemes, which have been applied for the recognition of handwritten isolated digits such as: Template Matching, Nearest Neighbor (K-Nearest Neighbor), Polynomial Discriminant Classifiers, Learning Vector Quantization (LVQ), Feed Forward Neural Networks such as Multi Layer Perceptron (MLP), and Support Vector Machines (SVM’s) [67]. Some researchers have also used combinations of different classification algorithms (called multi-experts/multiple classifiers) in order to make recognition systems more reliable against variations in each numeral’s shape [68, 69]. See [43, 59] for a good survey on classification techniques in handwritten recognition. Below, we briefly review some popular classification methods.

K-Nearest-Neighbor: In this classification method, for each pattern in the target dataset (test data set), the closest K pattern (the K nearest neighbors) in the training dataset is found. A distance measure such as Euclidean, or Hamming distance,... is used to find the neighbors. Based on the class label of the majority of these neighbors, the class label is determined for the test pattern [67, 70]. Using this approach in [71], good recognition results for handwriting recognition were reported. The problem with the K nearest neighbor classification is that it has a high computation cost and is inflexible. To avoid such a problem, some researchers in [72] proposed a faster K-NN method for handwritten recognition.

Bayesian Classifier: In Bayes classification, class prototypes are used in the training stage in order to estimate the class-conditional probability density function for a feature vector [67, 73]. Using Bayes’ rule (Bayes’ theorem), an unknown pattern (object) is assigned a class
label that achieves the highest (maximum) posterior probability.

Polynomial Discriminant Functions: The polynomial discriminant classifier assigns a pattern, for example, a digit to a class with the maximum discriminant value. These discriminant values are computed by a polynomial function on the components of the feature vector of the incoming pattern. Coefficients of the trained polynomial classifier implicitly represent learned class models [67, 74].

Hidden Markov Model (HMM): A Hidden Markov Model is a statistical model in which the system being modeled is assumed to be a Markov process with unknown parameters, and the challenge is to determine the hidden parameters from the observable parameters [75]. Normally, HMM consists of a set of states and the transition probabilities between consecutive states. When HMM models are used for classification problems, and for each pattern class an individual HMM is constructed. Then for each observation sequence (each sequence of feature vectors), the likelihood for the sequence is calculated. The class in which the HMM achieved the highest probability, considered as the winner which considered to be the class that produced the actual sequence of observations. HMM’s are widely used in speech recognition and their applications to handwritten recognition is also increasing [76, 77, 78, 79].

Artificial Neural Network (ANN) classifiers: Neural Networks due to their important advantages such as highly parallel mechanism (possible parallel implementation), excellent fault tolerance (good performance with noisy data), adaptation, and their excellent ability to learn from examples, have become increasingly popular in pattern recognition. ANN models are generally very powerful, and they have very nice theoretical properties. So, these models can be applied well to many real world applications. Different architecture of neural networks successfully have also been used in handwritten recognition [80, 81, 82, 83]. The most widely studied and used neural network in pattern recognition (and in handwritten recognition) is the Multi-Layer Perceptron (MLP) neural network. These networks can be trained based on gradient descent method, so-called the back propagation algorithm or generalized delta rule [84]. The MLP neural networks with back propagation algorithm are very powerful and they can easily be implemented. Other types of neural networks such as convolutional
neural networks are also proposed for handwritten recognition such as LeNet-5. These specialized architectures incorporate knowledge about the invariance of two dimensional objects (characters/digits) by using local connection patterns, and by imposing constraints on the weights of the network [85].

Support Vector Machines (SVM’s): SVM’s are introduced by Vapnik [86], and they are one of the most interesting recent developments in classification and machine learning. Because of their excellent generalization performance in learning, in the past years, SVM’s have received increasing attention in machine learning and pattern recognition communities. Each SVM is basically a two-class (binary) classifier and multi-class classification is accomplished by combining multiple binary SVM classifiers. Many SVM classification systems have been developed for handwritten digit recognition and very promising results have been obtained such as [87, 88, 89], and also the method proposed by Dong et al. [90] for fast training of SVM’s.

Fuzzy Logic or Fuzzy Sets: Fuzzy set models can represent degrees of truth or belonging to a set. In fact, fuzzy logic can encode imprecise knowledge and naturally maintains multiple hypotheses that result from the uncertainty and vagueness inherent in real world problems. Handwriting recognition also requires tools and techniques that recognize complex character patterns and represent imprecise, common-sense knowledge about the general appearance of characters, words and phrases, and fuzzy Logic or fuzzy Sets can provide these tools [91]. Also, combination of neural networks and fuzzy logic have been used in designing handwritten recognition systems. Neural networks can model highly nonlinear processes, and fuzzy logic can model imprecise knowledge. So, by combining the complementary strengths of neural and fuzzy approaches into a hybrid system, we can attain an increased recognition capability for solving handwriting recognition problems such as the systems in [91, 92, 93, 94].

Multiple Classifiers: Multiple classifiers or combination of classifier has attracted a lot theoretical and practical attention in pattern recognition community in the recent years. In general, the decision obtained by a combination of several classifiers seems to to be better (more reliable) than the decision obtained by the best individual classifier in the combination, however the computational cost will be higher. In handwritten recognition, there are
two main purposes for combining classifiers one is to increase recognition reliability another is to increase recognition accuracy [68, 69]. The idea of classifier combination appears in the literature under different names such as classifier ensembles [95, 96], classifier combination [69, 97], mixture of experts [98], classifier fusion [99], committees [100]. The literature shows many application of combining classifiers in handwritten recognition. Xu et al. [97] proposed four combining classifier approaches according to the levels of information available from the various classifiers. The experimental results showed that the performance of individual classifiers could be improved significantly. Huang and Suen [101, 102] proposed the Behavior-Knowledge Space method in order to combine multiple classifiers for providing abstract level information for the recognition of handwritten numerals.

Liu et al. [43] studied and compared the performance of different classifiers in isolated handwritten digit recognition. The classifiers were the k-nearest neighbor, three neural network classifiers, a learning vector quantization classifier, a discriminative learning quadratic discriminant function (DLQDF) classifier, and two support vector classifiers (SVCs). They compared the performance of these classifiers using different features such as chaincodes, gradient, profile, and peripheral direction contributivity.

Decoste and Scholkopf [103] proposed a method for the recognition of handwritten isolated digits. They incorporated prior knowledge about invariance of digits (as support vectors) under some transformations such as translation, rotation in the training procedure of Support Vector Machines (SVMs) as isolated digit classifier [104].

## 2.5 Verification Methods

Verification schemes are used in order to reduce the number of misclassifications, and also to increase the reliability of handwritten recognition systems in the classification stage. Zhou et al. [105] investigated some verification schemes, and they also proposed a verification model for handwritten numerals. They conducted experiments on both isolated and touching numerals. Their system has two layers of verification modules: class-specific verifiers and pair-wise verifiers. A class-specific verifier was designed to distinguish one class from all other
classes, for example: is the input ‘3’? A pair-wise verifier was used to verify the recognized characters from two different classes for example: is the input ‘7’ or ‘1’?

Oliveira et al. [106] described the concept of levels of verification. They introduced two levels of verifications on handwritten numeral strings: high-level and low-level. The high-level verifier dealt with a subset of the classes in order to confirm or deny the hypotheses produced by the general-purpose recognizer. The low-level verifier dealt with meta-classes of the system (characters and parts of characters). The purpose of the low-level verifier was to determine whether a hypothesis generated by the general-purpose recognizer was valid or not.

2.6 Segmentation and Recognition of Handwritten Words

Although this thesis focuses on handwritten numeral string recognition and not on word recognition, here, we briefly review some literature on word recognition in order to show the important differences between segmentation and recognition of numeral strings and words. Segmentation and recognition of handwritten word is also an important topic of research in document recognition. Some applications of offline handwritten word recognition include recognition of legal amounts on bank checks, interpretation of handwritten addresses on pieces of mail, reading handwritten names/words on business forms, etc [107]. In general, handwritten words or strings may be cursive, purely discrete, touching discrete, or a mixture of these styles. Refer to Figure 16 to see some examples of these cases.

\[ \text{twenty six thirty} \]

Figure 16: Examples of handwriting styles: (a) Cursive, (b) discrete, and (c) mixed.

Compared to numeral string recognition, word recognition applications normally include a lexicon which shows all the possible or meaningful words. The size of the Lexicon could be very small for example about 50 words or very large such 50,000 or more words. Although
words are normally complex patterns, and they contain great variability in handwriting styles, but handwritten word segmentation and recognition can becomes tractable when a lexicon of valid words is provided [108, 109]. The lexicon is usually dependent on the application domain. For example, in handwritten bank check processing there are exactly 33 different words that may appear in the so-called legal amount fields. However, the number of different courtesy amount values that can appear on the bank checks can be nearly infinite (in fact it depends to the maximum number of the allowed digits in the courtesy amount field, which is normally large).

From the earliest days of research in handwritten word recognition, two approaches to this problem have been identified. The first approach, often called the analytical approach, treats a word as a collection of simpler subunits such as characters, and proceeds by segmenting the word into these units, identifying the units and building a word-level interpretation using a lexicon. The other approach treats the word as a single, indivisible entity and attempts to recognize the word as whole. The latter approach is referred to as the word based or holistic approach. As opposed to the analytical approach, the holistic paradigm in handwritten word recognition treats the word as a single, indivisible object and attempts to recognize words based on features from their overall shapes. The holistic paradigm was inspired in part by psychological studies of human reading, which indicates that humans use features of word shapes such as length, ascenders, and descenders in reading; (see Figures 17 for some of the holistic features). A large body of evidence from psychological studies of reading points that humans do not, in general, read words letter by letter. Therefore, a computational model of reading should include the holistic method.

Because analytical approaches decompose handwritten word recognition into the problem of identifying a sequence of smaller subunits of individual characters, the main problems they face are:

- Segmentation ambiguity: deciding the boundaries of individual segments in the word image (see Figure 18)

- Variability of segment shape: determining the identity of each segment (see Figure 19)
Figure 17: (a) Word image. (b) Word-shape features do not refer to individual characters and include “Length”, “Ascenders”, “Descenders”, “Loops”, etc.

$\text{bun\_dred}$

Figure 18: Ambiguities in segmentation: the letter(s) following “H” can be recognized as “w”, or “ui” or “iu” or “iii”.

Holistic approaches circumvent these problems in word recognition because they make no attempt to segment the word into subunits. Actually, holistic methods follow a two-step process: the first step performs feature extraction, and the second step performs global recognition by comparing the representation of the unknown word with those of the references stored in the lexicon. This scheme leads to two important practical consequences: firstly as letter segmentation is avoided and recognition is performed in a global way, these methods are usually considered to be tolerant to the dramatic deformations that affect unconstrained

Figure 19: Large variability in shapes of handwritten characters (“O” and “P” in this example).
cursive scripts. Secondly, as they do not deal directly with letters but only with words, recognition is necessarily constrained to a specific lexicon of words.

Holistic approach has also been used for numeral string recognition. Zhou and Suen [110] presented a holistic approach for the recognition of pairs of touching digits. They considered recognition of touching pairs as a classification problem with 100 different classes, and they proposed a classifier based on error correcting codes that could handle this large number of classes. The problem with their holistic method is that it is limited to touching pairs of numerals, and it cannot be applied to unconstrained numeral strings with unknown lengths.

2.7 Some Results From the Literature

Here, in this section we summarize some results from the literature on segmentation and recognition of handwritten isolated numerals, numeral strings, and courtesy amounts on bank checks.

Table 2: Some results from the literature on isolated digit recognition.

<table>
<thead>
<tr>
<th>Approach and Year</th>
<th>Rec. (%)</th>
<th>Err. (%)</th>
<th>Rej. (%)</th>
<th>Database</th>
<th>Num. samples of test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zhou et al. [111], 1999</td>
<td>90.0</td>
<td>1.0</td>
<td>9.0</td>
<td>CENPARMI</td>
<td>2,000</td>
</tr>
<tr>
<td>Park et al. [112], 1998</td>
<td>98.2</td>
<td>1.8</td>
<td>0</td>
<td>NIST SD3</td>
<td>53,301</td>
</tr>
<tr>
<td>Ha and Bunke [113], 1997</td>
<td>99.5</td>
<td>0.5</td>
<td>0</td>
<td>NIST SD3</td>
<td>173,124</td>
</tr>
<tr>
<td>C. L. Lau and M. Nakagawa [114], 1999</td>
<td>98.45</td>
<td>1.55</td>
<td>0</td>
<td>CENPARMI</td>
<td>2,000</td>
</tr>
<tr>
<td>Maynez and Hinton [115], 2002</td>
<td>98.3</td>
<td>1.7</td>
<td>0</td>
<td>MNIST</td>
<td>10,000</td>
</tr>
<tr>
<td>LeCun et al. [59], 1998</td>
<td>99.3</td>
<td>0.7</td>
<td>0</td>
<td>MNIST</td>
<td>10,000</td>
</tr>
<tr>
<td>Lauer et al. [116], 2006</td>
<td>99.46</td>
<td>0.64</td>
<td>0</td>
<td>MNIST</td>
<td>10,000</td>
</tr>
<tr>
<td>Simard et al. [117], 2003</td>
<td>99.60</td>
<td>0.40</td>
<td>0</td>
<td>MNIST</td>
<td>10,000</td>
</tr>
</tbody>
</table>

Table 3: Some results from the literature on segmentation of numeral strings.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Recog. Rate (%)</th>
<th>Error Rate (%)</th>
<th>Reject Rate (%)</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cheriet et al. [118]</td>
<td>80.8</td>
<td>19.2</td>
<td>0</td>
<td>120 images of touching digits from their own collection</td>
</tr>
<tr>
<td>Lu et al. [1]</td>
<td>97</td>
<td>3</td>
<td>28.6</td>
<td>3585 images of touching digits from NIST Database</td>
</tr>
<tr>
<td>Shi et al. [119]</td>
<td>85.7</td>
<td>14.3</td>
<td>0</td>
<td>2579 US zipocode images from US Postal Database</td>
</tr>
<tr>
<td>Oliveira et al. [55]</td>
<td>95.24</td>
<td>2.14</td>
<td>2.62</td>
<td>900 touching digits from Brazilian Bank Checks</td>
</tr>
<tr>
<td>Chen and Wang [2]</td>
<td>96</td>
<td>4</td>
<td>7.8</td>
<td>4178 images of touching digits from NIST Database and 332 images from their own collection</td>
</tr>
<tr>
<td>Alhajj and Elmagar [120]</td>
<td>97.3%</td>
<td>2.2%</td>
<td>0</td>
<td>4095 images of touching digits from their own collection</td>
</tr>
</tbody>
</table>
Table 4: Some results from the literature on courtesy amounts recognition.

<table>
<thead>
<tr>
<th>Method</th>
<th>Rec. (%)</th>
<th>Err. (%)</th>
<th>Rej. (%)</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leitlweir et al. [121]</td>
<td>60.0</td>
<td>40.0</td>
<td>0</td>
<td>10,000 French cheques</td>
</tr>
<tr>
<td>Suen et al. [122]</td>
<td>62.0</td>
<td>1.0</td>
<td>37.0</td>
<td>400 Canadian cheques</td>
</tr>
<tr>
<td>Kaufmann and Bonke [123]</td>
<td>79.3</td>
<td>20.7</td>
<td>0</td>
<td>1,500 Swiss cheques</td>
</tr>
</tbody>
</table>

Table 5: Some results from the literature on numeral strings recognition.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Rec. (%)</th>
<th>Err. (%)</th>
<th>Rej. (%)</th>
<th>Database</th>
</tr>
</thead>
<tbody>
<tr>
<td>Britto et al. [76]</td>
<td>90.33</td>
<td>9.67</td>
<td>0</td>
<td>NIST SD19</td>
</tr>
<tr>
<td>Oliveira et al. [9]</td>
<td>93.57</td>
<td>6.43</td>
<td>0</td>
<td>NIST SD19</td>
</tr>
<tr>
<td>Liu et al. [8]</td>
<td>96.74</td>
<td>3.26</td>
<td>0</td>
<td>A subset of NIST SD19</td>
</tr>
</tbody>
</table>

2.8 Discussion

In the present chapter, we reviewed some of the state-of-the-arts techniques and their results related to the main areas of our research. By analyzing these techniques and results, we can draw some general conclusions:

- There have been a lot of progress on isolated digit recognition. Some papers reported recognition rates higher than 99% on isolated digits. However, still there is a big gap between the performance of human beings in reading on numeral strings and and machines.

- Generally the results on handwritten isolated digit recognition is higher than numeral string segmentation. This is due to the complexity of segmentation of numerals. In fact, when the problem comes to numerical string segmentation and recognition, normally performances go down due to problems such as connected (touching) digits, overlapping, and unknown length of the strings.

- Most of the papers in the literature focus on segmentation of isolated or touching digits and they do not consider segmentation and recognition of numeral strings with unknown lengths.

- It is difficult to carry out a complete comparison between different approaches, since
they have been tested on different databases and even with different number of testing samples from the same database.

- In applications such as recognition of courtesy amounts reliability of the system is much more important than recognition rate, so in these systems normally there is a higher rejection rates.

- On segmentation of digits segmentation-based recognition systems with explicit segmentation normally achieves better results than other methods.

- One of the main problems, in segmentation and recognition of numeral strings is the recognition (rejection) of outliers (over or under segmented digits). The main reason is that even rejection of outliers with ordinary classifiers is very difficult [8, 9].

2.9 Summary

In this chapter, we presented the state-of-the arts of the main areas related to the segmentation and recognition of handwritten numeral strings including: pre-processing, segmentation, feature extraction, digit recognition/classification, and verification. For each of these topics, we reviewed some of main important contributions in the literature. We also briefly reviewed some important techniques on word segmentation and recognition, and we highlighted the main differences between the word and numeral string recognition. In the next chapter, we will present an overview of our system and we will describe our methodology for segmentation and recognition of handwritten numeral strings.
Chapter 3

Overview of Our Methodology

In this chapter, a general mathematical model for the problem of segmentation and recognition of handwritten numeral strings is presented. Then, based on this mathematical model, an overview of our methodology for solving the problem of segmentation and recognition of handwritten numeral strings is shown.

3.1 Mathematical model

Segmentation and recognition of string images can be modeled as an optimization problem as follows: There is an input image $I$ (as shown in Figure 20), and it is assumed that $I$ contains a handwritten numeral string with an unknown length (unknown number of digits/connected components). We are looking for a segmentation or partitioning of image $I$ denoted by $S^i$ ($i = 1, \ldots, N$), such that: $S^i$ has $m_i$ ($1 \leq m_i < \infty$) partitions which are denoted by $s^i_j$ ($j = 1, \ldots, m_i$), and they are subject to the following constraints:

\begin{align*}
I &= s^i_1 \cup s^i_2 \cup \cdots \cup s^i_{m_i}, \quad (I = \text{Input String}) \quad (1) \\
s^i_j &\neq \phi, \quad (\forall j = 1, \ldots, m_i) \quad (2) \\
s^i_j \cap s^i_k &= \phi, \quad (\forall j, k = 1, \ldots, m_i) \text{ and } (j \neq k) \quad (3)
\end{align*}

There also exists an evaluating function ($f$), which assigns to each segment or partition $s^i_j$ of $S^i$, a segmentation-recognition score of $\nu^i_j$ and a class label of $c^i_j$. The value $\nu^i_j$ is a
Figure 20: Illustrations of segmentation hypotheses for an input string image. $S^i$, $i = 1, \ldots, N$ shows the segmentation hypotheses or partitionings of the numeral string, and $s^i_k$ is the $k^{th}$ partition or segment of $S^i$.

Measurement of the confidence (likelihood, or membership) of segment $s^i_j$ to be a valid digit in the class of $c^i_j$ as described below:

$$ (c^i_j, \nu^i_j) = f(s^i_j), \quad j = 1, \ldots, m_i, \quad \nu^i_j \in [0, 1], \quad c^i_j \in \{0, 1, 2, \ldots, 9\} \quad (4) $$

Among the set of all possible partitionings (segmentation hypotheses) of the image $I$ (shown in Figure 20), we are looking for the segmentation hypothesis or partitioning of $S^i$ which globally maximizes our objective function $F$ as follows:

$$ F(S^i) = \text{Min}(\nu^i_1, \nu^i_2, \ldots, \nu^i_{m_i}) \quad (5) $$

In general, this optimization problem can be expressed as shown in Figure 21 and can be described as follows:

The segmentation or partitioning ($S^i$) which globally maximizes $F$ is called an optimal solution of the problem, and the sequence of class labels $(c^i_j, \quad j = 1, \ldots, m_i)$ corresponding
Maximize  \( F(S^i), \quad \forall i = 1, \cdots, N, \) and \( I = \text{Input String} \)

Subject to  \( I = s_1^i \cup s_2^i \cup \cdots \cup s_{m_i}^i, \quad \forall s_j^i \in S^i, \quad (j = 1, \cdots, m_i), \quad 1 \leq m_i < \infty \)

\( s_j^i \neq \phi, \quad \forall j = 1, \cdots, m_i \)

\( s_j^i \cap s_k^i = \phi, \quad \forall s_j^i, s_k^i \in S^i, \quad j \neq k, \) and \( j, k = 1, \cdots, m_i \)

Figure 21: The general optimization model for our problem

to this optimal solution will be called the recognition result of the input handwritten numeral string. This recognition result is presented as follows:

\( c_1^i, c_2^i, c_3^i, \cdots, c_{m_i}^i \) (A numeral string with \( m_i \) digits)

In this general model, several candidate functions can be chosen for the objective function, such as those shown in Equations 6 to 9.

\[
F(S^i) = \min_{j=1}^{m_i} \nu_j^i \quad \text{(Minimum Objective Function)} \quad (6) \\
F(S^i) = \prod_{j=1}^{m_i} \nu_j^i \quad \text{(Product Objective Function)} \quad (7) \\
F(S^i) = \sum_{j=1}^{m_i} \nu_j^i \quad \text{(Summation Objective Function)} \quad (8) \\
F(S^i) = \frac{1}{m_i} \sum_{j=1}^{m_i} \nu_j^i \quad \text{(Average Objective Function)} \quad (9)
\]

In this thesis, we propose minimum objective function (Equation 6), and we try to maximize this function, in order to ensure that all the segments (partitions) of the optimum segmentation hypothesis receives enough high segmentation-recognition scores (\( \nu_j^i \)). Evaluation of segmentation hypothesis by combining their partial scores (\( \nu_j^i \)) through the minimum function also facilitates detection of the outlier patterns in those segmentation hypotheses. This will be explained in detail in Chapter 7.
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3.2 Methodology

As seen in the previous section, we modeled segmentation and recognition of an input handwritten numeral string as an optimization problem. Therefore, in order to solve this problem, our proposed method contains several important stages. Figure 22 shows a general flowchart of these stages in our proposed system. In this section, we briefly review these stages.

Figure 22: General flowchart of our proposed system for handwritten numeral string segmentation and recognition. $T_1$, and $G$ are two threshold values, which can be adjusted by the user of the system.

As seen in this flowchart, the first step in our system is inputting the image. During this step a handwritten numeral string with unknown length (unknown number of digits) is input into the system. In the second stage, the input image is pre-processed in order to prepare it for segmentation. The details of the pre-processing steps will be presented in Chapter 4. The next stage after pre-processing is segmentation. Segmentation is a very important step in our
system which its details will be described in detail in Chapter 5. The segmentation module in our system has two main goals: first to provide a set (super set) of best segmentation candidates (cutting paths) for over-segmentation of the input string image, second to produce less number of outlier patterns as much as possible. This module provides main building blocks (cutting paths) for generating segmentation hypotheses for the input string (as those cutting paths shown in Figure 20). After producing candidate cutting paths by the segmentation module, each combination (subset) of them can be chosen to form a possible segmentation hypothesis. In the next stage of the system, there is a search and optimization module which tries to find the best segmentation hypothesis for the input string based on some segmentation and recognition scores. In this stage, a Genetic Algorithm (GA) [124, 125] generates and searches the populations of segmentation hypotheses for the input numeral string. In fact, GA searches the space of all possible segmentation hypotheses, and tries to find the optimum hypothesis for the segmentation and recognition of the input numeral string. In the Feature Extraction stage, some features are extracted for each segment (partition) of each segmentation hypothesis. These features are used by the Evaluation and Classification module. In the Evaluation and Classification module, based on the features produced by the Feature Extraction module, all the segmentation hypotheses are evaluated. This module assigns a combination of scores to each segmentation hypothesis for its segmentation and recognition. Our GA uses these scores as confidence values to compare generated segmentation hypotheses also to find the optimum of those segmentation hypotheses. The details of our Genetic Algorithm, Feature Extraction and Evaluation method will be presented in Chapters 6 and 7, respectively.

3.3 Summary

In this chapter, a mathematical model for the problem of segmentation and recognition of handwritten numeral strings was presented. We modeled segmentation and recognition of handwritten numeral strings as an optimization problem. Based on this mathematical model, a general overview of our solution was shown. In the following chapters we will discuss the
details and the main stages of our system.
Chapter 4

Pre-Processing

Pre-processing is the first stage of processing in our proposed modular system. The goal of pre-processing is to prepare input images for segmentation and feature extraction. We assume that all the input images to the system are in binary (black and white) format, so no binarization process is involved in our system. In this chapter, two important pre-processing steps for handwritten numeral strings, which are essential in our modular system, are presented as follows: first, smoothing and noise removal, and second, slant correction. In the first step, as much as possible, images of handwritten numeral strings are smoothed and their noises are removed. In the second pre-processing step, in order to facilitate the segmentation task and also in order to make the resulting cutting paths as straight (vertical) as possible, the slants of the input numeral strings are corrected. Numeral strings are essential parts of documents such as: bank checks, postal codes (in mail), tax form. Slant correction can significantly improve their segmentation and recognition accuracy [3, 15].

4.1 Smoothing and Noise Removal of Handwritten Numeral Strings

Frequently, in handwritten document analysis and recognition systems, smoothing operations are applied in the initial image processing steps in order to reduce noises (clean the images) and to regularize the edges of characters, numerals, or words. In fact, by smoothing
operations, small gaps on the contours (or edges) of the characters are filled, or small bumps in their contour edges (or their edges) are removed. Normally, smoothing operations are implemented by filtering operations. Filtering is a neighborhood operation, in which the value of any given pixel in the target image (so-called target pixel) is determined by applying some algorithms to the values of neighboring pixels in the original image. In filtering methods, a pixel's neighborhood is defined as a set of pixels that are specified by their locations relative to the pixel of interest (center pixel). A neighborhood usually is defined by specifying a connectivity. There are two types of connectivity or neighborhoods (4 and 8), as shown in Figure 23. Similar to the methods in [9, 13], in our system, we use four 3 by 3 filter masks based on 8-neighborhood pixels in order to smooth the binary images of numeral strings. These filter masks are shown in Figure 24. In the rest of this section, we explain how we apply these filter masks for smoothing the input images.

Figure 23: (a) 4-connected (or 4-neighborhood): pixels are connected if their edges touch. In other words, two pixels are neighbors if they are connected along the horizontal or vertical directions. (b) 8-connected (or 8-neighborhood): pixels are connected if their edges or their corners touch. In other words, two pixels are neighbors if they are connected along the horizontal, vertical, or diagonal directions.

The masks shown in Figure 24 are passed over the entire image in order to smooth it, and this process is repeated until no changes (removing or adding pixels) will take place in the target image. The masks are applied to the images sequentially as: a, b, c, and then d, and this process is repeated as follows: scanning of the image by each mask begins in the upper right corner of the image, and proceeds row by row moving downward. The pixel that falls in the center of each mask is considered as the target pixel. Pixels overlaid by any cell marked "X" are ignored. If the pixels under the cells marked by "=" all have the same color
Figure 24: Examples of filter masks (3 by 3) which are used for smoothing binary document images. (b), (c), and (d) are rotated versions of the mask in (a) with 90 degrees.

(value), i.e., all are black (zeros), or all are white (ones), then the target pixel is forced to match them so that they will have the same color (value), otherwise the target pixel does not change. These masks are able to fill single pixel holes or to remove single pixel bumps in the edges of the characters or numerals, and they can remove single pixel noises (so-called salt and pepper noises). Figure 25 shows some of the result of smoothed handwritten numeral strings using these masks. As shown in these figures, artifacts such as lines that are one pixel wide can also be completely eroded from the input images.

4.2 Slant Detection and Correction of Handwritten Numeral Strings

After smoothing, slant correction is an important second step in the pre-processing stages of both handwritten numeral string and word recognition. By definition, the deviation of numerals, characters, or strokes from their vertical direction (which is normally found in handwritten texts), is called slant [126]. Figure 26 shows some samples of slanted handwritten numeral strings and words. The general purpose of slant correction is to reduce the variation of the script, shapes of characters and specifically to improve the quality of their segmentation candidates. These improvements, in turn, can yield a higher recognition accuracy or robustness in the automatic reading of handwritten documents. In addition, slant angle is an important feature in forensic examination and verification of official handwritten documents [127].
Many methods have already been proposed for slant detection/correction of handwritten words [126], [128]-[129]. However, there has been little research on slant correction of numeral strings. Only a few methods for slant correction of handwritten numeral strings such as [3], or for typewritten numeral strings such as [130] can be found. Examples in Figure 26 show that digits in numeral strings are normally written separately, and compared to handwritten words (especially cursive words), numeral strings have a smaller number of touching components. Therefore, word slant correction methods are not directly or efficiently applicable to numeral strings.

Generally, methods for slant correction of words or numeral strings can be classified into two categories: uniform and nonuniform [129]. In uniform methods, the average slant angle of all the characters or components is estimated, and then uniform correction is applied to all the characters/components [126], [128], [131], [3], [130]. In nonuniform methods, a local slant angle is estimated in each horizontal position of the word, and then the slant is corrected nonuniformly in different positions or parts of the word [129]. For estimation of local slant
4.2.1 Component Slant Angle (CSA) Estimation

After smoothing the input images as explained in the previous section (4.1), component slant angle (CSA) estimation is the first step in our slant correction method. As shown in Figure 27, handwritten numeral strings are normally sets of connected components (CCs),
where each component of the string has its own slant angle and height.

\[ \text{Fig. 27: Handwritten numeral strings are sets of connected components (CC's) such as: isolated digits, parts of fragmented digits or touching digits.} \]

In our CSA estimation algorithm, CC's are visited one by one from left to right (or vice versa), and for each CC a slant angle is estimated. The method in [130], which has been used for slant estimation of typewritten isolated digits, is generalized in order to estimate the slant of all CC's. Details are described as follows: First, each CC in the numeral string is circumscribed by a tilted rectangle. In other words, each CC of the string is surrounded independently by the following four straight lines ($l_1$ to $l_4$):

\[
\begin{align*}
  l_1 & : \quad y = x + \beta_1 \\
  l_2 & : \quad y = x + \beta_2 \quad \text{where: } \beta_1 < \beta_2 \\
  l_3 & : \quad y = -x + \beta_3 \\
  l_4 & : \quad y = -x + \beta_4 \quad \text{where: } \beta_3 < \beta_4
\end{align*}
\]

The details are shown in Figure 28. As seen in Figures 28-a, and in 28-b, denoted by $\theta$, a Component Slant Angle (CSA) can be estimated for each CC as follows:

\[ \theta = \arctan(d/h) \]  

The parameters $h$, and $d$, used in Equation 14, are illustrated in Figure 28, and they are explained as follows: $h$ is the height of the connected component, and $d$ is the horizontal distance from point P to point Q, where, points P, and Q are the intersections of the lines
Figure 28: (a) A connected component (CC) is circumscribed by a tilted rectangle, where $h$ is the height of the CC, and $d$ is the horizontal distance from point P to point Q (points P, and Q are the intersections of the lines $l_1$, $l_3$, and $l_2$, $l_4$, respectively). (b) Based on the parameters $h$ and $d$, a component slant angle ($\theta$) is estimated for the connected component.

$l_1$, $l_3$, and $l_2$, $l_4$, respectively. The horizontal distance from P to Q is projected on the $x$ coordinates, and it is measured algebraically as follows:

$$d = (\beta_4 + \beta_1 - \beta_3 - \beta_2)/2$$  \hfill (15)

Since $h$ is the height of the CC, it is always a positive value. However, the sign of $d$ (horizontal distance) depends on the relative position of points P and Q, so it can have a negative or positive value. Therefore, corresponding to the left or right orientation of each CC, CSA ($\theta$) can have a negative or positive value, respectively. After estimating the values of CSA for all the components of the input numeral string, these values are used in order to calculate a string slant angle. The details will be explained in the next section.
4.2.2 String Slant Angle (SSA) Calculation

String slant angle (SSA) calculation is based on CSA values. Our observations and experiments on strokes/digits in handwritten numeral strings, and also our observations on the orientation of the straight objects, revealed that visually human beings pay more attention to the orientation of the objects which are higher than shorter. For example, people take notice more to the orientation of the Leaning Tower of Pisa than to the orientation of any tree around it, although the trees may have more of an inclination than the tower. Inspired by these observations, we defined a weighted average for the slant angle of the numeral strings (SSA’s) based on the relative heights of their components, and their CSA’s as follows: Assume there exists $N$ connected components in a numeral string, and also assume that the slant angle of each component ($\theta_i$, $1 \leq i \leq N$) has been estimated independently according to the method described in Section 4.2.1. A weighted average slant angle ($\Theta$) for the whole numeral string can be computed as follows:

$$\Theta = \frac{\sum_{i=1}^{N} (h_i \cdot \theta_i)}{\sum_{i=1}^{N} h_i}$$

$$= \sum_{i=1}^{N} \left( \frac{h_i}{\sum_{i=1}^{N} h_i} \right) \cdot \theta_i$$

$$= \sum_{i=1}^{N} w_i \cdot \theta_i$$

where: $w_i = \frac{h_i}{\sum_{i=1}^{N} h_i}$ \hspace{1cm} (16)

In Equation 16 above, the parameters $\theta_i$, and $h_i$ are the component slant angle and the vertical height of the $i^{th}$ connected component, respectively. An illustration of $\theta_i$, and $h_i$ for each component was shown in Figure 28-b, and is shown in Figure 29-b. We denote the relative height of the $i^{th}$ component ($h_i/\sum_{i=1}^{N} h_i$) with ($w_i$), and consider it as the weight for its slant angle ($\theta_i$). We name $\Theta$ as the String Slant Angle (SSA), and we define it as the global slant angle for an entire handwritten numeral string. As seen in our method, each component of the string contributes to the value of $\Theta$ proportional to its relative height, with respect to the other components. In Equation 17, we summarize and write $\Theta$ (SSA) as a convex combination of all the components’ slant angles (CSA’s) in the numeral string. In this combination, components which are higher have bigger weights ($w_i$) for their slant
angles ($\theta_i$), compared to shorter components. Having calculated SSA, we use it in order to correct the slant of the numeral string. This will explain in the next section.

$$\Theta = \sum_{i=1}^{N} w_i \cdot \theta_i \quad \text{where:} \quad 0 \leq w_i \leq 1 \quad \text{and} \quad \sum_{i=1}^{N} w_i = 1 \quad (17)$$

Figure 29: Illustration of the heights of the components: (a) Original numeral string, (b) Vertical heights of all the connected components (four CCs) are shown.

### 4.2.3 String Slant Angle (SSA) Correction

In order to correct the slant of a numeral string, its SSA ($\Theta$) is used. A shear transform [136] in the horizontal direction is applied to all the pixels of the string image, to shift them to the left or to the right (depending on the $\Theta$). The transformation expressions are given below:

$$x' = x - y \cdot \tan(\Theta) \quad (18)$$

$$y' = y \quad (19)$$

where $x$ and $y$ are horizontal/vertical coordinates of the pixels in the original image; $x'$, and $y'$ are the corresponding transformed coordinates. As Equations 18 and 19 show, this transformation only shifts the pixels of the image in the horizontal direction, proportional to their vertical height ($y$). If $\Theta$ is positive, the pixels will be shear transferred to the left, otherwise they will be shear transferred to the right. This transformation does not change the vertical height of the objects in the image. An example of applying our string slant correction method to a numeral string is shown in Figure 30. Several other examples will be shown in the next section.
4.2.4 Improving the Visual Quality by Slant Correction

In order to evaluate the effects of our slant correction method on the visual quality of handwritten isolated digits and numeral strings, 1600 images were randomly selected from four different databases (from each database we selected 400 samples), and we visually verified the result of slant correction on those samples. These databases included: Isolated handwritten digits (MNIST, and CENPARMI), and handwritten numeral strings (NSTRING SD-19, and CENPARMI courtesy amounts of bank checks). Our results are summarized in Figure 31. As shown in these figures, in nearly all the cases our slant correction method can improve the appearance or the visual quality of the images.

Figure 31: Top rows: Original images of numeral strings selected from different databases: (a) MNIST, (b) CENPARMI Isolated Digits, (c) NSTRING SD-19, (d) CENPARMI Courtesy Amounts. Bottom rows: Corresponding numeral strings slant corrected by our proposed method.

4.2.5 Statistical Characteristics of Slant Angles

For the first time, we explore the statistical characteristics of slant angles in handwritten numeral strings, and we present some important statistics of slant angles. The method
presented in this chapter provides an efficient tool which enables us to measure and collect the SSA (Θ) of many handwritten numeral strings very quickly. We conduct an exploratory data analysis on these values (Θ) in order to obtain an insight into slant angles, uncover their underlying distribution, and extract some of their important statistics. Then, we look at the distribution of Θ over a very large number of handwritten numeral strings. In Table 6, slant angles of some numeral strings from the NIST NSTRING SD19 database (unconstrained handwritten numeral strings with various lengths) and from the CENPARMI database (unconstrained handwritten isolated digits) are presented and compared. In the first and third columns of this table, we show the original strings and their corresponding slant corrected strings. In the second column of this table, estimated string slant angles (SSA’s) for the corresponding original strings are shown. The rows of this table have been sorted increasingly, based on the SSA’s in the second column. As this table shows, when the absolute value of SSA is around 7 degrees or less than that, it is very hard to make a distinction between the original strings and their slant corrected images visually. Examples in Table 6 show that the bigger the absolute value of the SSA above 7 degrees, the easier it is to detect the slant in the string by the human eyes. In our analysis, we define slant angles with absolute values less than 7 degrees as relatively small (usually we ignore them).

In order to find the probability of occurrence (percentages) of these cases, we investigate the distribution of slant angles over a very large sample of handwritten numeral strings. In total, 8232 samples of handwritten numeral strings were randomly selected from the NSTRING SD-19 Database. These strings had different lengths from 2 to 10 digits per string, and they were written by different unknown individuals. The values of SSA’s (Θ’s) for all the numeral strings of this dataset (8232 samples) were computed, and their distribution was drawn as a histogram in Figure 32.

The histogram shows that the underlying distribution of string slant angles (SSA) in handwritten numeral strings is a near-normal distribution. In order to verify this conclusion, the normal probability plot of our data is shown in Figure 33. A normal probability plot is a graph of the cumulative probabilities of the data, using a specific plotting convention (special vertical scaling). This plot provides a better (graphical) test for normality than the
Table 6: Examples of digits, or numeral strings selected from NSTRING SD-19, sorted by their slant angles. Corresponding slant corrected strings are shown in the third column.

<table>
<thead>
<tr>
<th>Original String</th>
<th>SSA (θ) of Original String (in degree)</th>
<th>Slant Corrected String</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-22.66</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-20.73</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>-18.03</td>
<td>3</td>
</tr>
<tr>
<td>115</td>
<td>-10.45</td>
<td>115</td>
</tr>
<tr>
<td>3</td>
<td>-8.53</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>-7.82</td>
<td>2</td>
</tr>
<tr>
<td>42</td>
<td>-5.66</td>
<td>42</td>
</tr>
<tr>
<td>2062</td>
<td>-4.37</td>
<td>2062</td>
</tr>
<tr>
<td>23</td>
<td>-1.2</td>
<td>23</td>
</tr>
<tr>
<td>10</td>
<td>+0.7</td>
<td>10</td>
</tr>
<tr>
<td>14</td>
<td>+1.4</td>
<td>14</td>
</tr>
<tr>
<td>709</td>
<td>+2.04</td>
<td>709</td>
</tr>
<tr>
<td>678            7</td>
<td>+4.04</td>
<td>6787</td>
</tr>
<tr>
<td>77959</td>
<td>+6.05</td>
<td>77959</td>
</tr>
<tr>
<td>91526</td>
<td>+7.21</td>
<td>91526</td>
</tr>
<tr>
<td>7687           7</td>
<td>+8.22</td>
<td>76877</td>
</tr>
<tr>
<td>98</td>
<td>+9.46</td>
<td>98</td>
</tr>
<tr>
<td>503</td>
<td>+14.60</td>
<td>503</td>
</tr>
<tr>
<td>43</td>
<td>+18.01</td>
<td>43</td>
</tr>
<tr>
<td>44             5</td>
<td>+22.71</td>
<td>445</td>
</tr>
<tr>
<td>495</td>
<td>+25.65</td>
<td>495</td>
</tr>
<tr>
<td>870</td>
<td>+28.87</td>
<td>870</td>
</tr>
<tr>
<td>5</td>
<td>+34.74</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>+38.53</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>+39.02</td>
<td>5</td>
</tr>
</tbody>
</table>

The histogram itself [137, 138]. As seen in Figure 33, the normal probability plot of our data is very close to a straight line. Therefore, according to [137], a near-normal distribution is a legitimate model to represent the distribution of slant angles.

The parameters of \( \mu \) (mean), and \( \sigma \) (standard deviation) of the normal distribution \( N(\mu, \sigma^2) \) in Figure 32, can be estimated as follows:

\[
\mu = \frac{\sum_{j=1}^{M} \Theta_j}{M} \tag{20}
\]

\[
\sigma = \sqrt{\frac{\sum_{j=1}^{M} (\Theta_j - \mu)^2}{M - 1}} \tag{21}
\]

Here, \( M \) is the number of numeral strings in our dataset \( (M = 8232) \). After using the above
estimations, we obtained $\mu = 8.7^\circ$ and $\sigma = 11.4^\circ$. So, the Probability Distribution Function (PDF) of SSA’s over different numeral strings can be approximated as follows:

$$p(\Theta) = \frac{1}{\sqrt{2\pi}\sigma} \exp\left(-\frac{1}{2}(\Theta - \mu)^2/\sigma^2\right), \quad \text{where: } \mu = 8.7^\circ, \quad \text{and} \quad \sigma = 11.4^\circ \quad (22)$$

As seen in Figure 32, the average value of a slant angles ($\mu$) of handwritten numerals is around 9 degrees to the right, and the range of the values of slant angle ($\Theta$) often changes from $-32^\circ$ (32$^\circ$ slant to the left) to $+41^\circ$ (41$^\circ$ slant to the right). In general, we consider the whole range of ($\Theta$) from $-90^\circ$ to $+90^\circ$. Using the approximation of PDF in Equation 22, we summarized some important statistics about the distribution of slant angles in handwritten numeral strings in Table 7. This table indicates that 22% of writers slant their handwritings to the left, and the rest (78% of writers) slant their handwritings (for numerals) to the right. Since the slant angles with absolute values less than 7 degrees are too difficult to detect by human eyes, we can say that about 35% of the handwritten numeral strings have very small SSA’s, while the rest (about 65%) have a considerable slant to the left or to the right. This
Figure 33: Illustration of a normal probability plot for the slant angles of 8232 samples of handwritten numeral strings. A normal probability plot is a graph of cumulative probabilities of the data, using a specific scale on the vertical access. If the data come from a normal distribution, the plot will appear to be near linear.

shows the importance of slant correction. In Chapter 8, we will investigate the effects of our slant correction method on segmentation of handwritten numeral strings, and we will compare our method with other methods found in the literature.

4.3 Summary

Pre-processing of handwritten numeral strings puts them in a better condition for further processing such as: segmentation, feature extraction, and recognition. In this chapter, two essential image pre-processing steps in our modular system were presented: smoothing (noise removal) and slant correction. Smoothing removes the small spots of noises and regularize the edges in the image. Slant correction straightens the orientation of the digits in numeral
Table 7: Some important statistics about the distribution of string slant angles (SSA) in handwritten numeral strings. (Note: $a + a' = 1$, and $b + b' = 1$).

<table>
<thead>
<tr>
<th>$\Theta$ (String Slant Angle)</th>
<th>$p(\Theta)$ (Probability)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slant to the left: $\Theta \in (-90^\circ, 0^\circ]$</td>
<td>0.22 [a]</td>
</tr>
<tr>
<td>Slant to the right: $\Theta \in [0^\circ, +90^\circ)$</td>
<td>0.78 [a']</td>
</tr>
<tr>
<td>Small or zero slant: $\Theta \in (-7^\circ, 7^\circ)$</td>
<td>0.35 [b]</td>
</tr>
<tr>
<td>Considerable or large slant: $</td>
<td>\Theta</td>
</tr>
</tbody>
</table>

strings, and reduces the variation of their shapes. Here, we presented a new method for slant correction. Also, for the first time, we investigated the statistical distribution of slant angles in handwritten numeral strings, and we presented some statistics about slant angels. In the next chapter, we will present the details of our segmentation module.
Chapter 5

Segmentation Hypotheses Space: Generating Cutting Paths

In this chapter, an algorithm for segmentation (over-segmentation) of unconstrained handwritten numeral strings is proposed. We presented the basic idea of this algorithm (separation of pairs of touching digits) in [16]. Here, the algorithm is expanded such that it can segment numeral strings with unknown lengths. The goal of our segmentation algorithm is twofold: first, to introduce a super set of candidate cutting paths in order to over-segment input numeral strings, and second, as much as possible to produce a fewer number of outlier patterns. In fact, segmentation is a very complicated and difficult task, and there is a contradiction in its goal. For example, by introducing a set with a small number of cutting paths, there is a danger to lose or ignore some important cutting paths. On the other hand, by introducing a set with a large number of cutting paths, there is a danger to produce too many outlier samples (non-digit patterns which are produced by over-segmentation of digits). In general, outlier patterns are very difficult to evaluate or reject by isolated digit classifiers [9, 8, 17]. Also, too many unnecessary segmentations of numeral strings will increase the computational cost of the system very rapidly. So, in order to properly over-segment a numeral string, we require a set of cutting paths which gives us a high confidence that it contains all of the necessary cutting paths. At the same time, the set should not contain too many extra cutting paths which unnecessarily over-segment the components of the string. In our algorithm, in
order to reach a trade-off, a selected combination of contextual information from the string image and some local, global, foreground and background features for each component are extracted, and they are utilized to construct efficient cutting paths. The general block diagram of our segmentation module is shown in Figure 34. As seen, the segmentation module consists of two submodules: connected components analysis and splitting of touching digits. The details of the processes and algorithms in each of these submodules are described in the following sections.

![Figure 34: Block diagram of the segmentation module.](image)

### 5.1 Connected Component (CC) Analysis

By definition, connected components (CC’s) are groups of black pixels in the input image, which are connected (8-connected) [139]. Normally, numeral strings are composed of several connected components (CC’s). Therefore, the first step in segmentation of a handwritten numeral string is detecting and labeling its connected components. In the CC analysis submodule, all the CC’s of a pre-processed string are detected and labeled. In order to locate CC’s, the algorithm starts scanning pixels of the image from left to right and top to bottom, and it finds groups of black pixels which are connected together. CCs, which are found, are ordered and labeled from left to right based on the horizontal position of their Center of Gravities (CG’s). The center of gravity of each CC can be found by averaging the corresponding x and y coordinates of all the black pixels that belong to that CC. For each CC, its width, height and its bounding box information is also computed (as shown in Figure 35). This information will be used in subsequent stages of our modular system.

Our observations on the connected components of many handwritten numeral strings from Nstring SD-19 Database revealed that there are three possible types of connected components in a string image: pieces of broken digits, isolated digits, and touching components (or
touching digits). Examples of these three component types can be seen in Figures 35, and 36. The first two types of CCs (36-a, and 36-b) do not require any segmentation; however, the third type of CCs (36-c) must be identified for segmentation (over-segmentation). In the splitting of touching digits submodule, all the incoming CCs are checked, and some cutting paths for their separation and their over-segmentation are introduced. The details of this process are explained in the next section.

Figure 36: Three types of connected components found in numeral strings, (a) Parts of (broken) digits, (b) Isolated digits, and (c) Two (or more) touching digits/components.

5.2 Splitting of Touching Digits

In order to segment a handwritten numeral string, all its CCs must be separated from each other, and (if required) over-segmented by some cutting paths. Here, we call these cutting paths as candidate cutting paths. The touching digits splitting submodule is responsible for introducing those candidate cutting paths. In this section, we explain how the touching digits splitting submodule identify the locations of the candidate cutting paths, and how it constructs those cutting paths for separating and segmenting of digits.
Consider connected components of two sample numeral strings as shown in Figure 37, where the width of each CC is denoted by \( w_{cc} \), and the global height of the string (height of the bounding boxes) is denoted by \( H \). In observing many strings (such as those shown in this figure) from our database, we noticed that the third type of CC’s (touching components/digits) normally have a longer width than the two other types with respect to the height of the string image. So, we employed a very helpful rule to avoid excess over-segmentation of the components: If the width of a CC \( (w_{cc}) \) is less than 85\% of the height of the image \( (H) \), then that CC is very likely to be a single digit (or a small piece of a digit), otherwise the CC is considered as a candidate of touching components. Therefore, in the touching digits splitting submodule, all the CCs are checked based on this rule. CCs which are indicated as single digits or CCs which are small piece of digits, using this rule, are not over-segmented. They will only be separated from their previous or next CCs in the string. However, connected components which are identified as possible candidates of touching digits, will be over-segmented by utilizing this submodule.

![Figure 37: Connected components whose widths \( (w_{cc}) \) less than 85\% of the height of the string image \( (H) \), often do not require any further segmentation. CC\(_{1}\) in (a) needs over-segmentation, but other CCs in (a), and (b) do not require any segmentation.](image)

As an example of applying this rule, component \( CC_{2} \) in Figure 37-a and all the components in Figure 37-b will avoid being over-segmented. This preliminary segmentation step prevents over-segmentation of many isolated digits in the numeral strings, and it can prevent a great deal of computations. Also, this segmentation step avoids making many mistakes resulting from the over-segmentation of isolated digits. Most of the other methods in the literature (such as [8] and [9]) do not make any similar decision in their segmentation stage, so after segmentation they are faced with a lot of pieces of wrongly over-segmented digits (outliers).
Often, recognition or rejection of these pieces of digits in the later stages of the system by an isolated digit classifier is very costly or error prone. This will be explained in detail in Chapter 7.

In the splitting of touching digits submodule, for segmentation of those CCs which are identified as candidates of touching digits, two types of important features are extracted: foreground features, and background features. The details of our new features, and the algorithm for construction of candidate cutting paths will be explained in the following three subsections.

### 5.2.1 Generating Foreground Features

Foreground features are those features which are extracted from the black pixels of the CC’s. These features are very helpful for locating touching regions and for constructing cutting paths in CC’s. In order to find foreground features, we introduce a new algorithm and a new concept called skeleton tracing. Our skeleton tracing algorithm is similar to contour tracing algorithms in [139, 140, 141], however, it traces the skeletons of 2D objects (instead of tracing their contours). Examples in Figure 38 show the difference between skeleton tracing and contour tracing. By tracing the skeletons of CC’s (or any 2D objects), we can extract very helpful features from their structures, which can be used for their segmentation. Normally, it is not easy to extract these types of features by contour tracing. In the following paragraphs, we explain how our skeleton tracing algorithm works, and how this algorithm helps to extract foreground features for a CC.

In order to apply skeleton tracing to a CC, first its skeleton must be extracted by using a thinning algorithm [142, 143, 144] (see Figure 38-b). Then, on this skeleton, two points called starting and ending points (denoted by S, and E, respectively) are found, as described below. We start at the top-left corner of the skeleton image, and scan each column of the pixels from the top going downward, and we keep proceeding to the right until we encounter a black pixel on the skeleton. We declare this pixel as “the Starting point”. In a similar way, we start at the top-right corner of the skeleton, and scan each column of the pixels from the top going downward, and we keep proceeding to the left, until we encounter a black
Figure 38: Skeleton and contour tracing: (a) Original image of a CC, (b) Skeleton (contour) is traversed from the starting point to the ending point in clockwise and counter-clockwise directions, (c) Top-skeleton (top-contour), (d) Bottom-skeleton (bottom-contour).

pixel. We declare this pixel as “the Ending point”. Then, from the starting point (S), the skeleton is traversed in two different directions: first clockwise, and then counter-clockwise, until both traversals reach the ending point E), and they stop. We define the traversal in the clockwise direction as top-skeleton (Figure 38-c), and the traversal in the counter-clockwise direction as bottom-skeleton (Figure 38-d).

Examples in Figure 39 illustrates how we can obtain useful features of top/bottom-skeletons for segmentation of CC’s. When the skeleton tracing algorithm traverses the top/bottom skeletons, it looks for intersection points (IPs), which are visited on the skeletons. IPs are points that have more than two connected branches (in Figure 39-b, they are denoted by $o$). Corresponding to each visit of any IP on the skeletons, there is an angle where its bisector can be found (Figure 39-c). The intersections of these bisectors with the outer contour of the connected component are obtained, and are denoted by $\square$ in Figure 39-d. These points are called foreground feature points. In fact, in our algorithm, bisectors map IP points on the outer contour of the connected components in order to form foreground feature points. As shown in Figure 39-d, these feature points are very close to their corresponding IP. Therefore, foreground feature points can specify important information about the touching regions and the location of touching strokes.
Figure 39: In both examples 1 & 2: (a) Pre-processed image, (b) Foreground skeleton, starting point (S), ending point (E) are depicted by □, and intersection points (IPs) are depicted by ◯. (c) From starting point (S), the skeleton is traversed in two different directions (clockwise: dashed arrows, and counter clockwise: dotted arrows) to the end point (E), (d) Mapping of intersection points on the outer contour by bisectors to form foreground-features (denoted by □).

5.2.2 Generating Background Features

For over-segmenting of CC’s, in addition to foreground features, we utilize background features. Background features are those features which are extracted from the surrounding pixels and inner pixels (those inside the holes and inner parts) of the CC’s. Lu et. al. [1] and Chen and Wang [2] utilized the skeleton of the background to extract background features. In their methods, they considered all surrounding and inner pixels of CCs as background region (see Figure 40-b). However, in our method background region is obtained by combining vertical top and vertical bottom projection profiles (see Figures 40-e). In fact, we applied a new definition of the background regions for CC’s, and we conducted a new method of finding background features. In our method, vertical top and bottom projection profiles of each CC are found, as illustrated in Figures 40-c and 40-d. In these profile images, black pixels are considered as the background regions. By combining background regions of the two profile images, we can show the overall background region in our method (see Figure 40-e). The skeletons of the background regions in top and bottom profile images are also extracted, which are shown in Figure 40-f and Figure 40-g, and they are called top-background-skeleton and bottom-background-skeleton, respectively.
Figure 40: (a) Pre-processed image, (b) Background region in [1] and [2] (black pixels are considered as background), (c) Top projection profile of (a), (d) Bottom projection profile of (a), (e) Combining top and bottom-projection profiles in (c) and (d) (here black region is considered as background in our method), (f) Top-background-skeleton (skeleton of black region in c), (g) Bottom-background-skeleton (skeleton of black region in d). (h) Background features are denoted by □.

In order to specify background features, on each background skeleton (top/bottom), end points are found. End points are points which have only one black neighbor pixel, and they are denoted by □ in Figure 40-h. The first and the last end points of each background skeleton will not be used (they are ignored). Compared to the methods of [1], and [2], the background regions in our method only covers the essential part of the background of the CC’s. Results of our experiments (Chapter 8) show that our feature points are more informative and stable with respect to the variation of the shapes of the touching digits. Also, in our method, usually a smaller number of feature points in the background regions are obtained. This facilitates decision making for the construction of cutting paths. In the next section, using both foreground and background features, we describe how to construct candidate cutting paths for touching CC’s.
5.2.3 Constructing Candidate Cutting Paths

Using the example in Figure 41, we explain the details of the algorithm for constructing of candidate cutting paths for touching CC’s. All the feature points extracted from the foreground and background, are denoted by □ in Figures 41-a, and 41-b, respectively. These feature points from top to bottom, or from bottom to top, are assigned and connected together alternatively to construct all possible segmentation paths, according to the following rule: Two feature points, A and B, are matched and assigned together if condition (23), described below, is met.

\[ |x_A - x_B| < \alpha \cdot H, \quad \alpha \in [0.25, 0.5] \]  

Figure 41: (a) Foreground feature points denoted by □, (b) Background feature points denoted by □, (c) Feature points from the background and foreground (from top to bottom or bottom to top) are matched and assigned together to construct possible cutting paths.

Here, \( x_A \) and \( x_B \) are the horizontal coordinates of A and B, respectively. \( \alpha \) is a constant, which is selected as equal to 0.4 in our experiments, and \( H \) is the vertical height of the string image. The flowchart in Figure 42 shows the details of the process of construction of segmentation paths. This process is repeated until all the cutting paths for over-segmentation of the CC’s in the string are constructed.

More results of generating candidate cutting paths (for short, we say cutting paths) by our segmentation algorithm (in handwritten numeral strings) will be presented in Chapter 8, and its performance will be compared with similar algorithms in the literature. In the next section we explain how to generate segmentation hypothesis from cutting paths.
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Figure 42: Flowchart of downward/upward searching for constructing segmentation paths.

5.3 Combining Cutting Paths for Generating Segmentation Hypotheses

After generating of all cutting paths for an input string, those cutting paths will be put together. So, a set (super set) of candidate cutting paths for that string is formed. Then, these cutting paths are ordered and labeled from left to right based on the geometric location of their centers of gravity (an example is shown in Figure 43). As shown in this example, our segmentation algorithm is an over-segmentation strategy. Therefore, its output normally provides some redundant cutting paths. Over-segmentation of a numeral string is defined successful if it can introduce a super set of candidate cutting paths containing \( n \) cutting paths (\( 0 \leq n < \infty \)) which includes the optimum cutting paths for that string (the optimum
required cutting paths for each string are not yet known at this stage). Each combination of cutting paths is called (is defined) a segmentation hypothesis. In the next chapter, we will explain how to represent all segmentation hypotheses generated from the set of candidate cutting paths, and how to search for the optimum segmentation hypothesis.

Figure 43: (a) A numeral string is over-segmented by our segmentation algorithm (here, total number of cutting paths \( n = 4 \)). (b), (c), (d), and (e) Cutting paths are ordered from left to right (based on the horizontal position of their centers of gravity), and they are labeled by integer numbers from 1 to \( n \). The center of gravity (CG) of each cutting path is denoted by \( \Box \).

5.4 Summary

In this chapter, we presented the details of our algorithm for the segmentation of unconstrained handwritten numeral strings. In our segmentation algorithm, all connected components are detected and several segmentation cutting paths for their over-segmentation are constructed. For construction of cutting paths, our algorithm utilizes a combination of foreground and background features. We presented new methods for extracting these features and also for constructing candidate cutting paths. In the next chapter, we will show how to represent and search the space of all possible segmentation hypotheses. Also, we will explain how to search the space of segmentation hypotheses in order to find the optimum hypothesis.
Chapter 6

Segmentation Hypotheses Space: Representation and Searching

In the previous chapter, we showed how our segmentation algorithm generates a set of candidate cutting paths in order to over-segment an input numeral string. Using this set of candidate cutting paths, in this chapter, we show how to generate and represent all segmentation hypotheses for an input numeral string. We introduce a representation and a searching method based on an evolutionary approach (Genetic Algorithm or GA) in order to find the optimum segmentation hypothesis in the space of all possible segmentation hypotheses. The details of our representation and searching (optimization) method will be presented in the following sections.

6.1 Representation of Segmentation Hypotheses

Efficient representation is a very important step in searching for the optimum segmentation hypothesis among all possible segmentation hypotheses for an input numeral string. Here, we describe our representation scheme and we compare it with similar methods found in the literature.

After our segmentation algorithm splits (over-segments) an input string image into a sequence of primitive images (sequence of segments), the next task is to produce all possible
sequences of these primitive images. Each sequence of these primitive images (segments) is called a segmentation hypothesis for the input string image. In order to find the optimum segmentation, the next important step is to generate and represent the space of all possible segmentation hypotheses. A graph representation is used in order to show the segmentation hypotheses. Then, segmentation hypotheses will be assessed and searched in order to find their optimum.

Segmentation graphs (candidate lattice graphs) have been widely used for representation of all segmentation hypotheses in both word and numeral string segmentation and recognition [8, 9, 145]. In Figure 44, a segmentation graph which shows all possible segmentation hypotheses for a numeral string is shown. Oliveira et al. [9] and Liu et al. [8] used segmentation graphs to represent segmentation hypotheses for segmentation/recognition of handwritten numeral strings, however, they used heuristic rules to remove or reject some of the unlikely edges (or paths). For example, in [8] researchers made some assumptions about the maximum number of connected components in a path from S to E. They used some heuristic rules for the grouping of broken components, or they put constraints on the widths or heights of the candidate patterns in each edge of the graph. Since these kinds of heuristic rules are normally biased to the training/verification sets of the system, we decided not to use any heuristic rule for rejection of the paths in our segmentation graphs, and we kept all the edges in these graphs. After some investigations on segmentation graphs of many handwritten numeral strings, we found a general representation for these graphs, and we also discovered that our graphs show certain properties. These properties have not been used (or mentioned) in the previous studies on numeral strings such as [9, 8, 2]. In this section, and in the next one, these properties will be proven in some theorems, starting with a description of our graph representation and notations.

In describing the properties of segmentation graphs, we utilize the same notations that we used in the previous chapter. For example, \( n \) always shows the total number of cutting paths which have been produced by our segmentation algorithm. We also assume that the cutting paths have already been ordered from left to right and labeled by 1 to \( n \). Here,
Figure 44: (a) The original numeral string and its segmentation cutting paths, (b) Segmentation graph for the numeral string in (a), where each node except for S and E, corresponds to a cutting path in (a), and each edge represents a possible segment in (a). Terminal nodes (starting and ending nodes) are denoted by S, and E, respectively. Each path from S to E is a segmentation hypothesis; the optimum path from S to E is depicted by a thick path line. In (a), there are \( n = 4 \) candidate cutting paths. Similarly, there are \( n = 4 \) non-terminal nodes, and \( e = 15 \) edges in the graph. The total number of segmentation hypotheses (paths from S to E) is 16.

For construction of our segmentation graph (Figure 44-b), each non-terminal node (non-terminal vertex) corresponds to a cutting path in Figure 44-a, so non-terminal nodes are assigned the same labels (integers from 1 to \( n \)) as their corresponding cutting paths. There are two extra nodes which are called starting (S) and ending nodes (E). Since nodes S and E do not have any corresponding cutting path, they are labeled by 0 and \( n + 1 \), respectively. S is placed on the left, and E is placed on the right side of the graph. Edges, in segmentation graphs, represent pieces of the digits or sequences of the primitive images (CC’s). In our representation, in order to build legitimate segments of the input string, each node of the graph is only connected to all of its following nodes (not to its previous nodes). Each path from S to E shows a sequence of possible segments of the numeral string; in fact each path from S to E represents a segmentation hypothesis. Therefore, the space of all possible segmentation hypotheses for an over-segmented string can be represented by the set of all possible paths from S to E in the segmentation graph. We can say, there is a one to one
correspondence between the set of all paths from S to E in the graph, and the space of all possible segmentation hypotheses of the string. In the rest of this section, we provide the proof of some general properties for our segmentation graphs.

**Theorem 6.1.1.** Segmentation graphs are Directed Acyclic Graphs (DAG's).

*Proof. As explained in the construction of our segmentation graph, each node $i$ is only connected to all of its following nodes. So, according to our representation scheme a node $i$ is connected to node $j$ if and only if $i < j$ and $i, j \in \{0, 1, 2, 3, \ldots, n + 1\}$. Therefore, all the edges of the graph are directed, and they start from any node $i$ and end at any node $i + 1, i + 2, i + 3, \ldots, n + 1$. This means that there will be no circles, closed circuits (or loops) in our graphs. Therefore, our segmentation graphs are always Directed Acyclic Graphs. See an abstraction of a segmentation graph in Figure 45.*

![Segmentation Graph](image)

Figure 45: A general segmentation graph. Nodes 0 and $n + 1$ represent the terminal nodes of S and E, respectively. Other nodes represent non-terminal nodes (corresponding to cutting paths) which are ordered from left to right and labeled from 1 to $n$.

\[ \square \]

**Theorem 6.1.2.** The underlying graph of a segmentation graph is always a complete graph.

*Proof. According to the structure of the segmentation graphs and Theorem 6.1.1, we can say that each pair of the nodes $i$ and $j$ (when $i \neq j$) are connected such that if $i > j$ there is an edge from $i$ to $j$, and if $j > i$ there is an edge from $j$ to $i$. Since each pair of distinct nodes are connected by exactly one edge, if we ignore all the arrows on the edges in Figure 45, the remaining graph will be a complete graph.*

\[ \square \]
Theorem 6.1.3. The total number of edges $e$ (the total number of possible segments) in a segmentation graph with $n$ non-terminal nodes (n cutting paths) is: $e = \frac{1}{2}(n^2 + 3n + 2) = O(n^2)$.

Proof. According to the structure of the segmentation graphs, they have $n$ non-terminal nodes corresponding to $n$ cutting paths, and two extra nodes corresponding to terminal nodes of S and E. So we can say that the total number of nodes in segmentation graphs ($v$) is always $v = n + 2$. Also, according to Theorem 6.1.2, there is exactly one and only one edge between any distinct pair of the nodes in the segmentation graph (underlying graph is complete). So, the number of edges ($e$) can be written as:

\[ e = \frac{1}{2}v(v - 1) \]  
\[ = \frac{1}{2}(n^2 + 3n + 2), \quad \text{since} \quad v = n + 2 \]  
\[ = O(n^2), \quad \text{(Big-Oh notation)} \]

\[ \square \]

The conclusion of Theorem 6.1.3 is very important, because it shows that in order to construct a segmentation graph and assign weights (evaluation scores) to all the edges of the graph, we have to invoke an evaluation function (such as a digit classifier) $O(n^2)$ times to produce the weights for all the edges (segments). In Section 6.2, we will also prove that the total number of paths from S to E in segmentation graphs, or the total number of segmentation hypotheses is always $2^n$. These facts verify the critical role of $n$ (the number of cutting paths) in the computational cost or complexity of the problem. So, if a segmentation algorithm (carelessly) produces a large number of redundant cutting paths for over-segmentation, it can heavily affect the computational cost of searching for the optimum hypothesis. In the next section, we will present a searching method which utilizes our representation scheme.
6.2 Searching Segmentation Hypotheses Space

Using an exhaustive search to find the optimum path (optimum segmentation hypothesis) in the segmentation graph, while \( n \) is large, entails a very high computational cost, and it will be quite unfeasible. Many researchers used Dynamic Programming (DP)[146, 147] to find the optimum segmentation hypotheses in the segmentation graphs of the numeral strings. For example, in [8], authors evaluated different paths in the graph by accumulating dissimilarity measures, produced by the isolated digit classifiers, along each path. Then, they used a DP search to find the optimal path in the graph. Since lengths of the numeral strings were unknown a priori, experiments showed that the results of the search were biased towards the short strings or short paths of the graph. Authors in [8], also attempted to use the average path scores with respect to the path lengths. Since the average path scores were not monotonic, it turned out that the DP search did not find the global optimum path based on the average path scores. Their results showed that under some constraints of the evaluation scores or the corresponding objective functions (e.g. non-monotonicity), the search does not guarantee finding the global optimum segmentation hypothesis. In order to relax the constraints on the evaluation scores of the segments of numeral strings and the corresponding objective functions, in [17, 18] we proposed a Genetic Algorithm (GA), as an alternative searching strategy for finding the optimum segmentation hypothesis in long numeral strings. In the next subsections, we will present the details of our genetic algorithm.

6.2.1 Genetic Algorithm (GA)

Genetic Algorithms (GA’s) are known as robust search techniques for solving optimization problems in complex spaces which are not continuous, or their objective functions are multimodal (not monotonic) [124, 125]; (see Figure 46). GA’s are computationally simple and at the same time powerful. They also have powerful operations such as selection or reproduction, crossover, and mutation, which can evolve the initial population of the candidate
solutions to a better population of solutions in terms of the average fitness. However, successful application of genetic algorithms into a new problem domain generally is very dependent on the information representation, operator definition, and also on the corresponding evaluation scheme for that domain. Our information representation scheme (chromosome structure) and the operator definition are explained in this chapter, and the details of our evaluation scheme will be described in the next chapter.

\[ F(x, y) \]

Figure 46: Genetic algorithms can be used for global optimization of multi-modal objective functions in very complex search spaces.

6.2.2 Genetic Representation Scheme

In this section, we explain how to represent all segmentation hypotheses of a numeral string by binary chromosomes. As seen in Figure 44-b, all the paths from S to E in the segmentation graph can be obtained by alternatively activating or deactivating the cutting paths in Figure 44-a (or the corresponding graph nodes in Figure 44-b). In general, for example in Figure 45, in each path from S to E, some nodes (cutting paths) are present (active) and some are absent (inactive). This implies that each path from S to E in the graph (or equivalently each segmentation hypothesis) can be represented by a binary chromosome with \( n \) genes. Each gene corresponds to a cutting path or a non-terminal node in the segmentation graph. In this representation, nodes S and E are not taken into account, since they are always present in all the paths. Here, we prove a theorem about the number of paths from S to E in segmentation graphs.

**Theorem 6.2.1.** The total number of paths from the starting point (S) to the ending point (E), in a segmentation graph with \( n \) non-terminal nodes is \( 2^n \).
Proof. As explained in our genetic representation scheme, each path from S to E in the segmentation graph with \( n \) non-terminal nodes can be represented by a binary chromosome (or binary string) with \( n \) genes (\( n \) bits), and vice versa. So, if a gene in the chromosome is 1 then the corresponding node is present on the path, and if a gene is 0, then the corresponding node is not present on the path. A binary chromosome with \( n \) genes, has \( 2^n \) possibilities, therefore, there are \( 2^n \) corresponding paths from S to E in a segmentation graph. \( \square \)

Corollary 6.2.2. The total number of segmentation hypotheses for an over-segmented numeral string with \( n \) cutting paths is \( 2^n \).

Proof. Each path from S to E in the segmentation graph corresponds to a segmentation hypothesis for the numeral string, and also according to Theorem 6.2.1, the total number of such paths is \( 2^n \). Therefore, the total number of corresponding segmentation hypotheses is also \( 2^n \). \( \square \)

An example of applying Theorem 6.2.1 (and Corollary 6.2.2) is shown in Figure 47, where the segmentation algorithm produced \( n = 9 \) cutting paths. In this example, each segmentation hypothesis is encoded as a binary chromosome with a length of \( n = 9 \) genes. If a gene is 1, then the corresponding cutting path is active (denoted by a solid line), so it will be considered in the segmentation of the image. On the other hand, if a gene is 0, then the corresponding cutting path is inactive (denoted by a dashed line), so it will not be considered in the segmentation of the image. Simply, we can see that the total number of segmentation hypotheses is \( 2^9 = 512 \).

Considering the above representation scheme for chromosomes, we can say that each path (chromosome) in the segmentation graph (from S to E) contains a unique sequence of some edges (segments). During our genetic algorithm, these segments of the chromosome are evaluated and they receive weights (segmentation and recognition confidence scores). The details of the computation of weights (scores) for edges will be presented in the next chapter (Chapter 7). The weights of the edges are saved in an upper triangle matrix such as matrix \( A \) shown in Figure 48, and they are reused during the evaluation of other chromosomes in our GA. The idea of saving these weights and reusing them for the evaluation of the
Figure 47: Each cutting path is presented by a gene in a binary chromosome (of length $n =$ total number of cutting paths produced by the segmentation algorithm). Each segmentation hypothesis is encoded as follows: dotted lines (inactive cutting paths) are not considered in the segmentation of the string, and they are encoded as zeros in the chromosome. Solid lines (active cutting paths) are coded as ones, and they are considered in the segmentation of the string. Each segment of the image is defined as a portion of the image from one active cutting path (solid line) to the next active cutting path (solid line). Each segment can contain either a valid digit or an outlier (over or under-segmented pattern).

Future chromosomes (offsprings) is very similar to the idea of memoization and it avoids re-evaluation (re-computation of weights) of edges. Memoization (storing and reusing earlier results) is very general and helpful idea in optimization, and it is also the main idea of dynamic programming [146, 147]. The algorithm in Figure 49 shows the details of our memoization process. In the next subsection, we describe the design of our genetic operators in order to produce new generations of chromosomes (offsprings).

### 6.2.3 Genetic Operations

Representation of all segmentation hypotheses by binary chromosomes enables us to efficiently use all genetic operations such as: selection, crossover, and mutation [124, 125]. Figure 50 shows examples of these operations, and they are explained in the following paragraphs.

Selection is a process by which the chromosomes ranked higher in the current generation are given higher chances to act as parents for the next generation. During each iteration of GA, a proportion of the current population is selected to breed a new generation. Chromosomes
Figure 48: (a) An example of a chromosome of \(n\) genes; in this example, we assume all those genes except \(i\), and \(j\) are equal to zero (S and E are not part of this chromosome representation and each of them is always assumed to be equal to one). So this chromosome shows a path in the segmentation graph from S to E containing three edges (segments): from node S to \(i\), from \(i\) to \(j\) and from \(j\) to E. (b) Matrix \(A\) is a data structure that saves all the weights (confidence scores) of all the edges in the segmentation graph such as: \(a_{0i}, a_{ij}, a_{j(n+1)}\).

are selected through a fitness-based process, where fitter solutions are typically more likely to be selected. For implementation of the selection, we used a fitness-proportionate selection (based on roulette-wheel [124, 125]). The details of measuring the fitness of chromosomes will be explained in the next chapter.

The crossover operator produces two offsprings (two candidate segmentations) by recombining the genetic structure of the two parents. So, it is possible that by combining two good chromosomes, we can produce a better chromosome (solution). Crossover operation

```
Var A = An upper triangle matrix of size (n + 2)by(n + 2)
function evaluate (edge(i, j))
    if A(i,j) is empty
        A(i,j) = Compute weights for(edge(i, j))
    else
        return A(i,j)
end
```

Figure 49: Memoization of the weights of all segments (edges).
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Figure 50: (a) Selection: very high fitness chromosomes are given a better chance to reproduce themselves, and to be present in the new generations or to act as parents. (b) Crossover: pairs of chromosomes are selected based on their relative fitness in order to perform crossover at a random position. In this example, crossover happens between the locations of the seventh and eighth genes in the two parent chromosomes, and it produces two new offsprings. (c) Mutation: single chromosomes are selected based on their relative fitness in order to be mutated at a single random position. In this example, mutation happens on the second cutting path (second gene in the parent chromosome), and it produces one new offspring.

can be single point or k-points. In crossover, after choosing one single point (or k points) in the parent chromosomes, the genetic information of the two parents between the crossover point(s) are swapped, and two new offsprings are generated.

Mutation is a genetic operator used to maintain genetic diversity from one generation of a population of chromosomes to the next generation. Mutation is implemented by a random alteration of one or more genes in a single parent. A common method of implementing a mutation operator involves generating a random variable for one or any chosen gene in a chromosome. This random variable indicates whether or not a particular gene(s) will be altered. Mutation in GA can help the algorithm to avoid local minima by preventing the population of chromosomes from becoming too similar to each other. In the next subsection
we give an overview of our GA approach.

6.2.4 Our Genetic Algorithm Approach

In our implementation, we applied very simple versions of the genetic operations, such as random single-point crossover, and a random single-point mutation on our binary chromosomes [124, 125]. As seen in the examples in Figure 50, genetic operations in general are able to improve current segmentation hypotheses and change them into new offsprings with higher fitness/confidence levels. Also, they show that the results of the genetic operations in our method will always yield valid segmentation hypotheses (valid paths in the graph). Therefore, our GA repeatedly can produce new generations (populations) of the segmentation hypotheses. In each iteration of our GA, there is a population of chromosomes (segmentation hypotheses), which is evaluated and it goes through the genetic operations in order to generate the next population. This process is continued until the highest fitness chromosome is found or the algorithm reaches the maximum number of generations; a general pseudo code of our algorithms is shown in Figure 51. For more details on genetic algorithm or genetic operators, refer to [124] and [125].

| Generate an initial population of chromosomes.  
| Evaluate the fitnesses of the chromosomes in the population.  
| Repeat  
| Select best (fitter) chromosomes to reproduce.  
| Breed new offsprings, using crossover and mutation operations.  
| Evaluate the fitnesses of the offsprings.  
| Replace worst ranked part of the population with the offsprings.  
| Until terminating condition occurs.  

Figure 51: Pseudo code of our GA.

6.3 Summary

In this section, first we introduced a representation scheme for segmentation hypotheses in the numeral string. We explained the application of the segmentation graph (candidate
lattice) in order to show all the possible segmentation hypotheses for an over-segmented handwritten numeral string. We also introduced a searching method based on Genetic Algorithms (GA's) in order to find the optimum segmentation hypothesis in the space of all possible segmentation hypotheses. We described our representation scheme for the chromosomes and the genetic operators of GA. Our representation scheme and the operator definition are very efficient and general. In fact, our representation scheme is able to generate (or represent) all the paths in any Directed Acyclic Graph (DAG), and our genetic operators are also applicable on all the paths of the graph. Therefore, our method can easily be applied for searching any searching space modeled by DAG's. In the next section, we will evaluate our chromosomes (segmentation hypotheses/or paths in the segmentation graphs) in order to find their optimum one(s) by GA.
Chapter 7

Segmentation Hypotheses Space:

Evaluation

In the previous chapter, using segmentation graphs, we showed how to represent all the possible segmentation hypotheses for an input numeral string. In order to be able to compare different segmentation hypotheses and in order to find the optimum segmentation hypothesis, all those hypotheses must be evaluated (ranked). Evaluation of segmentation hypotheses (paths in the segmentation graph) is a very important and difficult stage in numeral string recognition. At this stage, we have to rank each segmentation hypothesis based on some confidence scores (measures). Due to uncertainty in the segmentation process, segmentation hypotheses may include isolated digits with different sizes or shapes, over-segmented (or broken) digits, or under-segmented (not correctly separated) digits. In the literature, over-segmented and under-segmented parts of the digits are called outliers (out-of-class or non-digit patterns). A segmentation graph which presents all the segmentation hypotheses for a numeral string was shown in Figure 44 in Chapter 6. In that figure, each segmentation hypothesis was represented by a path from starting node (S) to ending node (E). As shown in that figure, some paths contained outliers which were produced during the segmentation process. At the evaluation stage, all the paths which contain at least one outlier pattern must be rejected or ranked with very low confidence scores. In the first section of this chapter, we briefly review some of the problems with the current methods for the evaluation (ranking
or measuring the confidence) of segmentation hypotheses for numeral strings, and in the following sections, we will describe our evaluation method. In Chapter 8, we will compare our evaluation method with the current methods found in the literature.

7.1 Needs for New Evaluation Schemes

Unlike handwritten word recognition, in the recognition of handwritten numeral strings there is no dictionary information or linguistic context available. So graphical models such as Hidden Markov Models (HMM) [148, 149], which are frequently used in word recognition, simply cannot be used to evaluate segmentation hypotheses in a candidate lattice for a numeral string (in some applications such as zip code recognition, there are some linguistic models used, but we do not consider these special applications here). In general, it is assumed that the constituent patterns in a segmentation hypothesis (or in a path) are independent from each other. Therefore, the majority of the researchers in the area of numeral string recognition only use the outputs of single character classifiers (similarity, dissimilarity, or probability measures) and assign scores independently to each constituent pattern (edge) of a path in a segmentation graph [8, 9, 150]. They combine these scores (by product, summation, average, etc.) to find a total score for ranking different segmentation hypotheses. However, our experiments show that there are many cases where isolated digit classifiers are not able to evaluate or reject outliers in handwritten numeral strings. For example, all numeral strings in Figure 52 have been over-segmented by the segmentation module, and the resulting outliers are very similar to real digits. In these cases, it is very likely that an isolated digit classifier assigns higher confidence values to the outliers instead of to the correct candidates and misclassifies outliers as valid digits. For instance, in Figure 52-a, it is possible that the wrong candidate (020) receives a higher recognition score than the correct candidate (20), or in Figure 52-b, it is possible that the wrong candidate (100) receives a higher confidence score than the correct candidate (60) by using only an isolated digit classifier and so on.

The main reason for these kinds of mistakes can be explained as follows: isolated digit classifiers are trained to classify their inputs to one of the ten classes (0–9). These classifiers
Figure 52: Relying only on the recognition scores of the isolated digit classifiers, and without contextual information, it is more likely that most of the numeral strings shown in this figure will be misrecognized with very high confidence values. For example, in (a), 20 will be misrecognized as 020, (b) 60 will be misrecognized as 100, (c) 9 will be misrecognized as 01, and in (d) 6 will be misrecognized as 10.

normally classify input digits one by one independent of the previous or the next components in their input. In other words, isolated digit classifiers normally do not pay attention to the (geometric) context of the digits/components in the numeral string images, such as relative positions, relative widths, or relative heights of the digits in the string. Therefore, if a high precision isolated digit classifier is fed with outliers, which are very similar to valid digits, it will very likely output valid digit class labels with high confidence values for those outliers, instead of rejecting them. In order to remedy this weakness of the isolated digit classifiers, and still use them with high reliability in numeral string recognition systems, we propose the use of a novel method based on contextual information which uses a new set of scores called segmentation scores. These scores can support isolated digit classifiers, and can help them to avoid making many mistakes in numeral string recognition systems. In our method, each segmentation hypothesis is assigned two types of scores: segmentation and recognition scores. In the rest of this section, we define our notations and templates, and then in the following sections, we describe the details of our segmentation and recognition scores and the method for their combination.

We use the template in Figure 53 for defining and explaining segmentation and recognition scores. This figure shows a typical segmentation hypothesis for a numeral string. This segmentation hypothesis consists of \( m_i \) segmentation regions (so-called segments or partitions). We assume that each region or segment contains a valid isolated digit or an outlier. During the evaluation process, each segment is assigned two different scores: a segmentation score
and a recognition score, denoted by \textit{s.score} and \textit{r.score}, respectively. Computation of these two scores for each region will be explained in detail in the next two sections.

![Diagram](image)

Figure 53: A segmentation hypothesis or chromosome, which is denoted by \( S^i \), consists of \( m_i \) regions (segments) \((1 \leq m_i < \infty)\). Each segment is bounded by two consecutive active cutting paths. A combination of two scores (segmentation score and recognition score) are used to evaluate (measure the quality of) each segment in a segmentation hypothesis. By combining these scores, a total confidence value \((0 \leq \text{conf}(S^i) \leq 1)\) is assigned to this segmentation hypothesis. Based on this confidence value we can rank and compare different segmentation hypothesis in order to find the best one.

### 7.2 Segmentation Scores

Segmentation scores \((s.score)\) are tools that help contextual knowledge to be taken into account in the evaluation and selection of the segmentation hypotheses. These scores are expressed as degrees of membership that show to what degree each connected component (or segment) in a numeral string can be fit into a bounding box of a valid digit. Segmentation scores are calculated based on two other component scores: position-confidence \((p.conf)\), and aspect-ratio-confidence \((a.conf)\). Computations of \(p.conf\), \(a.conf\), and \(s.score\) are accomplished according to the Equations 27, 28, 29, 30, and 31. listed below, and the parameters which are used in these equations are illustrated for the third segment (or third CC) of the numeral string in Figure 54. As seen in this figure, the position-confidence \((p.conf)\) evaluates the position-ratio \((p.rat)\) of each CC in the string image. The position-ratio \((p.rat)\) is defined by Equation 27, and it shows the relative height and vertical position of the bounding box of each CC in the string image. If a CC is very small, and its position is very close to the top or bottom of the bounding box of the image, it is assigned a low value of \(p.conf\). Similarly, aspect-ratio-confidence \((a.conf)\) evaluates the relative aspect-ratio \((a.rat)\) of a CC, which is defined here as the ratio of the width of a CC \((w.cc)\) to the height of the string image \((H)\). If the width of a CC is greater than 85\% of the height of the string \((H)\), it is
assigned a low value of $a.conf$. The membership functions of position-confidence ($p.conf$) and aspect-ratio-confidence ($a.conf$) are plotted in Figure 55.

$$p.rat = \frac{\max(h_t, h_b)}{H}$$

(27)

$$p.conf(p.rat) = \begin{cases} 
1 & \text{if } p.rat < \alpha \\
\exp(-k(p.rat - \alpha)) & \text{if } p.rat \geq \alpha 
\end{cases}, \alpha = \frac{1}{3}, k = 4$$

(28)

$$a.rat = \frac{w_{cc}}{H}$$

(29)

$$a.conf(a.rat) = \begin{cases} 
1 & \text{if } a.rat < \beta \\
\exp(-t(a.rat - \beta)) & \text{if } a.rat \geq \beta 
\end{cases}, \beta = 0.85, t = 1.45$$

(30)

$$s.score = \min \left( p.conf(p.rat), a.conf(a.rat) \right)$$

(31)

Figure 54: Illustration of parameters used in the computations of position-ratio ($p.rat$), and aspect-ratio ($a.rat$) for the third segment of the string. For each segment (or CC) in the image, we can compute $p.rat$, and $a.rat$, and then we can calculate $p.conf$, and $a.conf$. Finally, $s.score$ can be computed for each segment (or CC) according to Equation 31.

Based on the definition of $s.score$, we can verify that valid isolated digits or valid segmented digits in a numeral string will receive a much higher $s.score$ than invalid outliers such as those shown in Figure 52. In fact, rejection of most outliers by relying only on recognition scores (like the methods in [9, 150, 8]), is very error prone. However, by using our segmentation scores, those outliers can be detected easily and rejected. In order to compute an overall
Figure 55: (a) Graph of position-confidence \( p_{\text{conf}} \) membership function, (b) Graph of aspect-ratio-confidence \( a_{\text{conf}} \) membership function.

segmentation score for a segmentation hypothesis, after computing the \( s_{\text{score}} \) for all of its segments, a \( total_{s_{\text{score}}} \) can be computed, according to Equation 32. In order to detect an outlier in a segmentation hypothesis we apply the following rule: if the \( total_{s_{\text{score}}} \) of a segmentation hypothesis is lower than a threshold of \( T_2 = 0.45 \) (which is determined empirically), we can conclude that it contains at least one outlier segment. Therefore, that segmentation hypothesis will be rejected, and the recognition scores \( r_{\text{score}} \) of its segments will not be computed (in fact those scores will be set to zero). This also helps to avoid a great deal of computations (which are required to evaluate/reject patterns in an invalid segmentation hypothesis). For those remaining segmentation hypotheses, of which their \( total_{s_{\text{score}}} \) values are greater than the threshold \( (T_2) \), recognition scores \( r_{\text{score}} \) are computed. The details of computing recognition scores will be described in the next section.

\[
\text{total}_{s_{\text{score}}}(S^i) = \min \left( s_{\text{score}}(s^i_1), s_{\text{score}}(s^i_2), \ldots, s_{\text{score}}(s^i_n) \right) \quad (32)
\]

### 7.3 Recognition Scores

In addition to segmentation scores, we use recognition scores to reject the remaining outliers, and also to rank the segmentation hypotheses. By using an isolated digit classifier,
recognition scores and class labels are assigned to the segments in the segmentation hypothesis. In our system, any isolated digit classifier (or a combination of classifiers), can be utilized. Achieving a very high accuracy for isolated digit classification is not the goal of our research, since this goal has already been investigated in the literature (see [43], for a survey on state-of-the-art techniques). Here instead, our goal is to improve the outlier resistance of the isolated digit classifiers, by using contextual knowledge, and to study its effect on the improvement of segmentation and recognition of numeral strings. According to [43] and [90], MLP Neural Networks (MLPs) and Support Vector Machines (SVMs) with radial basis function kernels (SVM\_rbf) normally have higher recognition rates in handwritten recognition than other classifiers with the same features. Therefore, due to the efficiency in implementation and satisfaction in the performance of MLPs and SVMs with rbf kernels, we implemented our system, using these two classifiers.

The general structure of our recognition module is depicted in Figure 56. The details of preprocessing and feature extraction are shown in Figure 57. Figure 57-b shows that the slants of all the segments in a segmentation hypothesis are corrected, and the size of all the segments are normalized into a matrix of size 45 by 45 [151]. Then, for feature extraction, the skeleton of each normalized segment is taken [142][Figure 57-c), and it is divided into 15 by 15 zones, such that each zone is a window of 3 by 3 pixels. If there is at least one black pixel in a zone, its center pixel is set to black; otherwise its center pixel will remain white. Then, all the pixels in a zone except for the center pixel will be removed. Two examples of this transformation are shown in Figure 57-e, and in Figure 57-f. Since different arrangements of the black pixels inside a zone (a window of 3 by 3) are replaced by just a single black or white pixel in the center, this transformation can greatly reduce the variations of the pixels in the skeletons of handwritten digits. Afterwards, the basic shapes of the digits are extracted, as in Figure 57-d. This image has 15 by 15 pixels, which is considered as a feature vector, and it is fed into the classifiers (MLP or SVM) for classification.

Here, we briefly describe the structure of our classifiers, while the details of their training are presented in Section 8.4. Our MLP classifier has 3 layers (225 neurons in the input layer, 85 neurons in the hidden layer, and 10 neurons in the output layer), and all the neurons in
our network are sigmoidal neurons [84]. By using the back propagation learning algorithm [84], our MLP classifier is trained to produce labels and confidence values in the range of 0, and 1 for the segmented digits. For constructing our SVM classifier, we use 10 binary SVMs, one for separating each digit class from the other classes (so-called one-against-all strategy). Each binary SVM classifier uses a radial basis function kernel, and it produces an algebraic output as follows: a positive value corresponds to the target class samples (+1), and a negative value corresponds to the non-target class samples (−1). Similar to the methods in [150], and [152], these output values are mapped into confidence scores in the range of 0, and 1. The sigmoid function in Equation 33 is used for this mapping, where \( f(x) \) is the output of a binary SVM for the feature vector \( x \), and \( g(x) \) is the corresponding confidence value \((\in (0, 1))\).

\[
g(x) = \frac{1}{1 + \exp(-f(x))}
\]  

(33)

![Diagram](image)

Figure 56: The general structure of our recognition module. After pre-processing and feature extraction, a trained classifier assigns class labels and confidence values to each segment in the segmentation hypotheses.

As mentioned above, each of our classifiers (MLP or SVM) has 10 outputs, corresponding to 10 classes \((0 \text{ – } 9)\), and each output produces a confidence value between 0, and 1 (so-called recognition score, denoted by \( r \_score \)). For each classifier, the class which receives the highest recognition score is the winner, and it determines the label for the input segment. Recognition scores of all the segments in a segmentation hypothesis are combined based on Equation 34, in order to produce a \( total\_r\_score \). Having a low \( total\_r\_score \) for a segmentation hypothesis indicates that it contains at least one outlier segment, or a segment which our classifier cannot recognize very well.
Figure 57: An example of pre-processing and feature extraction: (a) Original image, (b) Pre-processed, slant corrected, and normalized image (45 by 45 pixels), (c) Skeleton of part b, (d) Reducing the resolution of the skeleton in horizontal and vertical directions by 1/3; the resulting image is considered as a feature vector, (e, and f) Two examples of the transformation which is used to reduce the variability of the pixels on the skeleton. In (e), all black pixels inside the windows are represented by a single pixel in the center of the window; In (f), all white pixels surrounding the center pixel are removed.

\[ total.r.score(S^i) = \min \left( r.score(s^i_1), r.score(s^i_2), \ldots, r.score(s^i_m) \right) \]  

7.4 Overall Confidence Score

In the two previous sections (7.2, and 7.3), we showed how to compute the total s.score and total r.score for each segmentation hypothesis. By combining these two scores, we are able to compute a confidence value for each segmentation hypothesis \( S^i \) based on Equation 35, below. This confidence value expresses the total segmentation-recognition confidence for a segmentation hypothesis (or a chromosome \( S^i \)). It is used by our genetic algorithm to evaluate the individuals in the population of segmentation hypotheses. Having a low confidence value for a segmentation hypothesis indicates that it contains at least one segment with a very low s.score, or a very low r.score (or both), and in all these cases that segmentation hypothesis must be rejected. In fact, this confidence value is a measure of quality for segmentation hypotheses. Based on this measure, we can rank and compare (evaluate) different segmentation hypotheses in order to find the best and optimum ones.

\[ Conf(S^i) = \min \left( total.s.score(S^i), total.r.score(S^i) \right) \]
7.5 Summary

In this section, we presented a new evaluation method for segmentation hypotheses of a numeral string. Our evaluation method is based on a combination of two sets of scores: segmentation and recognition scores. Segmentation scores enable us to take into account the contextual information from the string image in the evaluation of segmentation hypotheses. Our recognition scores is based on confidence scores from isolated digit classifiers. For each segmentation hypothesis these two scores are computed and combined in order to produce a total confidence score (fitness for a chromosome) which is used by our searching algorithm (GA).
Chapter 8

Experimental Results and Discussion

In the previous chapters, we introduced our modular system for segmentation and recognition of handwritten numeral strings. Our system has several important modules including: pre-processing (slant correction), segmentation, genetic algorithm, evaluation and classification. The details of the algorithms for each of these modules were described in the previous chapters. In this chapter, we show our experimental results with these algorithms, and we compare them with similar algorithms in the literature. Also, we present the overall performance of our system on segmentation and recognition of handwritten numeral strings and we compare it with the similar systems. Finally we present our discussion and conclusion.

All of the test images used for the experiments in this chapter are taken from two standard handwritten databases as follows: NIST NSTRING SD19 (unconstrained handwritten numeral strings) and CENPARMI (unconstrained handwritten isolated digits). These standard databases have been frequently used for testing and comparing the performances of different algorithms (or systems) on handwritten numeral string segmentation and recognition [8, 9, 43, 76].

8.1 Comparison of Slant Correction Methods

Slant correction is a very important step in the pre-processing module of our system (presented in Chapter 4). Our slant correction method is a uniform slant correction method.
Here, first we compare our slant correction method (as a uniform method) with nonuniform slant correction strategies, and then, we compare the running time of our slant correction method with a similar uniform slant correction method found in the literature. For our comparisons in this section, we randomly selected 8 sets of 125 numeral strings (in total 1000 strings); each set contained strings with different lengths (one set of touching digits and 7 sets of strings with lengths 1, 2, 3, 4, 5, 6, and 10 digits). These strings were taken from the NSTRING SD-19 database.

8.1.1 Comparison of Our Method With Nonuniform Methods

In nonuniform slant correction methods, for each part of the string (CC) a slant angle is estimated, and its slant is corrected independently [129]; however in uniform methods, the average slant angle of all the CC’s is calculated, and then uniform correction is applied to the whole string. Here, we compare these two methods. In Figure 58, two samples of numeral strings from our data set are shown, where for each string, all of the CCs and their corresponding slant angles and heights are listed. According to our method, SSA (Θ) has also been calculated for each of these two strings. As seen in Figure 58-a and b, in string₁, component CC₄ has a slant to the left and CC₃ has a slant to the right. If we correct the slant of string₁ nonuniformly, these two components will move towards each other (because of shear transform), and as they become closer, they may even touch or overlap. In Figure 58, another string (string₂) is shown. In string₂, component CC₂ nearly has no slant, and CC₃ has a large slant angle to the right. Therefore, during nonuniform slant correction, CC₃ will move to the left towards CC₂ (because of shear transform), and their distance will become smaller; again there is a possibility for touching or overlapping digits. The results of nonuniform slant correction of these two strings, along with many other numeral strings are illustrated in Figure 59, and they are compared with the results of our method (as a uniform method). As this figure shows, nonuniform slant correction of both string₁, and string₂ will produce touching components. As examples in Figure 59 show, in nonuniform slant correction of numeral strings, sometimes the distance between components becomes much smaller, which yields touching or overlapping digits, and sometimes the distance between
components becomes unexpectedly large. Also, when broken digits or fragments exist in the strings, nonuniform slant correction can produce distortions in the strings.

\[
\begin{array}{|c|c|c|}
\hline
\text{CC}_i & \theta_i & h_i \text{ (in pixels)} \\
\hline
\text{CC}_1 & 8.07^\circ & 67 \\
\text{CC}_2 & 8.13^\circ & 70 \\
\text{CC}_3 & 12.04^\circ & 68 \\
\text{CC}_4 & -7.94^\circ & 43 \\
\text{CC}_5 & 27.01^\circ & 52 \\
\text{CC}_6 & 21.03^\circ & 69 \\
\text{SSA} & \Theta = 12.04^\circ & - \\
\hline
\end{array}
\]

(a) String_1

(b) CCs, and their corresponding slant angles and heights for string_1

\[
\begin{array}{|c|c|c|}
\hline
\text{CC}_i & \theta_i & h_i \text{ (in pixels)} \\
\hline
\text{CC}_1 & 10.84^\circ & 47 \\
\text{CC}_2 & 0.6^\circ & 52 \\
\text{CC}_3 & 28.01^\circ & 54 \\
\text{SSA} & \Theta = 13.42^\circ & - \\
\hline
\end{array}
\]

(c) String_2

(d) CCs and their corresponding slant angles and heights for string_2

Figure 58: Two examples of original handwritten numeral strings are shown, where for each string, all of the CCs, and their corresponding slant angles and heights are listed. For each string, SSA (\(\Theta\)) has been calculated.

8.1.2 Comparison of Our Method With Another Uniform Method: Running Time

Here, we compare our slant correction method with another uniform method. Method [3] is the only slant correction method that was found in the literature for slant correction of handwritten numeral strings. This method uses statistics of chain codes of contours of CC’s (digits) in order to estimate slant angles (\(\theta_i\)’s) in numeral strings. Our experiments on 1000 numeral strings showed that both our method and [3] produced very similar slant corrected numerals without any distortions, however there was a big difference between their running time, which is shown here. The average running time of these two methods for numeral
Figure 59: Comparison of nonuniform and uniform slant corrections (our method). For each string, top row: original image, middle row: nonuniform slant corrected, bottom row: uniform slant corrected (by our method) are shown. Nonuniform correction of the slants of CC’s in numeral strings can yield many distortions such as touching cases and overlapping CC’s. The first two columns show the results of String_{1} and String_{2} from Figure 58, respectively strings with different lengths is compared in Figure 60-c. In the next paragraph, we analyze the time complexity of these two algorithms.

Figure 60: (a) and (b) Two examples of slant estimation for CC_{6}: (a) Our method, (b) Method in [3], (c) Comparison of the average running time between our slant correction and method in [3] for all numeral strings in our data set (1000 strings from NSTRING SD-19 database). Experiments showed that, on average, our method is around 6.5 times faster than the method used in [3].

If we assume that all the CCs in the strings have exactly the same shape, size, and orientation (strings such as 99 · · · 99 or 44 · · · 44), under this assumption, analysis of both methods shows that both will have a linear time complexity with respect to the number of CCs in the strings (running time will be a linear function of string length). However, in practice, CCs in the strings have different shapes, sizes, and orientations, so as a result of our experiments shown in Figure 60-c, the running time of these two algorithms is not exactly linear with respect
to the string length. Also, in our algorithm, the slant angle of each CC ($\theta_i$) is estimated by finding its bounding box (circumscribing the CC by four straight lines as shown in Figure 60-a). It can be verified that this process takes a very short and nearly constant time for all the connected components in the strings. However, in method [3], the values of $\theta$, for CC’s are estimated by tracing their contours and finding the statistics of their chain code elements in specified directions such as: $45^\circ, 90^\circ, 135^\circ$ (see Figure 60-b). It can be verified that this process heavily depends on the details of the shapes of the connected components, and on the smoothness of the contours. So, normally this process takes a much longer time compared to our component slant angle ($\theta_i$) estimation. This can explain why there is a big difference between the running times of the two algorithms.

In order to have a fair time comparison of these two methods, both were implemented in a Matlab programming environment with the same programming style, and both programs were executed on the same machine having a Pentium(R) 4 Processor with 2.40 GHz speed. Experiments were conducted on the same set of numeral strings used in Section 8.1 (1000 strings randomly selected from NSTRING SD-19 database). Because of fragmentation and touching cases, the number of CCs in these strings varied from 1 to 11 components per string (there was no string with 9 CCs in our selected set). Our experiments showed that our slant correction method on average is around 6.5 times faster than the method used in [3]. In the next section, the effects of our slant correction on segmentation are shown.

### 8.2 Effects of Slant Correction on Segmentation

In this section, we investigate the effects of our slant correction method on the segmentation of handwritten numeral strings. Here, for our study, we consider the effects of slant correction on the location of foreground and background feature points for segmentation and also on the construction of the candidate cutting paths. In Chapter 4-Section 4.2, we showed that about 65% of the handwritten numeral strings (in NIST NSTRING SD19) have considerable slant angles ($|\theta| \geq 7^\circ$). In this section, for our experiments, we randomly selected a set of 1000 images of touching pairs of digits from the NSTRING SD-19 database. For each touching
pair, we estimated $\Theta$ (SSA) based on our proposed method in Chapter 4. Observing the values of $\Theta$ for these touching pairs showed that only a subset of them containing 631 pairs, had considerable slant angles ($|\Theta| \geq 7^\circ$). We applied our segmentation algorithm (presented in Chapter 5) to all the touching pairs in this subset (631 slanted pairs) under two different situations: in the first situation, we did not correct the slant of the touching pairs. In the second situation, we applied the slant correction as a pre-processing step before segmentation to correct the slant of the touching pairs. Comparing these two situations showed that slant correction did not affect the position of the foreground feature points significantly. However, in the majority of cases, it greatly changed the position of the background feature points. Changing the background feature points, in turn, can affect the construction of the candidate cutting paths. Experiments showed that in 92.40% of the slanted cases, slant correction could improve the candidate cutting paths. Two examples of these cases are shown in Figure 61, and they are described below:

Figures 61-A and 61-A' show the segmentation results of the same touching pair by the our algorithm in two different situations: without slant correction (A), and with slant correction (A'), respectively. Comparison of Figures A-b and A'-b shows that slant correction does not move the position of the foreground feature points significantly. However, comparison of Figures A-c and A-d with Figures A'-c and A'-d shows that the background regions and also background feature points are greatly affected by the slant correction. Comparison of Figures A-e and A-f with Figures A'-e and A'-f shows that construction of the cutting path has been improved by slant correction. Figures 61-B and 61-B' also show another example where slant correction has improved construction of the segmentation candidates.

Experiments also showed a few cases where slant correction does not improve or affect the results of segmentation significantly. An example of these cases is shown in Figures 62-C and 62-C'. In this example, the segmentation algorithm was able to find the correct candidate cutting paths in both situations. Comparison of Figures 62-C and 62-C' shows that there is no significant difference in the background regions and segmentation candidates before and after slant correction.

Our visual inspection on the results of segmentation of touching pairs showed that in 92.40%
Figure 61: A and B: images before slant correction, A' and B': images after slant correction: (a) Original images without slant correction (in A and B), with slant correction (in A' and B'). (b) Foreground features denoted by □, (c) Combining vertical projection profiles from top and bottom to specify background regions, (d) Taking background skeleton, to extract background features (denoted by □), (e) Image after segmentation, and (f) Candidate cutting path(s) without slant correction (in A and B), and using slant correction (in A' and B'). In B the segmentation algorithm was not able to find the correct segmentation candidate. However, in B' it was able to do so.

of the slanted pairs, slant correction improves the segmentation candidates of touching digits, and also in 7.60% of the slanted cases, slant correction cannot improve the construction of the segmentation paths significantly. Table 8 summarizes these results. As a result of our experiments, we recommend that slant correction should be added as a pre-processing step to the segmentation algorithms, especially to those algorithms that utilize background information such as [2, 16].
Figure 62: $C$: image before slant correction, $C'$: image after slant correction: (a) Original image without slant correction (in $C$), with slant correction (in $C'$) (b) Foreground features denoted by □, (c) Combining vertical projection profiles from top and bottom to specify background regions, (d) Taking background skeleton, to extract background features (denoted by □), (e) Image after segmentation, and (f) Candidate cutting path(s) without slant correction (in $C$), and using slant correction (in $C'$).

Table 8: Distribution of segmentation cases which were improved or not improved by slant correction.

<table>
<thead>
<tr>
<th>Segmentation of slanted cases</th>
<th>Number</th>
<th>Percent(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Segmentation cases improved by slant correction</td>
<td>583</td>
<td>92.40%</td>
</tr>
<tr>
<td>Segmentation cases not improved by slant correction</td>
<td>48</td>
<td>7.60%</td>
</tr>
<tr>
<td>Total slanted cases ($</td>
<td>\Theta</td>
<td>\geq 7^\circ$)</td>
</tr>
</tbody>
</table>

8.3 Testing the Segmentation Algorithm

The function of our segmentation module is to over-segment an input numeral string by constructing some cutting paths. In the experiments with segmentation algorithm, we examined the performance of our segmentation module independent of other parts of the system (without using classification information). In order to have a better comparison of our algorithm with similar algorithms in the literature, we conducted two sets of experiments. In the first set, we took 5000 touching pairs of digits from the NIST Database, and we input them to the algorithm. Experiments showed that in 96.5% of the touching cases, our algorithm was able to produce the correct cutting path. In the next set of the experiments, we randomly selected 1800 images, from the NIST NSTRING SD19 Database (for each string length of: 93
2, 3, 4, 5, 6, and 10, we took 300 string images). The lengths of the strings were not given to our algorithm, and they were considered unknown. After inputting these images, we looked at the output of the segmentation module, to verify the results. We defined segmentation (or over-segmentation) of a numeral string as successful if the set of cutting paths produced for that numeral string contained all the necessary cutting paths. Otherwise, segmentation was considered unsuccessful. A visual analysis revealed that in 98.04% of the cases, our segmentation algorithm could successfully over-segment the numeral strings. Figures 63 and 64, respectively, show some successful and unsuccessful segmentation results produced by our segmentation algorithm.

Figure 63: Examples of successful segmentations (or over-segmentations) produced by our segmentation algorithm. Here, we do not use any recognition information. Bounding boxes contain real life string images from the NString SD19 Database with different lengths (2 to 10 digits). Each cutting path goes from the top to the bottom of the bounding box or vice versa. As shown in this figure, some cutting paths have two or more branches.
As shown in Figure 64, most unsuccessful segmentations were due to a large amount of overlaps between the connected components in the strings. Most of the algorithms in the literature (such as [2],[13],[10],[35], etc.) were proposed to split only touching pairs of digits, and they were not used for the segmentation of longer numeral strings (with unknown lengths). In contrast, our algorithm assumes an unknown number of isolated or touching components in the numeral strings. In addition, the majority of the segmentation algorithms in the literature use recognition information to select the best cutting paths. By contrast, the goal of our algorithm is to over-segment the numeral strings by introducing a super set of best cutting paths, and it does not make any final decision about those cutting paths. Also, note the methods such as [2, 1, 153] have very high rejection rates. Although our algorithm uses neither recognition information for rejection (or acceptance), nor information about the lengths of the strings, Table 9 shows that the results of our segmentation algorithm compares favorably to similar algorithms found in the literature such as [1, 2, 35, 119, 153].

8.3.1 Collecting Outlier Patterns

After producing all the segmentation hypotheses for our numeral strings, we were able to collect a set of over and under-segmented components. These components are called outliers
(out-of-class or non-digit) samples. In total, 1640 outlier samples were collected: 1154 samples of over-segmented outliers and 486 samples of under-segmented outliers. Some of these outlier samples are shown in Figure 65. These outliers were used for two different purposes. Firstly, by using them we could adjust the parameters ($\alpha$, $k$, $t$, and $\beta$) in Equations 28 and 30 in Section 7.2 (for our segmentation scores). Secondly, these outlier samples were utilized to improve the training of our classifiers, explained in the next section.

### 8.4 Implementation and Testing of the Classifiers

Before using MLP and SVM to classify the input digits, they must be trained by samples in a database (training set). Compared to other similar handwritten databases, samples in the CENPARMI database show more variations in their shapes and styles. We therefore selected this database for the training of our isolated digit classifiers. Some samples
of the CENPARMI isolated digit database are shown in Figure 66. Using the CENPARMI handwritten isolated digit database and the collected outlier samples, our MLP and SVM classifiers were trained and their parameters were adjusted. The CENPARMI database has 4000 training samples (400 samples per digit) and 2000 testing samples (200 samples per digit). Researchers in [8] and [154] showed that adding outlier (or non-character) samples to the training set of isolated digit classifiers (such as MLP, SVM, etc.) yields higher performances in the classifier’s rejection of outliers. Therefore, in order to improve the outlier resistance of our classifiers, 1640 outlier samples (produced in the previous stage of our experiments) were added to the training samples of the CENPARMI database. However, unlike [8], and [154], we did not require a very large number of outlier samples to train our classifier to become outlier resistant. This is because most of the outlier samples were handled/rejected by our segmentation scores (which were introduced in Chapter 7–Section 7.2), and not by our isolated digit classifiers (MLP and SVM).

After some trial training of our classifiers (MLP, and SVM) the number of neurons in the hidden layer of the MLP was set equal to 85 (it has 225 and 10 neurons in the input and output layers, respectively). The parameters $\sigma$ and $C$ of the SVM.rbf classifier were also set equal to 1.15 and 10, respectively. The performances of our classifiers after training
on the CENPARMI isolated handwritten digit database are presented in Table 10. As it shows, our MLP, and SVM classifiers could reach the recognition rate of 98.03% and 98.90% on the testing set of the CENPARMI isolated digit database. Table 10 also shows that the performances of our two classifiers on the testing set are a little lower than the results reported by [43] (using SVM.rbf). Although our isolated digit classifiers have a little lower performance in isolated digit recognition than [43], our system shows outlier resistance and a very good overall performance. We will discuss this issue and compare the performance of our system with other systems in the recognition of numeral strings in Sections 8.6 and 8.8, respectively.

Figure 66: Some samples of the CENPARMI isolated handwritten digit database.

<table>
<thead>
<tr>
<th></th>
<th>Our Approach</th>
<th>Approach in [43]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLP</td>
<td>SVM.rbf</td>
</tr>
<tr>
<td>Training Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(4000 Samples +</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1660 Outlier</td>
<td>99.81</td>
<td>99.92</td>
</tr>
<tr>
<td>samples)</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>98.03</td>
<td>98.90</td>
</tr>
<tr>
<td></td>
<td>1.97</td>
<td>1.10</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>99.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.95</td>
</tr>
<tr>
<td>Testing Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(2000 Samples)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 10: Performance evaluation of our classifiers on CENPARMI isolated digit Database. (N.A. stands for not applicable.)

8.5 Adjusting Parameters of our Genetic Algorithm

Genetic algorithms have several parameters such as probability of reproduction ($P_r$), probability of crossover ($P_c$), probability of mutation ($P_m$), size of the initial population ($M$),
and maximum number of generations \((G)\). Before using GA, these parameters must be adjusted. In order to adjust these parameters the same samples of numeral strings that were used in testing of segmentation module (1800 numeral strings) were also used to adjust the parameters of our genetic algorithm (GA). After some trial adjustment, the parameters of our GA were determined as shown in Table 11. In this table, \(n\) is the number of cutting paths generated by our segmentation algorithm. For short numeral strings where \(n\) is less than or equal to 5, the total number of possible segmentation hypotheses \(2^n\) will be less than or equal to 32. In these cases, our search algorithm conducts an exhaustive search on the population of segmentation hypotheses, instead of a GA search, but in the other cases (where \(n \geq 5\)) it conducts a GA search.

As shown in the flowchart in Figure 22, our genetic search (GA) starts with a random population of chromosomes, where each chromosome has \(n\) binary genes. Then it searches for the optimum solution by updating the population using genetic operations. Our GA terminates in two cases: first, it terminates if a solution is found with desired fitness (a solution where its confidence is greater than a threshold of \(T_1\); \(T_1\) is shown in Figure 22). Second, it terminates if the number of iterations (generations) reaches the maximum number generations \((G)\), and no other good solution has been found. For the former case, the algorithm accepts the string, and it outputs the labels and corresponding confidence values for the string. For the latter case, the algorithm rejects the input string. In our experiments, the rejection level of the system was controlled by adjusting the acceptance/rejection threshold \((T_1)\). In our experiments, a typical value for \(T_1\) was set equal to 0.80. In the next section, we will present the overall numeral string recognition results produced by our system.

Table 11: Parameter values for our genetic algorithm.

<table>
<thead>
<tr>
<th>(P_r)</th>
<th>(P_c)</th>
<th>(P_m)</th>
<th>(M)</th>
<th>(G)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4</td>
<td>0.55</td>
<td>0.05</td>
<td>32</td>
<td>(2^{[n/2]})</td>
</tr>
</tbody>
</table>
8.6 Numeral String Recognition Results

Many researchers have used the NIST NSTRING SD19 Database in order to evaluate their segmentation/recognition systems. For example, NIST NSTRING SD19 Database (hsf.7 series) was used by researchers in [9], [150], and [76]. Authors in [8], also used NIST NSTRING SD19 for some of their experiments, but they only reported the results on numeral strings with lengths 3 and 6, and they used fewer string images (1471 images, for each string length). In order to compare our results with all these researchers, we also used the NIST NSTRING SD19 Database for our experiments, and we used the same test images and string lengths used in [9], [150], and [76] (reference [8] used only a subset of those images).

Table 12 summarizes the segmentation/recognition rates of our system on numeral strings of lengths 2, 3, 4, 5, 6, and 10 digits. In this table, we report the results of our system with two different isolated digit classifiers: MLP, and SVM under two different conditions: first, without using segmentation scores, and using only the recognition scores (columns 3-6); second, using segmentation scores in addition to the recognition scores (columns 7-10). In the former case, segmentation hypotheses are evaluated based on their recognition scores produced by the isolated digit classifiers (MLP, or SVM), without using any contextual information. In the latter case, in addition to the recognition scores, contextual information (segmentation scores) are also used to evaluate the segmentation hypotheses. The results of these two cases at zero rejection level for the MLP and SVM classifiers, can be compared from columns 3 to 7 and 6 to 10 of Table 12, respectively. This comparison shows that using segmentation scores (contextual knowledge) improves the results of the numeral string recognition system. The average improvement for the case of MLP is 7.85%, and for the case of SVM it is 5.21%.

For simplicity, we also provide the results only for the MLP classifier at two different levels of errors (less than 1%, or 0.5%) by changing the acceptance/rejection threshold ($T_1$). As seen in Table 12, on average, our system can correctly segment, and recognize 95.28% (in case of MLP), and 96.42% (in case of SVM) of the test samples from NIST NSTRING SD19 (hsf.7) Database at a zero rejection level. In Table 13 a summary of our best results using
segmentation scores taken from Table 12 is compared with the best results of similar approaches found in the literature. This table shows that our results using segmentation scores compare favorably to those existing in the literature [8, 9, 150, 76].

Table 12: Recognition rates of our system on the numeral strings from NSTRING SD19, using two different classifiers: MLP and SVM, and in two different situations: without and with segmentation scores (contextual knowledge).

<table>
<thead>
<tr>
<th>String Length</th>
<th>Number of Strings</th>
<th>Col# 1</th>
<th>Col# 2</th>
<th>Col# 3</th>
<th>Col# 4</th>
<th>Col# 5</th>
<th>Col# 6</th>
<th>Col# 7</th>
<th>Col# 8</th>
<th>Col# 9</th>
<th>Col# 10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Without Segmentation Scores</td>
<td>With Segmentation Scores</td>
<td>MLP</td>
<td>SVM</td>
<td>MLP</td>
<td>SVM</td>
<td>MLP</td>
<td>SVM</td>
<td>MLP</td>
<td>SVM</td>
</tr>
<tr>
<td>2</td>
<td>2370</td>
<td>92.06</td>
<td>87.05</td>
<td>85.56</td>
<td>96.05</td>
<td>97.87</td>
<td>92.20</td>
<td>90.77</td>
<td>98.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2385</td>
<td>89.39</td>
<td>84.79</td>
<td>83.04</td>
<td>91.43</td>
<td>96.43</td>
<td>90.06</td>
<td>87.18</td>
<td>97.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2345</td>
<td>88.20</td>
<td>83.63</td>
<td>81.00</td>
<td>91.07</td>
<td>95.17</td>
<td>87.91</td>
<td>85.04</td>
<td>96.16</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2316</td>
<td>85.75</td>
<td>81.91</td>
<td>79.05</td>
<td>88.05</td>
<td>94.91</td>
<td>86.97</td>
<td>84.39</td>
<td>95.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2169</td>
<td>85.64</td>
<td>81.62</td>
<td>78.69</td>
<td>88.69</td>
<td>94.26</td>
<td>83.01</td>
<td>80.43</td>
<td>96.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1217</td>
<td>83.51</td>
<td>79.75</td>
<td>78.13</td>
<td>86.13</td>
<td>93.01</td>
<td>81.12</td>
<td>79.05</td>
<td>94.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average Rates</td>
<td>—</td>
<td>87.43</td>
<td>81.56</td>
<td>80.91</td>
<td>90.07</td>
<td>95.28</td>
<td>86.88</td>
<td>84.47</td>
<td>96.42</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 13: Comparison of the recognition rates of our approach (using segmentation scores) with similar approaches on the test samples of NIST NSTRING SD19. (Reference [8] used only a subset of the test samples for their experiments.)

<table>
<thead>
<tr>
<th>String Length</th>
<th>Number of Strings</th>
<th>Col# 1</th>
<th>Col# 2</th>
<th>Col# 3</th>
<th>Col# 4</th>
<th>Col# 5</th>
<th>Col# 6</th>
<th>Col# 7</th>
<th>Col# 8</th>
<th>Col# 9</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Results by [76]</td>
<td>Results by [9] (MLP)</td>
<td>Results by [150] (SVM)</td>
<td>Results by [8]</td>
<td>Our Approach</td>
<td>MLP</td>
<td>SVM</td>
<td>MLP</td>
<td>SVM</td>
</tr>
<tr>
<td>2</td>
<td>2370</td>
<td>94.8</td>
<td>96.88</td>
<td>97.67</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>3</td>
<td>2385</td>
<td>91.6</td>
<td>95.38</td>
<td>96.26</td>
<td>95.60</td>
<td>96.82</td>
<td>96.43</td>
<td>97.23</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2345</td>
<td>91.3</td>
<td>93.38</td>
<td>94.28</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>95.17</td>
<td>96.16</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>2316</td>
<td>88.3</td>
<td>92.40</td>
<td>94.00</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>94.91</td>
<td>95.86</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>2169</td>
<td>89.1</td>
<td>93.12</td>
<td>93.80</td>
<td>95.58</td>
<td>96.74</td>
<td>94.26</td>
<td>96.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1217</td>
<td>86.9</td>
<td>90.24</td>
<td>91.38</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>93.01</td>
<td>94.25</td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>—</td>
<td>90.33</td>
<td>93.57</td>
<td>94.57</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>95.28</td>
<td>96.42</td>
<td></td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>±2.8</td>
<td>±2.3</td>
<td>±2.2</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>±1.7</td>
<td>±1.6</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Paired T-test analysis between different columns: ▲ (col#3 and col#8) P Value = 0.0001, ○ (col#3 and col#9) P Value = 0.0001, ● (col#4 and col#8) P Value = 0.0015, * (col#5 and col#9) P Value = 0.0006.

Some successful and unsuccessful segmentation-recognition results of our system on handwritten numeral strings from NSTRING SD19 are also shown in Figures 67 and 68, respectively. As these two figures indicate, there are four possible outcomes for the output of a handwritten numeral string segmentation-recognition system: correct segmentation-correct recognition, wrong segmentation-wrong recognition, correct segmentation-wrong recognition,
and wrong segmentation-correct recognition. The first and the last of these cases produce correct recognition results.

Figure 67: Successful examples of segmentation/recognition produced by our system. Numerical strings are taken from NSTRING SD19 Database.

![Numerical examples](image)

(a)-643(640) (b)-5601(561) (c)-58149(58199) (d)-5021(5021) (e)-25(25)

Figure 68: Unsuccessful examples of segmentation/recognition produced by our system. (a, and b) wrong segmentation-wrong recognition, (c) correct segmentation-wrong recognition, (d, and e) wrong segmentation-correct recognition

8.7 Statistical Analysis

In order to verify the statistical significance of the improvement of our results in Table 13 over other methods in that table, a statistical analysis using GraphPad InStat Software (Version
was performed. A paired T-test was applied and one-tailed P value less than 0.05 considered for a significant differences. These comparisons have been shown at the bottom of Table 13. This analysis has been performed on the results reported by Britto et al. [76] and Oliveira et al. [9, 150], and the results by Liu et al. [8] were not included (because they did not use all the samples in the database). The data in Table 13 passed the normality test, and the results based on 95% confidence interval and 5 degree of freedom were extremely significant for both our MLP and SVM classifiers.

8.8 Discussion

In this section, we discuss the results that we obtained in our experiments with handwritten numeral strings (Section 8.6), and we compare them with similar methods reported in the literature. There are two recent examples of numeral string recognition systems in the literature where researchers focused on improving the isolated digit classifiers in order to improve the overall performance of the system. First, researchers in [9] used MLP neural networks to function as an isolated digit classifier and as verifiers for the recognition of handwritten numeral strings, and then in [150] they substituted these MLP neural networks for Support Vector Machines with Radial Basis Function Kernels (SVM_rbf). Their results are shown in columns 4, and 5 of Table 13, respectively. Comparison of these two columns in Table 13 shows that although SVMs have a higher generalization power (and a higher computational cost) than neural networks in isolated digit recognition [43], substituting MLPs for SVMs could improve the performance of a numeral string recognition system by an average of around 1%. Secondly, researchers in [8] also studied the performances of various isolated digit classifiers on handwritten numeral string recognition and various training methods of those classifiers. They also found that using different isolated digit classifiers or using different strategies for their training can yield different performances in handwritten numeral string recognition. Comparison of their results for two sample classifiers (MLP Neural Network, and SVM_rbf) in columns 6, and 7 of Table 13, show that SVM_rbf has about 1.16% – 1.22% higher performance in numeral string recognition than MLP Neural
Networks. These results are consistent with the results of [9, 150, 50]. These two examples of systems for handwritten numeral string recognition show that there is a possibility to improve the performance of a numeral string recognition system slightly, by enhancing the isolated digit classifier module. However, in our experiments, unlike [9], [8], and [150] we kept our isolated digit classifiers (MLP and SVM) unchanged, and we only added the segmentation scores (as a source of contextual knowledge) to the system, and we were able to increase the performance of our system, to about 7.85% in the case of MLP, and 6.35% in the case of SVM, which are very significant improvements. The reason for this improvement can be explained as follows: isolated character classifiers (such as SVM, MLP, etc.) are designed, and trained in order to recognize single and independent components one at a time, so normally they do not use the contextual knowledge (such as comparisons of adjacent components, or comparison of relative sizes or relative positions of different components) in their decisions. Not using contextual knowledge, which is easily available in numeral strings, can cause isolated digit classifiers (even with a very high recognition power) to misrecognize many outliers, and to treat them as valid digits. This can explain why boosting the isolated digit classifier in a numeral string recognition system is not the most effective solution in order to improve the overall performance of the system.

Researchers in [8] also showed that training the isolated digit classifiers with many outlier samples (in addition to the original training samples), can improve the outlier resistance of those isolated digit classifiers, and subsequently this can improve the performance of those classifiers in handwritten numeral string recognition systems. However, our experiments showed that there were many outlier samples that could not be recognized/rejected by isolated digit classifiers, no matter whether those classifiers have been trained or not by the outlier patterns. Also, in order to train classifiers with outlier samples, a set with a very large number of outlier patterns is required. Currently, such a standard set of outlier samples is not available. Therefore, researchers have to use their own collected outlier samples. In summary, in systems which do not use segmentation scores (sources of contextual knowledge), correct segmentation-recognition of numeral strings only relies on the accuracy and the outlier resistance of the classifier. So, these systems are very dependent on the structure
and training method of the isolated digit classifier. In comparison, in our system, correct segmentation-recognition of numeral strings depends on two different factors: first the accuracy/outlier resistance of the classifier, and secondly, the segmentation scores. Since segmentation scores are independent of the classifier and they come from another source (contextual information), in our system the classifier has a less crucial rule in the performance, and this can also improve the reliability of the system.

8.9 Summary

In this chapter, we presented the experimental results of our modular system, and we compared them with similar systems in literature. All of our experiments in this chapter were conducted on handwritten isolated digits or numeral strings from the CENPARMI and NIST NSTRING SD19 databases. Here, first we compared our slant correction algorithm with other slant correction algorithms, and we showed the effects of slant correction on segmentation of handwritten numeral strings. Then, we compared the performance of our segmentation algorithm and our isolated digit classifiers with other segmentation algorithms and isolated digit classifiers in the literature. Adjusting the parameter of our system was also explained. Finally, we compared and discussed details of our experimental results with similar methods.
Part II

Towards Generalization and Applications
Chapter 9

Incremental Learning: Plasticity and Stability in Handwritten Digit Recognition Systems

In Chapters 7 and 8 (Sections 7.3 and 8.4, respectively), we designed and used MLP Neural Networks and SVM classifiers for the recognition of segmented digits and in order to produce recognition scores. Although Neural Networks (NN's) and Support Vector Machines (SVM's) both have a very good generalization power [43, 90], and they have received a great deal of attention over the last decade in many application domains, they both have a low incremental learning capacity [155]. In many applications such as character or digit recognition, new data and new styles of writing characters/digits are continuously introduced and added to already huge databases. Therefore, we require the introduction of recognition systems that operate incrementally that are able to learn new data.

In this chapter, in order to capture the very large variability that exists in the shapes and styles of handwritten digits, and in order to learn the new shapes/styles of digits incrementally, we introduce a new clustering algorithm. Our clustering algorithm is an incremental unsupervised learning algorithm that is able to continuously learn new shapes of digits from the same class (plasticity) and at the same time, it is able to remember the shapes of the digits that it has learned previously (stability) [19]. By applying our clustering algorithm
and by using a K-Nearest Neighbor classifier, we have designed a system that shows stability and plasticity in handwritten digit (character) recognition.

9.1 Needs for Plasticity and Stability in Digit Recognition Systems

The determination of a set of representative prototypes to be used by a pattern recognition system (or classifier) is a very challenging design step [156]. In the case of handwritten character recognition, finding representative prototypes can be very complex, first because of the very large variability that is exhibited by handwritten characters. Second, people’s handwriting styles normally change with time; therefore, new data samples/shapes of writing for characters/digits are introduced and continuously added to already huge databases. One way to tackle this challenge is to introduce handwritten recognition systems that adapt to new writing styles without forgetting the previously learned ones. Therefore, we require machine learning techniques in order to automate this task. Conventional machine learning techniques (such as conventional Neural Networks and SVM’s), in order to learn new patterns, must be retrained. In these machines, learning new patterns involves modifying all previously trained weights and adjusted parameters, and normally by retraining (learning) new prototypes, these machines forget the old learned prototypes. We need machine learning techniques (classifiers) which do not require retraining the entire set of weights (parameters) when a new pattern is learned. However, in conventional learning machines, in order to maintain the general performance of the system at a relatively high level, the retraining process should involve all the historical samples besides the new samples. So, we have to combine those samples into one huge data set and use it for retraining of the system. This is not efficient in terms of both time and space, and it is considered as one of the main challenges in the design of evolutionary, efficient and robust handwritten character recognition systems.

In pattern recognition (or machine learning), the ability to learn new patterns continuously is called plasticity, and the ability not to forget the previously learned patterns is called
stability [157]. There is a conflict between plasticity and stability. Simply speaking, there is always a question of how to keep learning new things without forgetting or destroying previously learned information [157, 158]. Adaptive Resonance Theory (ART) was proposed in order to resolve the plasticity-stability dilemma in machine learning [157]. In fact, all classifiers/learning systems should solve the plasticity-stability dilemma. Due to the challenges mentioned in the previous paragraph, we need handwritten character recognition systems that exhibit plasticity and stability in their learning. However, our literature survey showed that there has not been much research on implementing plasticity and stability in handwritten character recognition systems. In this chapter, in order to achieve plasticity and stability in handwritten digit recognition systems, we introduce a new clustering algorithm based on ART. We also introduce a new set of similarity measures that can compare similarities of the shapes of handwritten digits. Using our features, similarity measure, and clustering algorithm, handwritten digits are clustered based on their shapes, and the centers of different clusters for each digit are found. These centers of clusters (basic shapes) will function as representative prototypes which can efficiently model variations in each digit class. Finally, a K-Nearest Neighbor (K-NN) classifier, utilizing our similarity measure, is used to assign class labels to new samples based on their similarity to the prototype shapes of each digit. This system is able to incrementally learn the new shapes/styles of handwritten characters (shows plasticity), without forgetting the previously learned ones (shows stability).

In the next subsections, we will describe the details of our feature extraction, similarity measure, and our proposed clustering algorithm. Finally, we will show our experimental results.

9.2 Feature Extraction and Similarity Measures

Feature extraction and similarity measures are two essential components of any clustering method. They will be described in this section and applied in Section 9.3.
9.2.1 Feature Extraction

For feature extraction, we used the method that was presented and used in Chapter 7 (in Section 7.3). This feature extraction method is briefly reviewed here. Our method tries to reduce the variation in the shape of a digit through smoothing, slant correction, and normalization, and it utilizes a two-dimensional representation for the shapes or structures of digits. The details of preprocessing and feature extraction are illustrated in Figure 69.

Figure 69: (a) Original image, (b) Smoothed, slant corrected, and normalized image (45 by 45 pixels), (c) Skeleton of part b, (d) Reducing the resolution of the skeleton in horizontal and vertical directions by down sampling (1/3). The resulting (15 by 15 pixels) image in (d) is considered a (2D array) representation of the structure and style of writing of a digit.

9.2.2 Similarity Measures

Similarity or dissimilarity (distance) measures also play an important role in clustering, pattern recognition and classification. Researchers have investigated similarity/dissimilarity (distance) measures for a century, and currently many similarity/distance measures are available in the literature, such as: Euclidian distance, Inner product, Cosine Similarity, Hamming distance, Rogers-Tanimoto similarity [159], etc. Rogers-Tanimoto similarity can measure similarity between two binary feature vectors, so it can be used to measure the similarity of the shapes of digits in our representation. We adopted Rogers-Tanimoto similarity measure and we modified it a little bit by adding some adjustable weights for its terms which is explained as follows:

\[
S_{R-T}(X,Y) = \frac{X^tY + \bar{X}^t\bar{Y}}{X^tY + \bar{X}^t\bar{Y} + 2(X^t\bar{Y} + \bar{X}^tY)} \quad \text{(Rogers-Tanimoto Measure)} \quad (36)
\]
\[
MS_{R-T}(X, Y) = \frac{\alpha X^tY + \beta X^tY}{\alpha X^tY + \beta X^tY + \gamma (X^tY + X^tY)} \quad \text{(Our Modified Measure)} \quad (37)
\]

Here, \(X\) and \(Y\) are two binary feature vectors (where zeros stand for white pixels, and ones stand for black pixels), and \(X^tY\) stands for the inner product of the two vectors. \(\alpha\), \(\beta\), and \(\gamma\) are adjustable non-negative weights (credits) where at least one of them must be non-zero. Each term in Rogers-Tanimoto similarity has a meaning as follows: \(X^tY\) shows the positive matching (black to black matching pixels); \(X^tY\) shows the negative matching (white to white matching pixels); \(X^tY\) and \(X^tY\) show non-matching cases between two input vectors (black to white pixels or white to black pixels, respectively). Rogers-Tanimoto similarity measure always assigns a score value between 0 and 1 for the similarity of two pattern vectors. If two pattern vectors, \(X\) and \(Y\), are exactly the same, their similarity, based on this measure, will be equal to 1. Whenever the two pattern vectors are completely dissimilar (for example, logical complements of each other), their similarity measure is equal to 0. In addition to the above properties, our modified measure in Equation 37 introduces a bigger family of similarity measures which enables us to apply different weights or credits for positive matching (black to black pixels matching) and negative matching (white to white pixels matching), or larger weights for non-matching cases (in the denominator) in order to penalize those non-matching cases (and to obtain more restricted similarity measures).

We can say that Rogers-Tanimoto similarity is a special case of this family where both \(\alpha\) and \(\beta\) are equal to 1, and \(\gamma\) is equal to 2. In our modified version, the greater the ratio of \(\gamma = \frac{\gamma}{\max(\alpha, \beta)}\), the more restricted the similarity measure (more sensitive to non-matching cases) will be, and the lower the ratio \(\gamma = \frac{\gamma}{\max(\alpha, \beta)}\), the more flexible the similarity measure (less sensitive to non-matching cases) will be. If we choose \(\alpha = \beta (\neq 0)\), we can write our similarity measure as follows, which has only one control parameter, denoted by \(\gamma^*\):

\[
MS_{R-T}(X, Y) = \frac{X^tY + X^tY}{X^tY + X^tY + \gamma^*(X^tY + X^tY)} \quad \text{(where } \gamma^* \geq 0 \text{)} \quad (38)
\]

In the next section, we explain our clustering algorithm.
9.3 Clustering Algorithm

Data clustering is one of the most traditional and important issues in computer science. Cluster analysis aims at discovering groups and identifying meaningful distributions and patterns in large datasets. Numerous clustering algorithms have been proposed in the literature, and some methods such as K-Means clustering are very popular [67]. See [160] for a recent survey of clustering algorithms. In recent years, due to emerging complex applications such as data and text mining, data clustering has attracted a new round of attention [158]. In many applications, such as handwritten recognition or data mining in dynamic environments, databases are growing. Designing efficient and robust clustering algorithms that can cluster patterns incrementally is very challenging. As a result, few works for the development of incremental clustering algorithms have been found in the literature [158]. ART clustering algorithm (ART neural network) is one of the algorithms that has incremental learning capabilities. ART is a type of unsupervised learning algorithm that tries to assign an input pattern into one of the stored categories depending on which stored pattern it most resembles. If the input pattern does not match any stored pattern within a system parameter $\delta$ (called vigilance factor; here, we refer it as minimum similarity threshold), a new category is created, and no stored pattern is destroyed or changed. We took the basic idea of this algorithm, and we modified it as follows. In our method, in order to improve the generalization in learning, whenever the centers of the neighboring clusters (categories) become very close to each other, (based on the chosen similarity or distance measure), they will be merged into one cluster as illustrated in Figure 70.

The pseudo code of our algorithm is shown in Figure 71, where the minimum similarity threshold $0 \leq \delta \leq 1$ is the only parameter that must be adjusted before running the algorithm. In each cluster, each pattern (member of the cluster) must have a similarity at least of $\delta$ to the center of that cluster, in other words a pattern is assigned to a cluster with maximum similarity if that similarity is greater than $\delta$. Otherwise, a new cluster is created for that pattern. Unlike offline clustering algorithms (such as K-Means), here, we do not
Figure 70: New incoming data may push the centers of some previously learned clusters towards each other. By merging these (smaller) clusters, gradually bigger clusters are emerged (more general concepts or better generalizations are achieved).

specify the number of clusters a priori, and we do not require all the patterns to be present at the beginning of the clustering process. Also, unlike K-Means, in order to find the centers of clusters, our algorithm scans (visits) all the input patterns only once, and it does not iterate over the input patterns several times. These properties of the algorithm make it suitable for the clustering of incoming online patterns (incremental learning).

<table>
<thead>
<tr>
<th>Clustering Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Adjust the minimum similarity threshold (0 \leq \delta \leq 1).</td>
</tr>
<tr>
<td>2 \text{Cluster_centers_list} = \phi.</td>
</tr>
<tr>
<td>3 Read the next pattern.</td>
</tr>
<tr>
<td>4 Find the most similar cluster center to the pattern in \text{cluster_centers_list} with similarity greater than (\delta).</td>
</tr>
<tr>
<td>\textbf{If found:} assign the pattern to that cluster; Adjust cluster center; If this new center becomes close (with similarity greater than (\delta)) to any other center, then merge the corresponding clusters as one cluster; Update the \text{cluster_centers_list}.</td>
</tr>
<tr>
<td>\textbf{If not found:} build a new cluster, and insert the input pattern into the \text{cluster_centers_list} as a new cluster center.</td>
</tr>
<tr>
<td>5 Repeat steps in 3-4 for all the input patterns.</td>
</tr>
<tr>
<td>6 Output \text{cluster_centers_list}.</td>
</tr>
</tbody>
</table>

Figure 71: Our clustering algorithm.
9.4 Experimental Results

For our experiments on handwritten isolated digits, similar to Chapter 8, we used the CENPARMI isolated digit database. As we mentioned in that chapter (8), handwritten samples in the CENPARMI database show more variations in their shapes, compared to similar handwritten databases. This database has 4000 training samples (400 samples per digit) and 2000 testing samples (200 samples per digit). Here, for implementing our similarity measure, we considered equal weights for black to black and white to white matching pixels. Therefore, we used Equation 38 for computing the similarity. After some initial adjustments, we set $\gamma^*$ (parameters of our similarity measure) equal to 3.5, also we set $\delta$ (minimum similarity threshold in our clustering algorithm) equal to 0.75. We applied our clustering algorithm to all training samples of each digit in the CENPARMI database (400 training samples per each digit). Afterwards, we found the centers of the clusters for each digit. We considered those centers as candidate prototypes for the shapes of digits. Two examples of clusters found by our algorithm, (one for digit 4 and one for digit 5) are shown in Figure 72. The centers of these clusters, have also been identified by rectangular bounding boxes. In our method, the center of a cluster is a pattern that has a basic shape which contains most of the common structural parts (common features) of the other patterns in its corresponding cluster. By adding new samples to a cluster, its center can change. In fact, after adding a new sample to a cluster, the algorithm updates the center to a pattern which has maximum similarity to all the patterns of that cluster.

Figure 73 shows all the cluster centers obtained for digits 4 and 2. Table 14 shows the number of all the cluster centers obtained per digit class. With the above parameter values of $\gamma^*$ and $\delta$, our clustering algorithm was able to find, in total 345 clusters of different shapes, which is much smaller than the number of training samples found in the CENPARMI database (4000). This greatly reduces the computation time, and memory space required for the system, yet it maintains the high performance, using fewer prototypes.
Figure 72: Two samples of clusters obtained by our algorithm. (a) One of the clusters obtained for digit 4, this cluster has 55 samples. (b) One of the clusters obtained for digit 5, this cluster has 19 samples. For both these clusters our clustering algorithm has identified one of the patterns as the center (representative or prototype, shown in a rectangular bounding box). Here, the center of a cluster is defined as a basic shape which contains most of the common structural parts of the other patterns in that cluster.

Table 14: Number of clusters (prototypes) per digit class in the training set of the CENPARI database.

<table>
<thead>
<tr>
<th>Digit</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Clusters</td>
<td>12</td>
<td>4</td>
<td>29</td>
<td>47</td>
<td>43</td>
<td>32</td>
<td>42</td>
<td>44</td>
<td>57</td>
<td>35</td>
<td>345</td>
</tr>
</tbody>
</table>

The classifier used in our experiments was based on the K-Nearest Neighbor rule: an input digit is compared against all the prototypes (centers of all the clusters for all digits) and the most K similar ones vote for its classification. In our experiments, we took K=3. We applied our classifier to all testing samples (200 samples per class) in the CENPARI digit database, and the results for all the classes are shown in Table 15. Our overall recognition result on the CENPARI test set was 98.75%. In Table 16 this result has been compared with the result that reported by Lu et al. [43] using the CENPARI database. Reference [43] reported one of the highest results in the literature on CENPARI isolated handwritten digit database.

Table 15: Recognition rates per digit class and overall recognition rate in the testing set of the CENPARI database.

<table>
<thead>
<tr>
<th>Digit</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recog. Rate (%)</td>
<td>99.55</td>
<td>99.33</td>
<td>98.74</td>
<td>98.33</td>
<td>97.64</td>
<td>99.04</td>
<td>99.10</td>
<td>98.15</td>
<td>98.79</td>
<td>98.84</td>
<td>98.75</td>
</tr>
</tbody>
</table>
Figure 73: (a) Centers of clusters (43 prototypes) found for digit 4, and (b) Centers of clusters (29 prototypes) found for digit 2 in the training set of the CENPARMI isolated handwritten digit database.

Table 16: Performance evaluation of our system in isolated digit recognition on CENPARMI handwritten isolated digit database.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Our approach (Our clustering + KNN)</th>
<th>Approach in [43] (SVM, rbf)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Roc(%)</td>
<td>Err(%)</td>
</tr>
<tr>
<td>CENPARMI Training set</td>
<td>99.85</td>
<td>0.17</td>
</tr>
<tr>
<td>CENPARMI Testing set</td>
<td>98.75</td>
<td>1.25</td>
</tr>
</tbody>
</table>

As this table shows, the results using our method here is a little bit lower than the results obtained by SVM (using rbf kernels)[43]. However, our goal here was not to reach the maximum recognition rate, but instead to design a system which shows plasticity and stability (high ability for incremental learning) in handwritten isolated digit recognition [19].

9.5 Summary

In this Chapter, we considered the problem of incremental learning in the handwritten recognition systems. We presented a generalized set of similarity measures for comparing the shapes of handwritten digits (characters), and we presented a new clustering algorithm for improving plasticity and stability of handwritten character recognition systems. Our clustering algorithm, for new shapes of different digits (or new shapes of the same digits) which are dissimilar, creates new clusters. Our clustering algorithm, adaptively allows the
learned clusters to be merged to make bigger clusters (broader concepts). Also it is able to automatically determine the optimal number of clusters in the input data. Unlike off line clustering algorithms, our method scans the input data just once, so it is normally faster, and it can be used for clustering on line input data. We built a system which is able to incrementally learn new handwritten styles (shapes) of characters, without forgetting the previously learned ones (shows plasticity and stability in handwritten digit recognition).
Chapter 10

A Genetic Based Particle Swarm Optimization (GBPSO) Model

In Chapter 6, we proposed an evolutionary method (based on GA’s) for searching and optimization of segmentation hypothesis. In this chapter, considering basic properties of GA’s and another important evolutionary algorithm (so-called Particle Swarm Optimizer (PSO) [4, 5]), an extension for evolutionary optimization algorithms is proposed. Here, a general model which is called Genetic Based Particle Swarm Optimization (GBPSO) model is developed. In the original GA or PSO methods, the size of the population (swarm) is fixed. In our model, we introduce birth and death as two general population operations (instead of regular evolutionary operations) in order to make the population dynamic. Similar to the natural species that their birth and mortality rates change over time, our model allows oscillations in the size of the populations due to such changes. In our model, as part of its history, the swarm (population) remembers records of its good (high fitness) particles, even after their deaths. Compared to the original Genetic Algorithms and PSO models, our strategy proposes a more natural simulation of the social behavior of intelligent animals. The experimental results show that compared to the original PSO, our GBPSO model can reach broader domains in search spaces and can converge faster in very high dimensional and complex environments. In this chapter, first we give some background information about PSO optimization, then we present the details of our proposed GBPSO as a general evolutionary
optimization model, and finally we show our comparison results.

10.1 Particle Swarm Optimization

Here, we give a short description of the main concepts for the Particle Swarm Optimization (PSO) technique. A detailed description of PSO can be found in [4, 5, 161]. PSO was originally designed and introduced by Eberhart and Kennedy in 1995 [4, 5]. The PSO algorithm is an adaptive algorithm, which involves simulating the social behavior of a group of bees, birds or a school of fish. In PSO, individuals (each one is referred to as a particle) fly through a multidimensional search space. Each particle is represented by a point (vector) in the multidimensional search space, and a population of particles (so-called swarm) adapts by moving stochastically towards previously successful regions of the space. A particle swarm has two primary operations: velocity update and position update. At every iteration, each particle accelerates towards the particle's best previous position and the global best position (or the local best position in its neighborhood). In each generation, each particle updates its velocity vector based on its current velocity, the distance from its best previous position, and the distance from the global best position (or the local best position). The new velocity vector of each particle is then used to update its new position vector in the new generation. The PSO process is then iterated a fixed number of times, or until a minimum error based on some performance index is achieved. It has been shown that this simple model can deal with difficult optimization problems efficiently [161]. Some researchers compared PSO and GA's and they have shown that PSO shares the ability of genetic algorithms to handle arbitrary nonlinear functions, but with a much simpler implementation [162]. Some other researchers have also shown that the hybrid GA and PSO possess better abilities to find the global optimum than the standard GA and PSO algorithms [163].

There are two versions of the PSO algorithm: continuous and discrete. The original PSO described above has been developed for solving continuous optimization problems. However, lots of practical engineering problems are formulated as discrete combinatorial optimization problems. In addition, researchers frequently model continuous domain problems in binary
(discrete) terms, and they solve those problems in discrete high dimensional spaces, featuring qualitative distinctions between levels of variables. Typical examples of discrete optimization include problems which require the ordering or permutation of discrete elements, such as scheduling or routing problems. Although PSO have been used recently for solving optimization problems in different domains, the overall situation still seems to be as it was in 2001 [164]. At that time, Kennedy and Eberhart wrote in their book [161]: "...we are looking at a paradigm in its youth, full of potential and fertile with new ideas and new perspectives...researchers in many countries are experimenting with particle swarms...many of the questions that have been asked have not yet been satisfactorily answered". In 1997, Kennedy and Eberhart introduced a discrete (binary) version of PSO for discrete optimization problems [165]. Our literature survey has shown that compared to continuous PSO, binary PSO has not been used extensively for optimization, and it is still at the beginning stages of its development and research.

Although evolutionary algorithms such as GA and PSO have been used extensively, to the best of our knowledge there has been no research on general variable size population models of evolutionary algorithms, and most of the research has focused only on special cases of variations in the populations such as saw-tooth population model in [6]. In this chapter, we propose a general population model for evolutionary algorithms, and we utilized it in order to improve the performance of original PSO model. In our expansion, we add important operations called birth and death to the PSO model, in order to make the population more dynamic. Our model allows a variable population size of PSO, such that the size of the population (swarm) can oscillate or change as a result of the changes in the birth and mortality rates. Also, we add history over generations to our PSO model, so that the model remembers the records of its high fitness individuals even after their death or removal of those individuals from the population. Our proposed GBPSo model can be considered as a unified generalized (hybrid) model for both Genetic Algorithms (GA's) and Particle Swarm Optimization methods [20]. So, it can exhibit advantages of both methods in the searching of complicated search spaces or the optimization of difficult objective functions. We have also applied our proposed GBPSo for optimization of some standard test functions, and
have compared its performance with the original PSO method.
In the next two sections, we will present some background information about two important
versions of particle swarm optimization: continuous and binary versions.

10.2 Continuous Particle Swarm Optimizer

In this section, we describe the basic concepts and the equations used in PSO model [4,
5, 161]. Like GA, PSO is a population-based search and optimization algorithm, however,
in PSO all the members of the population (particles) move around and search for food
(the optimum). So, in PSO each particle in the search space has a current location, direction
and velocity of movement. Assume that the search space for an optimization problem
is d-dimensional. The $i^{th}$ particle of the population (swarm) can be represented by a d-
dimensional position vector $X_i = (x_{i1}^1, x_{i2}^2, \ldots, x_{id}^d)$. The rate of changes in position (velocity)
for the $i^{th}$ particle is represented by another d-dimensional vector $V_i = (v_{i1}^1, v_{i2}^2, \ldots, v_{id}^d)$. The
best previously visited position of the $i^{th}$ particle is denoted as $P_{i\text{best}} = (p_{i1}^1, p_{i2}^2, \ldots, p_{id}^d)$. Also
assume that $g$ is the index of the individual in the swarm which currently has the best fitness,
therefore its position is denoted by $P_{g\text{best}} = (p_{g1}^1, p_{g2}^2, \ldots, p_{gd}^d)$. For each generation, the particles
are manipulated according to the following equations for their velocity and position:

\begin{align}
    v_{ik}^k &= v_{ik}^k + c_1 \varphi_1 (p_{ik}^k - x_{ik}^k) + c_2 \varphi_2 (p_{gk}^k - x_{ik}^k) \quad (39) \\
    x_{ik}^k &= x_{ik}^k + v_{ik}^k \quad (40)
\end{align}

where $c_1$ and $c_2$ are positive constants, and $\varphi_1$ and $\varphi_2$ are random numbers, uniformly
distributed between 0, and 1. Some researchers have shown that setting each of $c_1$ and $c_2$
equal to 2 gets the best overall performance. Figure 74 shows the vector representation
of these equations. The new velocity and position vectors in Equations 39, and 40 may
be updated to take some constraints into account. The most common one for the velocity
vector is to check that the maximum velocity in each dimension is within a specified range:
$[-v_{i\text{max}}^k, v_{i\text{max}}^k]$. The most common constraint for a position vector is the interval constraints:
the new position vector has to be within a given interval (continuous, or binary) to be considered inside the search space. The pseudo-code of the basic PSO procedure is given as follows in Figure 75. The PSO procedure described here essentially handles continuous optimization problems. In the next section, we will look at discrete PSO.

Figure 74: Vector representation of Equations 39 and 40.

10.3 Discrete (Binary) Particle Swarm Optimizer

Kennedy and Eberhart developed a discrete binary version of PSO for binary problems [165]. They proposed a model wherein the probability that a particle will decide “yes” or “no” (“true” or “false”), or will make some other binary decision, is a function of personal and social factors as follows:

\[
\begin{align*}
\text{Prob}(x_i^k = 1) &= f(x_i^k, v_i^k, p_i^k, p_g^k) \\
\text{Prob}(x_i^k = 0) &= 1 - \text{Prob}(x_i^k = 1)
\end{align*}
\]  

(41)

(42)

Here, \(\text{Prob}(x_i^k = 1)\) is the probability that a particle will choose 1 for its next movement in the dimension \(k\) \((k \in \{1, 2, 3, \ldots, d\})\), and \(\text{Prob}(x_i^k = 0)\) is the probability that a particle
**PSO Procedure**

For each particle in the population

- Initialize the particle (its position and its velocity)

End

Repeat

- For each particle

  - Compute its fitness value. If its fitness value is better than its previous best fitness \( P_{i\text{best}} \) set the current value as its new \( P_{i\text{best}} \).

End

Find the particle with the best fitness \( P_{\text{best}} \) and consider it as the best particle of the population \( P_{\text{best}} \)

For each particle

- Compute its velocity: based on Equation 39
- Update its position: based on Equation 40

End

Until the maximum number of iterations or stopping criteria are attained.

End PSO Procedure

Figure 75: Pseudo code of original PSO Algorithm.

will choose 0 for its next movement in the dimension \( k \). The parameter \( v_i^k \) (predisposition for each particle) is calculated similarly to the continuous case based on Equation 39, and it will function as a probability threshold to make one of the two decisions \( (0 \text{ or } 1) \). If \( v_i^k \) is higher, the individual is more likely to choose 1, and lower values will yield to the choice of 0. Such a threshold needs to stay in the range of \([0, 1] \). The sigmoidal function shown in Equation 43, and in Figure 76, maps the interval of \( v_i^k \) to a range of \([0, 1] \):

\[
s(v_i^k) = \frac{1}{1 + \exp(-v_i^k)}
\]

(43)

Final binary decision making is based on the following rule:

\[
x_i^k = \begin{cases} 
1 & \text{if } \rho_i^k < s(v_i^k) \\
0 & \text{otherwise}
\end{cases}
\]

(44)

Here, \( \rho_i = [\rho_i^1, \rho_i^2, \rho_i^3, \ldots, \rho_i^d] \) is a random vector which is chosen from a uniform distribution in the interval of \([0, 1] \). As shown in Figure 76, we can limit \( v_i^k \) so that \( s(v_i^k) \) does not
approach too closely to 0 or 1. A constant parameter $V_{max}$ can be set at the start of the algorithm to limit the range of $s(t^k_i)$. Normally, $V_{max}$ is set within the range of $[-4.0, +4.0]$, so that there is always at least a chance (probability $\geq 0.0180$) that a bit state change can occur. The entire PSO algorithm of the binary version is almost the same as that of the basic continuous version in Section 10.2, except that it uses the above decision rule. In the next section, we will introduce our GBPSO model.

## 10.4 Genetic Based Particle Swarm Optimizer

Our Genetic Based Particle Swarm Optimizer (GBPSO) is a generalized evolutionary algorithm (a novel generalization of both PSOs and GAs). In our model, in order to improve the dynamism of the population (swarm), and to increase the exploration power of its particles, we introduce birth and mortality rates into the population [20]. In each generation,
particles (chromosomes) are updated similarly to particles in the PSO method, based on the rules and equations explained in Sections 10.2 and 10.3. However, in each generation after updating all the particles in the swarm, new individuals (children) are added to the swarm by birth operations, and also some particles of the current swarm die, and they are removed from the swarm, by death operation(s). In addition to birth and death rates in our model, we also maintain a history that keeps the information of high performance particles which have been removed from the swarm because of death operation. Dynamic swarm, birth and death operations, and history of the swarm are the main components of our GBPSO model, described in the following subsections.

10.4.1 Modeling of a Dynamic Swarm

In this section, we introduce the equations that model our dynamic swarm. Assume that at each generation $t$, the swarm has a birth and a death rate (mortality rate). The Birth rate (which is denoted by $b(t)$) is defined as: the number of births per unit population per unit of time. The death rate or mortality rate (which is denoted by $m(t)$) is defined as the number of deaths per unit population per unit of time. Here, both birth and death rates are considered as non-negative values ($b(t) \geq 0$ and $m(t) \geq 0$). The overall birth rate of the swarm (which is denoted by $r(t)$) can be defined as follows:

$$r(t) = b(t) - m(t) \quad \text{where: } \forall t \quad b(t), m(t) \geq 0$$

(45)

Although, $b(t)$ and $m(t)$ both are non-negative rates, $r(t)$ can be positive, zero, or negative. The population size at generation $t$ is denoted by $P(t)$. The overall birth rate $r(t)$ can affect the size of the population at the next generation ($P(t + 1)$) relative to the current size of the population ($P(t)$), as follows:

- If $r(t) > 0$, then $P(t + 1)$ is greater than $P(t)$
- If $r(t) = 0$, then $P(t + 1)$ is equal to $P(t)$
- If $r(t) < 0$, then $P(t + 1)$ is less than $P(t)$
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In order to derive the differential equation, which specifies the population (swarm) size, we consider how the population will change in a small time interval from \( t \) to \( t + \Delta t \). The change in the population size is directly proportional to the birth and mortality rates, \( \Delta t \), and the population size itself, as follows:

\[
[\text{change in population size}] = \text{[births]} - \text{[deaths]}
\]

\[
P(t + \Delta t) - P(t) \approx b(t).P(t).\Delta t - m(t).P(t).\Delta t
\]  \hspace{1cm} (46)

If we divide both sides of Equation 46 by \( \Delta t \), and let \( \Delta t \) approach zero, we can get the following differential equation, which models the size of the population (swarm) in different generations:

\[
P'(t) = (b(t) - m(t))P(t)
\]

\[
P'(t) = r(t)P(t)
\]  \hspace{1cm} (47)

This differential equation has a unique solution as follows, where \( c \) is a constant that depends on the initial size of the population at time \( t = 0 \) (denoted by \( P(0) \)).

\[
P(t) = e^{R(t)}, \quad \text{where: } R(t) = \int r(t)dt + c
\]  \hspace{1cm} (48)

Without loss of generality and in order to be able to find the solution to Equation 48, we have considered four different cases for the population and its birth rate \( b(t) \) and mortality rate \( m(t) \) as follows:

**Case I: Population with Constant Size**

If both \( b(t) \) and \( m(t) \) are chosen to be equal such that \( b(t) = m(t) \) \( \forall t \geq 0 \), then \( r(t) = 0 \), therefore, according to Equation 48, the population will be a constant size as follows:

\[
P(t) = P(0) = \text{Constant}
\]  \hspace{1cm} (49)
In particular, if $b(t) = m(t) = 0$, then we have the conventional PSO model (constant population size with no births and deaths). So, the original (conventional) PSO model is a special case of our GBPSO model.

**Case II: Population with Exponential Changes in Size**

If both $b(t)$ and $m(t)$ have different values such that $b(t) = c_1$ and $m(t) = c_2$ and $c_1 \neq c_2$, then $r(t)$ and $P(t)$ will be defined as follows:

$$r(t) = b(t) - m(t) = c_1 - c_2$$  \hspace{1cm} (50)

$$P(t) = e^{(c_1 - c_2)t + c} = P(0) \cdot e^{(c_1 - c_2)t}$$  \hspace{1cm} (51)

In this case, the population size will increase or decrease exponentially (depending on the relative values of $b(t)$ and $m(t)$).

**Case III: Population with Exponential-Sinusoidal Changes in Size**

If both $b(t)$ and $m(t)$ have general forms as follows:

$$b(t) = \alpha_1 \cos(\omega t + \theta_1) + \beta_1, \quad \text{where: } \beta_1 \geq \alpha_1 \geq 0$$  \hspace{1cm} (52)

$$m(t) = \alpha_2 \cos(\omega t + \theta_2) + \beta_2, \quad \text{where: } \beta_2 \geq \alpha_2 \geq 0$$  \hspace{1cm} (53)

Here, $\alpha_1, \alpha_2, \beta_1, \beta_2$, and $\omega$ are positive real numbers and they are normally chosen to be very small; and $\theta_1, \theta_2 \in [0, 2\pi]$. The condition $\beta_j \geq \alpha_j$ guarantees that both $b(t)$, and $m(t)$ will have non-negative values in all generations. If $\alpha_1 = \alpha_2$ and $\beta_1 = \beta_2$ and $\theta_1 = \theta_2$, this case will become Case I above. If $\alpha_1 = \alpha_2 = 0$, we have constant birth and mortality rates and this case will become Case II above. In the general form, by substituting $b(t)$, and $m(t)$ from Equations 52 and 53 into Equation 45, we can find $r(t)$ as follows:

$$r(t) = \alpha \cos(\omega t + \theta) + \beta$$  \hspace{1cm} (54)
Here, $\beta = \beta_1 - \beta_2$, and $\alpha$, and $\theta$ can be easily derived from $\alpha_1, \alpha_2, \theta_1$, and $\theta_2$ (refer to Appendix C). After replacing the $r(t)$ in the Equation 48, we can find the solution for the differential equation, as follows:

$$P(t) = P(0)e^{\left[\frac{\alpha}{\beta} \sin(\omega t + \theta) + \beta t - \frac{\alpha}{\beta} \sin(\theta)\right]}$$  \hspace{1cm} (55)

Considering this model for the population, we can simulate many different situations for our population. For example, if both $\alpha$, and $\beta$ are equal to zero, the population will always be fixed at $P(0)$ (conventional population models). If $\alpha$ is equal to zero, the size of the population will increase or decrease exponentially, corresponding to the sign of $\beta$ (+ or -, respectively). If $\beta$ is equal to zero, the size of the population will oscillate starting from the initial size ($P(0)$). If $\alpha$, and $\beta$ are both non-zero, the size of the population will oscillate, and it will increase (or decrease) exponentially. In all of these cases, parameter $\omega$ determines the speed (frequency) of the oscillations. The two examples below graphically show these situations.

**Example 1:**

In this example, we assume that the initial size of the population is equal to $P(0) = 30$, and we also assume that the birth and mortality rates of the population ($b(t)$, and $m(t)$) have been chosen as the following functions:

$$b(t) = 0.012 \cos(0.03t + \pi/12) + 0.5 \hspace{1cm} (56)$$

$$m(t) = 0.019 \cos(0.03t + \pi/3) + 0.5 \hspace{1cm} (57)$$

Oscillations or changes of these rates are shown in Figure 77-(a). Using the parameter values in the above equations of $b(t)$, and $m(t)$, we can obtain $\alpha = 0.0135$, $\beta = 0$, and $\theta = 25\pi/16$, which are required for the population function in Equation 55. By replacing these values, we can obtain the population size as a function of $t$ as shown in Equation 58. The graph of this function is also shown in Figure 77, where the size of the population is initialized at 30, and it oscillates while its minimum is fixed around 30, and its maximum is fixed at 73.
Figure 77: (a) Oscillation of the birth and mortality rates in Example 1, (b) Oscillation of the population size in Example 1.

\[ P(t) = 30e^{0.45\sin(0.03t + \frac{25\pi}{16}) - 0.45\sin(\frac{25\pi}{16})} \] (58)

**Example 2:**

In this example, again we consider the same initial size for the population \( P(0) = 30 \), and we choose slightly different birth and mortality rates for the population \( b(t), \) and \( m(t) \) from those in the first example, as follows:

\[ b(t) = 0.012\cos(0.03t + \pi/12) + 0.5 \] (59)
\[ m(t) = 0.019\cos(0.03t + \pi/3) + 0.4999 \] (60)

Oscillation of these rates are shown in Figure 78. Using the parameter values in the above equations of \( b(t), \) and \( m(t), \) we can obtain \( \alpha = 0.0135, \beta = 0.0001, \) and \( \theta = 25\pi/16. \) The population function is shown in Equation 61, and the graph of this function is also shown in Figure 78. As shown in this figure, the size of the population is initialized by 30 and it is oscillating, while its minimum, maximum, and the amplitude of its oscillations are slowly
increasing. This population model can be useful in cases where, after many generations, we want to gradually increase the number of particles in the swarm (adaptively using more particles to search a complicated landscape).

![Birth rate and Mortality rate](a)  ![Population size oscillation](b)

Figure 78: (a) Oscillation of the birth and mortality rates in Example 2 (these oscillations are slightly different from Example 1), (b) Oscillation of the population size in Example 2 (here, the population size is gradually increasing).

\[
P(t) = 30e^{\left[0.45 \sin(0.03t + \frac{2\pi}{16}) + 0.0001t - 0.45 \sin(\frac{2\pi}{16})\right]} \tag{61}
\]

Case IV: Population with Linear Changes in Size

If \(g(t)\) is a positive valued (\(\forall t \geq 0 : g(t) > 0\)), and if it is differentiable (\(\forall t \geq 0 : g'(t)\) exists), in this case it is possible to choose \(b(t)\) and \(m(t)\) such that:

\[
r(t) = b(t) - m(t) = \frac{g'(t)}{g(t)}, \quad \forall t \geq 0 \tag{62}
\]

In this case, according to Equation 48, \(P(t)\) can be calculated as follows:

\[
P(t) = e^{\ln(g(t)) + c} = e^c \cdot g(t) = k_1 \cdot g(t) \quad (k_1 : \text{constant, depends on } P(0)) \tag{63}
\]
In this case, the population form is dependent on the form of the function \( g(t) \). For example, if \( g(t) \) is linear, polynomial, or exponential, the form of \( P(t) \) also will be linear, polynomial, or exponential, respectively. Consider the following example of a linear \( P(t) \),

**Example 3:**

Assume that \( b(t) \) and \( m(t) \) have been chosen as follows, and the initial population size is \( P(0) = 20 \).

\[
\begin{align*}
    b(t) &= \frac{18}{10t + 20} \\
    m(t) &= \frac{8}{10t + 20}
\end{align*}
\]  
(64)

(65)

then \( r(t) \) will be calculated as follows:

\[
    r(t) = b(t) - m(t) = \frac{10}{10t + 20}
\]  
(66)

According to Equation 48, \( R(t) \) and \( P(t) \) can be calculated as follows:

\[
\begin{align*}
    R(t) &= \ln(10t + 20) + c \\
    P(t) &= e^{\ln(10t + 20)} = 10t + 20
\end{align*}
\]  
(67)

(68)

Figure 79 shows the graph of the changes of \( b(t) \), \( m(t) \) and \( P(t) \) for this example. As seen in this figure the population size starts from 20 and it grows linearly (increases by 10 in each generation).

As shown in Cases I to IV, in our GBPSO model, the population size can change in different forms, and we are able to simulate any form of population function, such as constant, exponential, sinusoidal, linear, etc. In the following sections, we will model birth and death processes, and the history of the population.
10.4.2 Modelling of Birth Operations

In our GBPSO model, unlike PSO, there are birth operations. At each generation $t$, a subset of the particles in the swarm are randomly selected, in order to produce new children (birth). The particles in the selected subset are given equal chances to mate or mutate in order to produce new children. The new children will be included in the swarm and new information records (data structures) for them will be created and initialized. Here, unlike conventional Genetic Algorithms, the new children do not replace their corresponding parents, nor do they compete with their parents. In fact, here, the relationship between parents and children is some kind of collaboration or cooperation for reaching a shared goal.

At each generation $t$, the number of particles which are added to the swarm as new born particles are proportional to the birth rate $b(t)$ of the swarm. For example, at generation $t$, the number of particles that are born is calculated as follows:

$$num_{-}of_{-}new_{-}children = \lfloor P(t) \cdot b(t) \rfloor$$

(69)

Similar to genetic algorithms [124, 125], here, there are two different ways of producing new children: crossover and mutation. So, we can assume that we have two partial birth rates:
one birth rate for the children produced by crossover \( b_c(t) \), and another birth rate for the children produced by mutation \( b_m(t) \), such that:

\[
b(t) = b_c(t) + b_m(t), \quad \text{where} \quad b_c(t) = k_2 b_m(t)
\]  

(70)

Normally, the percentage of children produced by crossover is higher than the percentage of the children produced by mutation. Here, we assume that \( k_2 \in [1, 10] \) is a constant ratio of \( b_c(t) \), and \( b_m(t) \) (as a typical value in our experiments we took \( k_2 = 3 \)). Having \( k_2 \) and \( b(t) \), we can compute \( b_c(t) \), and \( b_m(t) \). Therefore, we can compute the number of parents for producing crossover and mutated children separately, as follows:

\[
\text{num. of crossover children}(t) = \lfloor P(t) b_c(t) \rfloor
\]  

(71)

\[
\text{num. of mutated children}(t) = \lfloor P(t) b_m(t) \rfloor
\]  

(72)

\[
crossover \text{ parents}(t) = \left\lfloor \frac{\lfloor P(t) b_c(t) \rfloor}{2} \right\rfloor
\]  

(73)

\[
mutated \text{ parents}(t) = \lfloor P(t) b_m(t) \rfloor
\]  

(74)

So, from the population at each generation \( t \), the number of \( crossover \text{ parents}(t) \) (pairs of particles) will be randomly chosen in order to produce crossover children (each pair of parents produces two crossover children). Also, \( mutated \text{ parents}(t) \) particles will be randomly chosen in order to produce mutated children.

### 10.4.3 Modeling of Death Operation

In our GBPSO model, unlike PSO, there is death operation. At each generation \( t \), a subset of the particles in the swarm are randomly selected (without considering their age or fitness), in order to be removed from their swarm (death). In fact, this process simulates removing those individuals in nature from their population which die for many different reasons such as: disease causing death, natural disasters, sudden changes in the environment, lack of food, or being hunted by predators, etc. The number of particles in the selected subset for death at each generation is proportional to the death rate \( m(t) \) of the swarm. For example, at
generation $t$, if the size of the population is denoted by $P(t)$, then the number of particles that must have died is calculated as follows:

$$\text{num.of.death}(t) = \lfloor P(t) \cdot m(t) \rfloor$$  \hspace{1cm} (75)

In order to simulate death, at each generation $t$, the $\text{num.of.death}(t)$ particles from the current swarm will be randomly chosen, and they will be marked as dead particles (their records can be physically removed from the swarm, as well). The particles in the selected subset are logically considered as dead, so there will be no further updates for their records (their positions and their speeds are not updated). In the next section, we will explain how a summary of the information of dead particles is saved in the history of the swarm.

10.4.4 Modeling the History of the Swarm

Unlike the original PSO, there is a history in our GBPSO algorithm, which saves the information of the best individuals which have died. At each generation, records of those particles which are marked as dead can be physically removed from the swarm. At the same time, the history of the swarm is updated to keep the information on the best particles(s) that have died. Therefore, if the best particle ($P_{\text{gbest}}$: particle with the highest fitness) is among those selected for death, its record will be kept in the history. In this way, the swarm can save the knowledge gained during past generations. In fact, at any generation, live particles of the swarm can use the knowledge, and the experiences of the best particle ($P_{\text{gbest}}$), even if it has died. This is a bit similar to elitism in Genetic Algorithms (GA’s). Elitism in GA’s ensures that the genes or information on the best individual(s) is always copied to the subsequent population, and in this way, good individuals will not be accidentally lost when combined with other individuals [6]. However, in our method, we keep the information on dead good individuals (high performance particles which died) in the history, not in the swarm.
10.4.5 Pseudo Code of Our GBPSO Algorithm

In this section, we put all the main elements of our GBPSO model (dynamic swarm, birth and death operations, and history) together, and we show a pseudo code of our algorithm. The general pseudo code of our GBPSO algorithm is shown in Figure 80. In the next section, we show the experimental results with our algorithm.

![Pseudo code for our GBPSO Algorithm](image)

Figure 80: Pseudo code for our GBPSO Algorithm.

10.5 Experimental Results

In this section, we will compare the performance of our proposed GBPSO method with the original PSO proposed by Kennedy and Eberhart [165]. For comparison, we investigated both methods on the minimization of a set of four standard test functions: Sphere, Rosenbrock, Griewangk, and Rastrigrin. Each of these four functions has a global minimum value equal to zero. The expressions of each of these functions for \( N \) input variables are given below, and their graphs for 2 input variables are shown in Figure 81.
\[ f(x) = \sum_{i=1}^{N} x_i^2 \quad \text{(Sphere)} \]  
\[ f(x) = \sum_{i=1}^{N-1} (100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2) \quad \text{(Rosenbrock)} \]  
\[ f(x) = \frac{1}{4000} \sum_{i=1}^{N} x_i^2 - \prod_{i=1}^{N} \cos \frac{x_i}{\sqrt{i}} + 1 \quad \text{(Griewangk)} \]  
\[ f(x) = \sum_{i=1}^{N} (x_i^2 - 10 \cos(2\pi x_i) + 10) \quad \text{(Rastrigin)} \]  

Figure 81: Graphs of four standard test functions for evolutionary algorithms (Sphere, Rosenbrock, Griewangk, Rastrigin) in two dimensions (two input variables) [4, 5, 6].

These functions have been used by many researchers as benchmarks for evaluating and comparing different optimization algorithms [4, 5, 6]. Here, \( x = (x_1, x_2, \ldots, x_N) \), is a position vector in the \( N \) dimensional search space. Like PSO or GA’s, in our GBPSO, each particle is represented by a vector of \( N \) values (a point in \( N \) dimensional search space) or we can say
by a chromosome which has $N$ genes. In our experiments, the range of the particles in each
dimension was set equal to $[-50, 50]$. We tested both PSO, and GBPSO methods in finding
the global minimum of these functions, in both low and high dimensional search spaces such as: $N = 3, 15, 75,$ and 150 dimensions.

In our experiments, with GBPSO, the birth rate ($b(t)$) and mortality ($m(t)$) rate of the
population were set by Equations 80 and 81 below, and the size of the population was
initially set at $P(0) = 1$. Considering these settings, the size of the population in GBPSO
changed according to Equation 55, which is shown as a graph in Figure 82.

\[
b(t) = 0.15 \cos(0.6t + \pi/12) + 0.43531 \tag{80}
\]
\[
m(t) = 0.15 \cos(0.6t + \pi/3) + 0.361 \tag{81}
\]

![Population Changes](image)

Figure 82: Population changes for our GBPSO model in one run (80 iterations).

For each function and for each value of $N$ (dimension of the space), we ran PSO and GBPSO
algorithms 10 times, and each run looped 80 generations. As mentioned above, and as shown
in Figure 82, the number of particles in our GBPSO model started at one, and it gradually in-
creased, such that its maximum finally reached 397 particles (after 80 generations/iterations).
To have a better comparison, we took the population size of 400 for the ordinary PSO (which
is slightly bigger than the maximum number of particles in our GBPSO model), and also of
800 (which is around two times of the maximum number of particles in our GBPSO model).
In each run, we looked at the best optimum value of objective functions (test functions) found by both algorithms, and we took the average of the best optimum values found for each algorithm during 10 runs. Results are summarized in Table 17 for each dimension. The convergence of the original PSO and GBPSO algorithms for the case of N=150 (a very high dimensional space) is also compared in Figure 83. As Table 17 and Figure 83 show in nearly all the cases our GBPSO coverage faster (in terms of number of generations) and find a better minimum.

<table>
<thead>
<tr>
<th>Method</th>
<th>Population Size</th>
<th>Sphere</th>
<th>Rosenbrock</th>
<th>Griewangk</th>
<th>Rastringrin</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>400 (fixed)</td>
<td>1.22E-013</td>
<td>9.15E-011</td>
<td>9.91E-007</td>
<td>0.9950</td>
</tr>
<tr>
<td>PSO</td>
<td>800 (fixed)</td>
<td>3.88E-015</td>
<td>3.00E-012</td>
<td>4.99E-009</td>
<td>3.64E-009</td>
</tr>
<tr>
<td>GBPSO</td>
<td>1→397</td>
<td>2.15E-014</td>
<td>2.52E-008</td>
<td>2.24E-013</td>
<td>3.92E-011</td>
</tr>
</tbody>
</table>

(a) Dimension N = 3

<table>
<thead>
<tr>
<th>Method</th>
<th>Population Size</th>
<th>Sphere</th>
<th>Rosenbrock</th>
<th>Griewangk</th>
<th>Rastringrin</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>400 (fixed)</td>
<td>3.23E-004</td>
<td>23.59</td>
<td>0.0543</td>
<td>56.72</td>
</tr>
<tr>
<td>PSO</td>
<td>800 (fixed)</td>
<td>3.48E-005</td>
<td>14.43</td>
<td>0.0197</td>
<td>51.73</td>
</tr>
<tr>
<td>GBPSO</td>
<td>1→397</td>
<td>7.29E-012</td>
<td>13.83</td>
<td>6.96E-013</td>
<td>2.69E-010</td>
</tr>
</tbody>
</table>

(b) Dimension N = 15

<table>
<thead>
<tr>
<th>Method</th>
<th>Population Size</th>
<th>Sphere</th>
<th>Rosenbrock</th>
<th>Griewangk</th>
<th>Rastringrin</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>400 (fixed)</td>
<td>371.55</td>
<td>5.12E+005</td>
<td>1.0951</td>
<td>1.67E+003</td>
</tr>
<tr>
<td>PSO</td>
<td>800 (fixed)</td>
<td>258.87</td>
<td>1.30E+005</td>
<td>1.0873</td>
<td>1.41E+003</td>
</tr>
<tr>
<td>GBPSO</td>
<td>1→397</td>
<td>3.44E-011</td>
<td>73.78</td>
<td>6.21E-011</td>
<td>8.84E-008</td>
</tr>
</tbody>
</table>

(c) Dimension N = 75

<table>
<thead>
<tr>
<th>Method</th>
<th>Population Size</th>
<th>Sphere</th>
<th>Rosenbrock</th>
<th>Griewangk</th>
<th>Rastringrin</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSO</td>
<td>400 (fixed)</td>
<td>1580</td>
<td>2.38E+006</td>
<td>1.3315</td>
<td>2.5E+003</td>
</tr>
<tr>
<td>PSO</td>
<td>800 (fixed)</td>
<td>756.91</td>
<td>2.12E+006</td>
<td>1.26</td>
<td>1.6E+003</td>
</tr>
<tr>
<td>GBPSO</td>
<td>1→397</td>
<td>5.38E-011</td>
<td>148.78</td>
<td>2.25E-013</td>
<td>2.2E-008</td>
</tr>
</tbody>
</table>

(d) Dimension N = 150

Table 17: Comparison of the best average minimum found by original PSO and our GBPSO method for (a) N = 3, (b) N = 15, (c) N = 75, (d) N = 150 dimensions in 80 iterations

### 10.6 Discussion

One of our main goals in this research was motivating Evolutionary Algorithm (EA) researchers to further investigate varying population sizes and to show the important positive
Figure 83: Comparison of the convergence of original binary PSO, and GBPSO on four different test functions for N=150 dimensions.

effects of births and deaths in the population in evolutionary algorithms. In most EA publications, the population size is considered to be a fixed parameter. However, there are biological and experimental arguments to explain why adjusting the population size is more promising. Normally, in natural environments, population sizes of animals change and tend to stabilize around appropriate values according some natural resources and the capacity of ecosystems [166], [167]. Here, for the first time (to the best of our knowledge), we proposed and simulated an effective, general and easy to use population model that can be utilized in all evolutionary algorithms (such as PSO, GA's...). Table 18 compares some basic features of GBPSO with two other important evolutionary algorithms: GA and PSO.

Our experimental results showed that introducing birth and death operations and utilizing
Table 18: Comparison of the main features of three evolutionary optimization algorithms: GA, PSO, and GBPSO.

<table>
<thead>
<tr>
<th>Property of the Algorithm</th>
<th>GA</th>
<th>PSO</th>
<th>GBPSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population based</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Updating the population in each generation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Evolutionary operators (crossover, mutation,...)</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Interaction between particles</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Memory (each particle remembers and learns from its past)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Learning (particles can learn from other particles and history)</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Birth/Death operations</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Variable population size (General population model)</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

variable size population model can greatly improve the performance and convergence of EA’s in optimization, especially in high dimensional or complicated search spaces. As shown by the results in Table 17 and Figure 83, GBPSO converges much faster, and finds a much better optimum than ordinary PSO for the standard test functions in very high dimensional search spaces, however because of the birth and death operations (updating the population and the history in each generation) it needs more computations compare to PSO.

10.7 Summary

In this chapter, we explored the extension of the particle swarm optimization (PSO) model by including features from Genetic Algorithms in order to improve its performance in searching and optimization. The main contribution of our model is to generalize PSO and Genetic Algorithms, and to put them into a unified framework. A second contribution was to propose a simple model for variable population size models of evolutionary algorithms through the use of birth and death operations.

In our future research, we intend to apply our proposed approach (GBPSO) to a variety of real-world problem domains such as searching and optimization of large graphs, and segmentation of numeral strings in different languages such as Latin, Arabic and Farsi. We also intend to explore how this model may adaptively can use more information from the
past history of the swarm in order to control and adjust its birth and mortality rates in the future generations.
Chapter 11

Segmentation and Recognition of Handwritten Numerals in Farsi

Segmentation and recognition of unconstrained handwritten numeral strings is one of the main challenges in the automatic processing of many scripts (languages) in the world. Although several methods have been proposed for the recognition of isolated handwritten Farsi (Persian) digits, such as [23, 168, 169, 170]..., to the best of our knowledge, no method has been reported for the separation of touching digits and the construction of segmentation paths in handwritten Farsi numeral strings. In this chapter, a brief history of the evolution of Farsi script is presented and the historic connections between Farsi and Arabic Scripts are shown. Similarities and dissimilarities between Farsi digits (used in Iran) and Indian digits (used in Arab countries) from the Optical Character Recognition (OCR) point of view are shown [22, 25]. Due to a lack of standard databases for OCR research on Farsi, we created a novel standard comprehensive database for Farsi script to facilitate the OCR research in Farsi [21]. Our database includes different sets for isolated digits, letters, numerical strings, legal amounts (used for cheques), and dates. Also, for the first time, we applied Support Vector Machines (SVMs) for the recognition of isolated handwritten Farsi numerals [23], and we tested our segmentation method for separating touching handwritten digits in Farsi [24].
11.1 An Introduction to Farsi (Persian) Script and its relation to Arabic

Farsi (Persian) and Arabic are two important cursive scripts used mainly in the Middle East and some other neighboring countries. Farsi is the main language used in Iran and Afghanistan, and it is spoken by more than 110 million people, including some people in Tajikistan, and Pakistan. Arabic is spoken in all Arab countries, both in the Middle East and in Africa, and it is used by 234 million people worldwide. In western countries, it is commonly thought that Farsi and Arabic scripts are the same. However, apart from major differences in the two languages, minor yet important differences exist in their alphabets and their styles of writing of their scripts. Due to these differences, a system adjusted for automatic recognition of one script might not perform well for the other one. While much research on Arabic recognition has been published and introduced internationally, most of the research in Farsi recognition has been presented only in Farsi Journals and Iranian conferences [22, 25]. To the best of our knowledge, research on handwritten Farsi script recognition has not yet been widely introduced to the research community and compared to English script, it is still at the beginning stage. In the rest of this section, we briefly review the history of Persian script and its historic connection to the Arabic script, and review evolution of the Persian script over three periods: Old, Middle, and Modern.

11.1.1 Old Persian Script (550 to 330 B.C.)

Old Persian script was a cuneiform type script dating from the time of the Achaemenid dynasties in Persia (6th-4th century B.C.) [22, 25, 75]. In that script, characters were made of strokes, which could be impressed upon soft materials by a stylus with an angled end. Figure 84 shows the alphabet and numbers used in Old Persian script.
11.1.2 Middle Persian (300 B.C. to 900 A.D.)

Middle Persian includes the Iranian dialects as they appeared from about 300 B.C. to about 900 A.D. Middle Persian is generally called Pahlavi (a derivative of the old Persian word 'Parthian') [22, 25, 75]. It was the language of quite a large body of Zoroastrian literature, the state religion of the Sassanids in Iran. An example of Pahlavi Script is shown in Figure 85.

![Figure 85: A sample of Pahlavi (Middle Persian) script.](image)

11.1.3 Modern Persian Script (after 7th century)

After the fall of the Sassanids and conquest of Persia (Iran) by the Arab Muslims (in the 7th century - 650 A.D.), Pahlavi script gradually gave way to the Arabic script [22, 25, 75]. The introduction of Islam brought a massive infusion of loaned words from Arabic to the Persian language. The Arabic alphabet was gradually adopted as the Persians’ new alphabet, as the script of politics, religion, and education. Figure 86 shows Modern Persian (Farsi) alphabet. An example of modern Persian script is also shown in Figure 87.
<table>
<thead>
<tr>
<th>Farsi</th>
<th>Arabic</th>
<th>Roman</th>
<th>Name</th>
<th>Farsi</th>
<th>Arabic</th>
<th>Roman</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>ا</td>
<td>1</td>
<td>a</td>
<td>alef</td>
<td>ء</td>
<td>s</td>
<td>sad</td>
<td></td>
</tr>
<tr>
<td>ب</td>
<td>2</td>
<td>b</td>
<td>be</td>
<td>د</td>
<td>d</td>
<td>zad</td>
<td></td>
</tr>
<tr>
<td>س</td>
<td>3</td>
<td>p</td>
<td>pe</td>
<td>ت</td>
<td>t</td>
<td>ta</td>
<td></td>
</tr>
<tr>
<td>ط</td>
<td>4</td>
<td>t</td>
<td>te</td>
<td>ز</td>
<td>z</td>
<td>za</td>
<td></td>
</tr>
<tr>
<td>ث</td>
<td>5</td>
<td>se</td>
<td>ayn</td>
<td>ق</td>
<td>q</td>
<td>qah</td>
<td>gh</td>
</tr>
<tr>
<td>ج</td>
<td>6</td>
<td>gh</td>
<td>ghayn</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>د</td>
<td>7</td>
<td>ch</td>
<td>che</td>
<td>ف</td>
<td>f</td>
<td>fe</td>
<td></td>
</tr>
<tr>
<td>ح</td>
<td>8</td>
<td>be</td>
<td>qaf</td>
<td>ق</td>
<td>q</td>
<td>qaf</td>
<td></td>
</tr>
<tr>
<td>خ</td>
<td>9</td>
<td>kh</td>
<td>khe</td>
<td>ق</td>
<td>k</td>
<td>kaf</td>
<td></td>
</tr>
<tr>
<td>ن</td>
<td>10</td>
<td>d</td>
<td>dali</td>
<td>گ</td>
<td>g</td>
<td>gaf</td>
<td></td>
</tr>
<tr>
<td>ل</td>
<td>11</td>
<td>dh</td>
<td>zal</td>
<td>ل</td>
<td>l</td>
<td>lam</td>
<td></td>
</tr>
<tr>
<td>ر</td>
<td>12</td>
<td>m</td>
<td>mim</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ز</td>
<td>13</td>
<td>n</td>
<td>nun</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ز</td>
<td>14</td>
<td>Z</td>
<td>zeh</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>س</td>
<td>15</td>
<td>S</td>
<td>sin</td>
<td>ه</td>
<td>h</td>
<td>he</td>
<td></td>
</tr>
<tr>
<td>ش</td>
<td>16</td>
<td>sh</td>
<td>shin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 86: Farsi alphabet derived from Arabic alphabet, the letters which have been indicated by arrows were added to Arabic alphabet in order to form Farsi alphabet.

### 11.1.4 Farsi Handwritten Digits and Numeral Strings

Farsi and Indian (Hindi) digits look very similar; however, there are minor but important differences between their handwritten digits [23]. Indian (Hindi) digits are used in most Arab countries for writing numeral strings. Farsi digits are used mainly in Iran, and they normally form 13 classes of shapes because of the two different ways of writing the numerals 0, 4, and 6. However, Indian (Hindi) digits normally form 11 classes because of the two different ways of writing the number 3. Also the number 5 is written differently in these two scripts. Figure 88 compares Arabic, Farsi and Indian (Hindi) handwritings of digits. Note that Arabic digits (used mainly in Latin and English speaking countries), are written differently from Farsi and (Indian) Hindi digits. In Figure 89, samples of numeral strings written in Farsi, Indian, and Arabic digits can be seen and compared.
11.2 Creating a Comprehensive Database for Research on Farsi OCR

Standard databases are essential requirements of research and development in the field of off-line and on-line handwriting recognition. Recently, some databases were released for Arabic handwriting recognition such as CENPARMI Arabic Cheques [7] and IFN/ENIT

Figure 89: (a) Numeral strings in Farsi, [(b), and (c)] the same numeral strings written in Indian digits (used in most Arabic countries) and Arabic digits (used in Latin countries).
handwritten Arabic words [171]. The CENPARMI Arabic Cheques database consists of legal and courtesy amounts on Arabic bank cheques, and isolated handwritten digits. As mentioned in the previous section, there are similarities and dissimilarities between Indian digits (used in Arab countries) and Farsi digits (used in Iran); so CENPARMI’s Indian digits databases can not be completely used for research on Farsi handwritten numeral strings recognition. Also, until recently, there was no publicly available Farsi handwritten database for researchers on Farsi OCR. Therefore, we decided to assemble such a database for handwritten Farsi script. Collecting and arranging samples for such a database was a huge effort which was done as a collaborative research work in CENPARMI. We presented our Farsi handwritten database at the International Workshop on Frontiers in Handwriting Recognition (IWFHR) in 2006. In the next paragraph, a summary of the main features of our Farsi database is presented (its details can be found in [21]).

Our comprehensive database consists of 6 different datasets and all its samples were written by 175 individual writers that were randomly chosen from different places, groups of ages, genders, and levels of education in Iran. These writes were randomly divided into three different sets of 105, 20, and 50 writers. The samples from the first set of writers (105 writers) were taken for training sets of all our datasets. The samples from the second set of writers (20 writers) were taken for verifying sets of all our datasets, and the samples from the third set of writers (50 writers) were taken for testing sets of all our datasets. These datasets include: isolated Farsi digits (18000 samples), isolated Farsi alphabet letters (11900 samples), Farsi numeral strings (7350 samples), Farsi dates (175 samples), Farsi legal amounts words (7875 samples), and Arabic digits (3500 samples of digits used in English/Latin language countries). Our database also provides both gray level and binary versions of all the images in all these datasets. Therefore, it can be used for research on both gray level and binary image processing/feature extraction techniques. Table 19, shows details of the distribution of samples in our Farsi database.
Table 19: Distribution of samples in our Farsi database among its 6 different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Classes / Fields</th>
<th>Total Samples</th>
<th>Training Set</th>
<th>Verifying Set</th>
<th>Testing Set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isolated Digits</td>
<td>10 Classes</td>
<td>18000</td>
<td>11000</td>
<td>2000</td>
<td>5000</td>
</tr>
<tr>
<td>Isolated Letters</td>
<td>34 Classes</td>
<td>11900</td>
<td>7140</td>
<td>1360</td>
<td>3400</td>
</tr>
<tr>
<td>Numeral Strings</td>
<td>42 Fields</td>
<td>7350</td>
<td>4410</td>
<td>840</td>
<td>2100</td>
</tr>
<tr>
<td>Dates</td>
<td>1 Fields</td>
<td>175</td>
<td>105</td>
<td>20</td>
<td>50</td>
</tr>
<tr>
<td>Legal Amount Words</td>
<td>45 Fields</td>
<td>7875</td>
<td>4725</td>
<td>900</td>
<td>2250</td>
</tr>
<tr>
<td>Isolated Digits (Arabic)</td>
<td>10 Classes</td>
<td>3500</td>
<td>2100</td>
<td>400</td>
<td>1000</td>
</tr>
</tbody>
</table>

11.3 Recognition of Isolated Numerals in Farsi

Like Latin languages (such as English), handwritten Farsi digit recognition is an interesting and challenging problem. However, compared to a Latin languages, little research has been conducted in this area. In the last ten years, some papers were published on Farsi/Arabic digit recognition, and they used different methods for feature extraction such as: geometric moment invariants, Zernike moments [168], shadow coding [169]; and different methods for classification such as: statistical, fuzzy, or neural approaches [168, 169]. To the best of our knowledge, profile features, and SVM classifiers have not been used in Farsi digit recognition. For the first time, we used profile features and SVM classifiers for the recognition of isolated Farsi digits in [23]. The details of profile features and SVM classifiers for Farsi digit recognition can be found in [21, 23]. For the experiments on Farsi/Arabic recognition, first we used the CENPARMI Indian digit database and then we used our newly developed Farsi database. Confusion matrix in Figure 91-(a) shows the results of our experiments on CENPARMI Indian digit database. The overall performance of our system on the test set of CENPARMI Indian digit database was 94.14% with zero rejection. In another experiment, more features were used to represent isolated digits: profiles from four directions; crossing counts; and projected histogram from two directions as shown in Figure 90, and we tested these features in our Farsi database. These results are shown in confusion matrix of Figure 91-(b). The overall recognition performance that we obtained in testing of our Farsi Database
was 97.32% with zero rejection. As seen in these confusion matrices (Figure 91), most of the errors are due to the mis-recognition of zeros with other digits, and this is because of the shape of zero after size normalization is mis-recognized with other digits such as ‘1’ or ‘5’ (or vice versa).

Figure 90: An example of feature extraction for a digit (3): (a) Profiles, (b) Crossing counts, (c) Projection histograms.

11.4 Segmentation of Numeral Strings in Farsi

For the first time, we considered the problem of separating touching digits in handwritten numeral strings in Farsi, and we presented our results in [24]. The method that we introduced in Chapter 5 was applied to touching digits of Farsi numeral strings. Figures 92, 93, and 94 show examples of feature extraction in the foreground and background and construction of segmentation path(s) for Farsi handwritten numeral strings.

For testing our segmentation algorithm on Farsi numerals, we collected a set of 100 touching pairs of Farsi digits from the images in our Farsi database. Results of our algorithm showed that our algorithm was able to correctly segment 75% of the samples in our testing set (100 touching pairs), for the rest of the samples (25%), the algorithm was not able to find the correct segmentation path.
(a) Confusion matrix on test set of CENPARMI Indian digit database

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1525</td>
<td>31</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>11</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>3</td>
<td>1574</td>
</tr>
<tr>
<td>1</td>
<td>197</td>
<td>264</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>304</td>
</tr>
<tr>
<td>2</td>
<td>26</td>
<td>213</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>225</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>4</td>
<td>134</td>
<td>2</td>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>144</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>123</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>133</td>
</tr>
<tr>
<td>5</td>
<td>29</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>233</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>263</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>107</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>111</td>
</tr>
<tr>
<td>7</td>
<td>4</td>
<td>1</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>101</td>
<td>0</td>
<td>0</td>
<td>109</td>
</tr>
<tr>
<td>8</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>93</td>
<td>0</td>
<td>98</td>
</tr>
<tr>
<td>9</td>
<td>6</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>64</td>
<td>74</td>
</tr>
</tbody>
</table>

(b) Confusion matrix on test set of our Farsi database

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>459</td>
<td>33</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>12</td>
<td>483</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>493</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0</td>
<td>17</td>
<td>472</td>
<td>8</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>492</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>5</td>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>492</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>484</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>500</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>499</td>
<td>0</td>
<td>500</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>3</td>
<td>492</td>
<td>500</td>
</tr>
</tbody>
</table>

Figure 91: Confusion matrices on the test set of CENPARMI Indian digit database (a), and on our Farsi isolated digit database (b).

### 11.5 Discussion

Comparison of the results that we obtained for segmentation and recognition of the numeral strings in Farsi with the results that we obtained in Chapter 8 for Numeral strings in English shows that the recognition rates for Farsi script are much lower than the results for English script. This shows that for segmentation and recognition of Farsi numeral strings, our algorithm must be adjusted and we need specialized features in order to segment and recognize Farsi numerals with high precision.

Unfortunately, our results for segmentation and recognition in Farsi are not comparable with any other method in Farsi, because most of the developed methods for Farsi have been mainly tested on small and private databases collected by the researchers, and those databases have
Figure 92: (a) Original image (4 touching 3), (b) Foreground skeleton; starting point and ending point are depicted by S and E, respectively, (c) From starting point (S), skeleton is traversed in two different directions (clockwise: dashed arrows, and counter-clockwise: dotted arrows) to the end point (E), (d) Mapping of intersection points on the outer contour by bisectors to form foreground-features, (e) Background region, (f) Background feature points, (g) Feature points on the background and foreground (from top and bottom) are matched, and assigned together to construct segmentation path(s).

not always been available to others. We hope that by introducing new developed databases (such as our database) we can provide a standard database to the research community for comparison of algorithms in Farsi OCR.

11.6 Summary

This chapter briefly reviewed the evolution of Farsi (Persian) script and its historic connections to Arabic script. It discussed the similarities and dissimilarities between numeral strings in these two scripts from the OCR point of view. Creating a comprehensive database for research on Farsi recognition was described, and our new methods for recognition and segmentation of handwritten numeral strings in Farsi were tested. There are still many unsolved problems in Farsi and Arabic script recognition systems. The main problem is the lack of a standard database with a huge number of samples of words, letters, digits and numeral strings (touching and non touching cases) for research on Farsi recognition. Another important problem is the lack of online resources that show the results of previous
Figure 93: (a) Original image of touching digits 5 and 6, (b) Pre-processed image, (c) skeleton traversals from S to E in clockwise (dashed arrows), and counter-clockwise (dotted arrows), (d) Mapping of intersection points on the outer contour by bisectors to form foreground features, (e) Background region, (f) Top/bottom background skeletons, (g) Top/bottom background-skeletons after removing parts that are lower/higher than middle line, (h) Segmentation path for separating two digits.

research works on Farsi recognition to the international research community. We hope that our comprehensive database will become a popular database for Farsi script recognition and will be used for testing and comparison of systems in the field of Farsi handwritten document analysis and recognition research.
Figure 94: (a) Samples of numeral strings which our algorithm could find the correct segmentation paths, (b) Samples of numeral strings which our algorithm did not perform well for the over-segmentation of the strings. These numeral strings have been randomly selected from CENPARMI handwritten Arabic check database [7].
Part III

Final Conclusion
Chapter 12

Conclusion and Future Works

The main focus of this thesis was on the segmentation and recognition of unconstrained handwritten numeral strings. We formulated the segmentation and recognition of unconstrained handwritten numeral strings as an optimization problem, and we proposed novel solutions and algorithms for solving this challenging problem. In order to test our algorithms, we designed and implemented a modular system for the segmentation and recognition of handwritten numeral strings. Our system has several important modules such as: pre-processing, segmentation, feature extraction, classification/evaluation, and an evolutionary algorithm. In each module, we contributed some new algorithms (solutions).

For pre-processing of handwritten numeral strings, we introduced a novel slant correction algorithm. We showed that our algorithm is able to improve extracting of segmentation feature points, and as a result it is able to improve the separation of touching digits. For the first time, we also investigated the statistical characteristics of slant angles in handwritten numeral strings, and we showed some novel statistics. We also showed that slant angles (in handwritten numeral strings) have a near normal distribution.

Constructing segmentation paths is one of the main challenges in the segmentation of handwritten numeral strings. We proposed a novel segmentation method for the segmentation of touching digits and construction of segmentation paths. We introduced a novel algorithm which is called skeleton tracing, for finding feature points on the foreground and background skeletons. In our segmentation algorithm, feature points on the background and foreground
of the numeral strings are extracted, and based on a combination of these features, segmentation paths (segmentation hypotheses) are constructed. Our skeleton tracing algorithm can also be utilized for extracting structural features and exploring skeletons of any 2D objects. In order to handle over and under-segmentation in numerals, we introduced segmentation scores. These scores allow us to efficiently utilize contextual information from the string image. Segmentation scores help us to incorporate information about the shapes, relative sizes, or positions of connected components in the evaluation of the segmentation hypotheses. Our segmentation scores also facilitate and improve the detection of outliers (over/under-segmented components). These scores compensate for low outlier resistance of isolated digit classifiers, and improve their outlier rejection. We showed that by employing segmentation scores (as a source of contextual knowledge), even lower computational cost classifiers can reach a very good performance, comparable to the more complicated classifiers in handwritten numeral string recognition. These scores also help to avoid considerable computation, which is normally required to reject outlier patterns by ordinary digit classifiers.

In order to capture the great variability that exists in the shapes of handwritten digits (especially after their segmentation in numeral strings), we introduced an efficient incremental clustering algorithm that clusters the shapes and the styles of writing of handwritten digits. Our clustering algorithm is an unsupervised incremental learning algorithm that can improve stability and plasticity in handwritten recognition systems. Also, for the first time (to the best of our knowledge), we discussed and considered the problem of stability and plasticity in handwritten recognition systems, and we designed a system that shows stability and plasticity in its recognition. Our clustering algorithm is general and can be used in other similar domains such as data mining or bioinformatics.

We introduced a general framework based on evolutionary algorithms for finding the optimum segmentation and recognition in unconstrained handwritten numeral strings. We introduced a novel genetic representation and operator definition that can be applied for searching the optimal path in any Directed Acyclic Graph (DAG). Also, we proposed a novel hybridization (generalization) of the two popular evolutionary algorithms: Genetic Algorithms (GAs) and Particle Swarm Optimization (PSO). We named this new model as Genetic Based Particle
Swarm Optimization (GBPSO). Our GBPSO model has important elements such as variable size population, birth and death operations, history; and it shows a higher performance and faster convergence compared to the ordinary evolutionary algorithms.

We studied segmentation and recognition of handwritten numeral strings in Farsi and Arabic languages. We also created a comprehensive standard database for research and evaluation of handwritten recognition systems in Farsi (Persian) language. This database is composed of six different sets of handwritten images including: isolated digits, isolated letters, numeral strings, legal amounts, dates, and Arabic isolated digits written by people who speak Farsi. Our Farsi database is publicly available to the research community, and it can function as a very helpful and necessary tool for the investigation and development of Farsi handwritten recognition systems. We also applied our segmentation and recognition algorithms to Farsi handwritten numeral strings. For the first time, we considered the problem of separation of touching digits in Farsi/Arabic handwritten numeral strings, and we provided some promising results on the segmentation of touching digits in Farsi/Arabic.

**Future Works**

Due to time constraints, we did not have the opportunity to address some issues in our research. Here, we outline some directions which we believe are worthy of future investigations:

- We think that it may be possible to improve our segmentation algorithm by utilizing all sources of global and contextual information that can be extracted from numeral string images.

- We think that it may be possible to find a mechanism to estimate the number of digits in the strings, so that this information could be used as another source of knowledge to improve the performance of the system.

- It will be very helpful to find an optimized feature set or a combination of different feature sets in order to improve the classification of segmented numerals.
• It will be very helpful to design a combination of the classifiers in order to improve the recognition accuracy and avoid mis-classifications of segmented or isolated digits. Also, it will be very helpful to use verification strategies for the segmented numerals.

• We think that the problem of segmentation and recognition of handwritten numeral strings can be considered as a multi-objective optimization problem, and in order to solve this problem, we must optimize different (conflicting) objectives for segmentation, recognition, .... Recently, multi-objective optimization models have received great attention in solving machine learning and pattern recognition problems.

• We think that our clustering algorithm can also be modeled as a multi-objective optimization problem in order to optimize the number of clusters, and at the same time to optimize the overall similarity (distance) among the samples, and the shapes (sizes) of the clusters.

• We think that our Genetic Based Particle Swarm Optimization (GBPSO) algorithm may also be improved by using more information from the previous generations (history of the swarm) in order to adjust the birth and mortality rates of future generations. Also, we think that our GBPSO model can be extended for solving multi-objective optimization problems.

• Our investigation on Farsi/Arabic script recognition showed that there are still many challenges and unsolved problems in these two scripts. New sophisticated algorithms for pre-processing, segmentation, and recognition of these scripts must be developed, and the results of these methods must be internationally available in order to avoid repetition in the research. We still think that the main problems are: lack of popular standard databases for development, comparison, and evaluation of handwritten recognition systems, and the lack of on-line resources for research on these two languages.

We hope the efforts in this thesis will improve or speed up the research in these challenging fields.
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Appendices
Appendix A

NSTRING SD19 and CENPARMI Databases

In this appendix, we explain the main features of the two main databases (NSTRING SD19 database and CENPARMI isolated digit database) that we have used for our experiments. In the next appendix (B), we will present our Farsi database.

NSTRING SD19: an Standard Database for Research on Numeral Strings

NSTRING SD19 database is based on NIST Special Database 19 (SD19) (developed by the National Institute of Standards and Technology). This database was originally created to support the PhD. project of Alceu de Souza Britto Jr., who was a Ph.D student (2000) supervised by Prof. Robert Sabourin (ETS-Canada), Prof. Flavio Bortolozzi (PUCPR-Brazil), and co-supervised by Prof. Ching Y. Suen (CENPARMI-Canada), and Prof. Edouard Lethelier (PUCPR-Brazil) [172].

With the numeral strings extracted from the full-page forms available in the Special Database 19 (SD19) provided by NIST, Britto et al. created a numeric string database called NString SD19 useful for research on handwritten numeral string recognition. Such a database is valuable to train, validate and test recognizers that go beyond the isolated digit classification. In this appendix, we first present a brief description of NIST Special Database 19 (SD19) and then we present the structure and content of the NString SD19. A detailed description of the origin, publication history and organization of the NIST SD19 is available in [172].

NIST Special Database 19 (SD19)

The SD19 is composed of 3669 full-page binary images of Handwritten Sample Forms (HSF), which are organized into eight series, denoted by hsf.0,1,2,3,4,6,7,8. A sample of an HSF
A total of 814,255 handwritten labeled characters (digits and letters) have been segmented from these forms and organized by class field and writer. These isolated characters as well as the full-page images can be found in the original SD19 compact disk. Since the numeral strings were not extracted, Britto et al. decided to fill in this gap [172]. Table 20 shows the distribution of HSF pages per series. From the example shown in Figure 95, we can see that an HSF page consists of 34 fields, 28 of which contain only numeric characters. One can also notice that the information pertaining to each field is given. The field descriptions are presented in Table 21.
Table 20: HSF series distribution

<table>
<thead>
<tr>
<th>Series</th>
<th>Number of pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>hsf.0</td>
<td>500</td>
</tr>
<tr>
<td>hsf.1</td>
<td>500</td>
</tr>
<tr>
<td>hsf.2</td>
<td>500</td>
</tr>
<tr>
<td>hsf.3</td>
<td>600</td>
</tr>
<tr>
<td>hsf.4</td>
<td>500</td>
</tr>
<tr>
<td>hsf.6</td>
<td>499</td>
</tr>
<tr>
<td>hsf.7</td>
<td>500</td>
</tr>
<tr>
<td>hsf.8</td>
<td>70</td>
</tr>
<tr>
<td>Total</td>
<td>3669</td>
</tr>
</tbody>
</table>

Table 21: Handwriting sample forms fields

<table>
<thead>
<tr>
<th>Field</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>fld.0</td>
<td>Name</td>
</tr>
<tr>
<td>fld.1</td>
<td>Date</td>
</tr>
<tr>
<td>fld.2</td>
<td>City/State/ZIP</td>
</tr>
<tr>
<td>fld.3 ... fld.30</td>
<td>Numeric Values</td>
</tr>
<tr>
<td>fld.31</td>
<td>Lower case character box</td>
</tr>
<tr>
<td>fld.32</td>
<td>Upper case character box</td>
</tr>
<tr>
<td>fld.33</td>
<td>Free format text</td>
</tr>
</tbody>
</table>

A total of 100 HSF templates were used to fill in the HSF pages. The number, size and location of the fields are the same in all template variations, however, they present different character strings.

NString D19: Extracting Numeral Strings

The process used to extract the numeral strings from the HSF pages is based on two steps: 1) field extraction from the HSF page, 2) pre-processing for bounding box deskewing and removal. In the first step, we detect and extract the field boxes from a page, which are saved separately in new files named fyyyy_xx.w.tif, where yyyy and xx identify the writer and the template, and w corresponds to the field number from 3 to 30. To this end, a process based on vertical and horizontal projections is used to locate the coordinates of the upper left corner of the field fld.0. The coordinates of the other fields are calculated using the fld.0 coordinates as a reference. In order to extract the numeral strings from these
cut fields, the pre-processing first deskews the field bounding box. Afterwards, vertical and horizontal projections are used to locate the lines of the field bounding box in order to remove them. The resulting images, containing only the cleaned numeral string files, are saved as cdfyyyy.xx.w.tif (cd = cleaned and deskewed).

**NString SD19: Organization**

The structure of the NString SD19 database is shown in Figure 96. The directory NString SD19 is divided into 11 subdirectories: one for each of the 8 NIST series (hsf *), a subdirectory for the reference files (truerfs), a subdirectory for the isolated digit database (digits), and a subdirectory for the touching digit pairs (tdp). The HSF series subdirectory is divided into 3 sections as follows:

- **pages**: contains a copy of the original NIST HSF pages;
- **fields**: contains the numeric fields cut from each HSF page.
- **numeral_strings**: contains the numeral strings extracted from the field images.

The string image files are saved in the directory of images. In addition, several groups of file name lists are provided as follows:

2. digit.list, 3. digit.list, 4. digit.list, 5. digit.list, 6. digit.list, and 10. digit.list natseg.list, touch.list, fragm.list, noise.list, other.list.

The digits also directory is divided into 3 sections, which contains handwritten isolated digits extracted from hsf.0123, hsf.7 and hsf.4. Some samples of numeral strings from NString SD19 database are shown in Figure 97. More details about the extraction, pre-processing operations, and organization of this database can be found in [172].

**CENPARMI: an Standard Database for Research on Handwritten Isolated Digits**

The CENPARMI handwritten isolated digit database has 4000 training samples (400 samples per digit) and 2000 testing samples (200 samples per digit). Compared to other similar
Figure 96: Nstring SD19 structure (note: hsf stands for handwritten sample form, tdp stands for touching digit pairs).

Handwritten databases, samples in the CENPARMI database show more variations in their shapes and styles of writings. Figure 98 shows samples of digits in this database.
Figure 97: Some samples of numeral strings in NString SD19 database.
Figure 98: Samples of CENPARMI handwritten isolated digit database that shows the variations of digits in this database.
Appendix B:

Our Farsi (Persian) Database

Our comprehensive Farsi (Persian) database includes a set of handwritten datasets that can be used for off-line handwritten recognition research in Farsi [21, 22]. Our database consists of 6 different datasets and these datasets were written by individuals (writers) that were randomly chosen from different: places, groups of ages, genders, and levels of education in Iran. In total, 175 writers (individuals) were chosen to fill out our forms like those shown in Figures 99 and 100. The data in these forms were collected during the years 2005-2006, and then they were processed and organized as a comprehensive database in the Center for Pattern Recognition and Machine Intelligence (CENPARMI) at Concordia University. The writers of the forms were randomly divided into three different sets of 105, 20, and 50 writers. The samples from the first set of writers (105 writers) were taken for training sets of all our datasets. The samples from the second set of writers (20 writers) were taken for verifying sets of all our datasets, and the samples from the third set of writers (50 writers) were taken for testing sets of all our datasets. These datasets include: isolated Farsi digits (18000 samples), isolated Farsi alphabet letters (11900 samples), Farsi numeral strings (7350 samples), Farsi dates (175 samples), Farsi legal amounts words (7875 samples), and Arabic digits (3500 samples of digits used in English/Latin language countries). Our database also provides both gray level and binary versions of all the images in all these datasets. So, it can be used for research on both gray level or binary feature extraction or recognition methods. In this appendix, we show sample forms that were used for collecting handwritten samples, and also some samples from our final Farsi database (in gray level and binary formats). More details about the creation (collecting samples, extraction, pre-processing,...) of our Farsi database can be found in our papers: [21] and [22].
<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
</tr>
</thead>
<tbody>
<tr>
<td>61</td>
<td>62</td>
<td>63</td>
<td>64</td>
<td>65</td>
<td>66</td>
<td>67</td>
<td>68</td>
<td>69</td>
<td>70</td>
<td>71</td>
<td>72</td>
<td>73</td>
</tr>
<tr>
<td>74</td>
<td>75</td>
<td>76</td>
<td>77</td>
<td>78</td>
<td>79</td>
<td>80</td>
<td>81</td>
<td>82</td>
<td>83</td>
<td>84</td>
<td>85</td>
<td>86</td>
</tr>
<tr>
<td>87</td>
<td>88</td>
<td>89</td>
<td>90</td>
<td>91</td>
<td>92</td>
<td>93</td>
<td>94</td>
<td>95</td>
<td>96</td>
<td>97</td>
<td>98</td>
<td>99</td>
</tr>
</tbody>
</table>

Figure 99: Sample form (From no. 1) that has been used for collecting handwritten data. The fields in this form contain numeral strings, dates, Arabic digits, and Farsi alphabet letters.
Figure 100: Sample form (From no. 2) that has been used for collecting handwritten data. The fields in this form contain legal amount words, and legal amount values.
Figure 101: Samples from our Farsi handwritten database, (a) Farsi Numeral strings, (b) Farsi dates, (c) Legal amount words (for Farsi checks), (d) and (e) Farsi letters (gray level and binary formats).
Appendix C:

Required Formulas

Here, we present the formulas that are required in order to find $\alpha$, $\beta$, and $\theta$. These formulas are used for computations of these parameters in Chapter 10, Section 10.4.1.

\[ b(t) = \alpha_1 \cos(\omega t + \theta_1) + \beta_1 \]
\[ m(t) = \alpha_2 \cos(\omega t + \theta_2) + \beta_2 \]
\[ r(t) = b(t) - m(t) \]
\[ r(t) = \alpha \cos(\omega t + \theta) + \beta \]
\[ \alpha = \sqrt{(\lambda_1^2 + \lambda_2^2)} \]
\[ \theta = \arctan\left(\frac{\lambda_2}{\lambda_1}\right) \]
\[ \beta = \beta_1 - \beta_2 \]

Where

\[ \lambda_1 = \alpha_1 \cos(\theta_1) - \alpha_2 \cos(\theta_2) \]
\[ \lambda_2 = \alpha_1 \sin(\theta_1) - \alpha_2 \sin(\theta_2) \]
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