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ABSTRACT

Numerical Analysis of a High Velocity Oxygen Fuel (HVOF) Process

Srivatsan Vengeepuram Rajagopalan

The HVOF process is used for coating protective layers on surfaces exposed to corrosion and wear. This process involves a supersonic two-phase flow of gas-solid particles. The main objective of this thesis is to explore certain key factors that influence the process efficiency such as gas-particle interactions, particle in-flight conditions, and particle loading.

To study the effect of gas-particles interactions, a Lagrangian approach which tracks individual particles in the continuous gas, is used. The supersonic gas flow leaving an HVOF nozzle is over-expanded and its adjustment to the atmospheric pressure results in shock diamonds formation, while flow impingement on a substrate results in bow-shock development. Both the shocks are responsible for affecting the particle conditions. The strength and location of bow shock vary for different substrate geometries and stand-off distances. In this work, various particle sizes impinging on different substrate configurations are simulated and the particle interactions with both the shocks are presented in detail.

To find the effect of particle loading on the gas phase, a dense particulate phase scenario is assumed. A fully Eulerian approach, which treats the particles as a fluid, is used to simulate the HVOF process and the two-phase flow characteristics were investigated for various particle loadings. The particulate phase was found to be dense near the nozzle centerline and dilute near the wall. In the particle-dense region, the gas phase characteristics were found to be severely affected, which significantly affects the particle velocity.
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## Nomenclature

### Latin alphabets

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Bi)</td>
<td>Biot number</td>
</tr>
<tr>
<td>(c)</td>
<td>turbulent model constant</td>
</tr>
<tr>
<td>(c_k)</td>
<td>speed of sound of material (k)</td>
</tr>
<tr>
<td>(c_v)</td>
<td>constant volume specific heat</td>
</tr>
<tr>
<td>(C_D)</td>
<td>drag coefficient</td>
</tr>
<tr>
<td>(d)</td>
<td>particle diameter</td>
</tr>
<tr>
<td>(e)</td>
<td>internal energy</td>
</tr>
<tr>
<td>(E)</td>
<td>total energy</td>
</tr>
<tr>
<td>(g)</td>
<td>gravity</td>
</tr>
<tr>
<td>(H)</td>
<td>total enthalpy</td>
</tr>
<tr>
<td>(k)</td>
<td>turbulent kinetic energy</td>
</tr>
<tr>
<td>(K_{k,l})</td>
<td>inter-phase momentum exchange coefficient</td>
</tr>
<tr>
<td>(P)</td>
<td>production rate of turbulent kinetic energy</td>
</tr>
<tr>
<td>(R)</td>
<td>universal gas constant</td>
</tr>
<tr>
<td>(Re)</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>(R_{k,l})</td>
<td>inter-phase heat exchange coefficient</td>
</tr>
<tr>
<td>(S)</td>
<td>source term</td>
</tr>
<tr>
<td>(St)</td>
<td>Stokes number</td>
</tr>
<tr>
<td>(T)</td>
<td>temperature</td>
</tr>
<tr>
<td>(u,v,w)</td>
<td>velocity components in (x, y, z) directions</td>
</tr>
<tr>
<td>(\vec{U})</td>
<td>velocity vector</td>
</tr>
</tbody>
</table>

xi
$U_{rel}$  relative velocity between gas and particles

$V$  volume

**Greek symbols**

$\alpha_k$  volume fraction of the material $k$

$\delta_{ij}$  Kronecker delta

$\varepsilon$  rate of dissipation of turbulent energy

$\Gamma$  diffusion coefficient

$\lambda$  thermal conductivity

$\mu$  molecular viscosity

$\mu_{eff}$  effective viscosity

$\rho$  density

$\theta_k$  expected volume fraction of material $k$

$\sigma$  turbulent model constant

$\tau_f$  fluid time characteristic

$\tau_g$  particle response time

**Subscripts and Superscripts**

$BK$  back cell face

$FR$  front cell face

$g$  gas
k  turbulent kinetic energy
k  particle material
O  pure material
L  left cell face
p  particle
R  right cell face
t  turbulent
c  cell-centered quantity
e  edge location
f  face-centered quantity
n  current time step
1. Introduction

1.1. Overview of Two-Phase Flows of Gas-Solid Particles

The simultaneous flow of solid particles or droplets in a fluid stream is termed as two-phase flow. Two-phase flows are encountered in a large range of flow configurations such as bubbly flows, gas-particle flows and gas-droplets flows. Two phase flows occur in many natural as well as technological scenarios. An example of two phase flow in a natural scenario is the presence of particulate pollutants in the form of dusts, which sometimes have significant impact on the environment flows and heat transfer phenomena. Depending on the concentration of these pollutants, they can affect the solar radiation reaching the earth, thereby changing the heat transfer phenomenon in the atmosphere and thus the flow fields [1].

An example of a two phase flow in a technological scenario is propulsion system in a

![Diagram of a rocket combustion chamber with solid propellant and particles](attachment:image.png)

**Figure 1.1: Multi-phase flow in rocket combustion chamber**
rocket engine, which involves a gas-particle two phase flow. The fuel which is solid propellant is usually aluminum powder. When aluminum burns, small alumina droplets (see Figure 1.1), about one micron in size are produced and convected out of the nozzle along with the exhaust gases, resulting in a two-phase flow of gas and solid particles.

1.2. **Two Phase Flow in Thermal Spray Process**

Thermal spray process is one of the widely used technological systems where two-phase flow phenomena occur. Thermal spray process is used for coating protective layers on surfaces which are exposed to erosion and wear. The process uses thermal energy generated by combustion of fuels or an electric source to heat and accelerate a gas, also called as carrier gas, which is used to deliver the coating particles. The particles exchange momentum and heat with gas, as a result of which attains high velocity and impinges on the substrate at a molten state. Afterwards the particles solidify on the substrate and form a coating. Conventional thermal spray processes are Plasma spray process, Electric wire spray process, High Velocity Oxy-fuel Process (HVOF), Cold Spray process and many more. Micro graphs of coating produced by HVOF and Plasma spray are process are shown in Figure 1.2a and Figure 1.2b, respectively. This work concentrates on the study of the HVOF process and investigates some of the critical technological issues that play a role in improving the efficiency of the process. More details about this process is explained in the Section 1.4, while following sections will cover some of the major aspects of the physics that governs a two-phase flow.
1.3. Physics of Two-phase flows

1.3.1. Dilute Versus Dense Flow

Two-phase flows which involve gas and solid particles can be classified into two distinct categories, namely, dilute and dense [2]. A dilute flow is one in which the particulate motion is mainly controlled by the fluid forces. On the other hand, in a dense flow interparticle collision is responsible for characteristics of the particle. A flow can be identified as dilute or dense by comparing the ratio of momentum response time of a particle to the time between collisions. In general, a flow can be qualified as dilute if

\[
\frac{\tau_p}{\tau_c} << 1
\]

(1-1)

where \(\tau_p\) and \(\tau_c\) are momentum response time and average time between two successive particle-particle collision, respectively. In this scenario, the particles have sufficient time
to respond to the local fluid dynamic forces before the next collision. If, on the other hand,

\[
\frac{\tau_v}{\tau_c} \gg 1
\]  

(1-2)

then the particles have no time to respond to the local forces and thus the flow is considered as dense flow [4]. The momentum response time \( \tau_v \) can be mathematically represented as

\[
\tau_v = \frac{\rho_d D^2}{18 \mu_c}
\]  

(1-3)

Where \( \rho_d \), \( \mu_c \) and \( D \) are density, viscosity and diameter of the particles. In practice there exists is no flow that is perfectly dense or dilute.

1.3.2. Phase Coupling

An important concept in the study of two-phase flows is determining the coupling between the phases. If the presence of dispersed phase has no effect on the continuous phase, a one-way coupling is appropriate to study the physics that governs the two-phase flow. On the other hand if the presence of dispersed phase affects the continuous phase, which normally happens in a dense flow, a two-way coupling is required [3]. Coupling can occur between the two-phases through mass, momentum and energy. Mass coupling is the change in the mass through evaporation or condensation. Momentum coupling is the result of drag between the phases, while energy coupling happens by the heat transfer between the phases.
1.3.3. Scaling Parameters

As mentioned in the previous section, no flow is perfectly dense or dilute as a whole, but either one may give a more descriptive of the physical phenomenon of a specific case. This can be found out by taking into consideration of the certain scaling parameters of the gas-particle flow. One of the important scaling parameters of a two-phase flow is Stokes number, which is the ratio of momentum response time \( \tau_v \) to a time characteristic of the fluid motion \( \tau_f \). It can be mathematically represented as

\[
St = \frac{\tau_v}{\tau_f} = \frac{\rho_d D^2 U}{18 \mu_c L}
\]  

(1-4)

where \( U, L \) and \( \mu \) are the fluid velocity, a length characteristic and fluid viscosity, respectively. A low Stokes number (\( St << 1 \)), implies that particles have ample time to respond to the turbulent fluctuations in the flow, which otherwise is called as dilute flow, while a large Stokes number (\( St >> 1 \)) implies that the particles are least affected by the carrier gas, but by interaction between then, which implies the flow is dense. Other important scaling parameter is particle volume fraction. Volume fraction \( (\theta) \), is defined as the ratio of the volume of particle occupied in a control volume to the volume of the control volume. In other words

\[
\theta = \frac{\sum V_p}{V}
\]  

(1-5)

1.4. Numerical Approach to Two-phase Flows

Developing a mathematical model for describing a particulate flow has been a challenging issue for researchers in this field, as two-phase flows are too complex to be
treated in a comprehensive way. An ideal model would be something which predicts the properties of the gas phase simultaneously keeping track of the properties of each and every particle in the flow field. Although such constitutive model has not been established at this stage, several available approaches have proved to be useful in predicting some gas-particle flow behaviours, particularly of engineering application. Among them the most common approaches are Lagrangian trajectory approach and Eulerian continuum approach. Both of these methods differ in the way they treat the particle phase in the flow field. Lagrangian approach provides a direct description of particles by calculating the trajectory of each particle i.e. the motion of particles is expressed by an ordinary differential equation in Lagrangian coordinates. A direct integration gives velocity and position of particles in the flow field [3]. This method is appropriate for flows where the mass concentration of particulate phase is low, which corresponds to particle volume fraction less than $10^{-5}$.

Another approach that is used to solve a two-phase flow is Eulerian or two-fluid model [4]. In this approach the particle phase is treated as a continuous medium as that of the gas phase. This approach is basically an extension of mathematical formulation of a single-phase to a multi-phase. However, neither of the two phases is actually continuous throughout the flow field, a way to construct continuum of each phase have to be established. The most fundamental step in constructing continuum is selecting an appropriate computational cell. The cell should be large enough in such a way that it contains sufficient particles so that the fluid element has meaningful statistical properties such as density, temperature, mass and velocity. On the other hand, care should be taken
that a computational cell should be small enough compared to the characteristic length of the system so various characteristics of the gas phase can be captured accurately.

1.5. High Velocity Oxygen Fuel Process (HVOF)

After discussing the physics and the numerical models that are associated with a two-phase flow, it is appropriate to discuss about the HVOF process, which is the main objective of this thesis. High Velocity Oxygen Fuel process is one of the widely used coating technology, among the conventional thermal spray processes, due to its relatively low operating temperature, good quality of coating, high bonding strength and reduced thermal stresses [5]. HVOF process involves combustion of a pre-mixed oxygen and propylene inside a specially designed nozzle which is usually a converging diverging nozzle, which burns and accelerates a carrier gas and fine powdered coating material. The combustion process produces temperatures in the range of 2800 K inside thermal spray device, usually accelerates the gas to supersonic velocities, in the divergent section of the nozzle [6]. As a result of this, the injected particles reach high velocities (above 500 m/s),

![Figure 1.3: Schematic of a High Velocity Oxygen fuel process](image-url)
depending on their size. High particle kinetic energy upon impact leads to formation of a dense, well adhered coating. Extensive use of this spraying is made in aerospace and power generation industries to provide protective coatings on components that are exposed to heat, corrosion and wear [7]. The schematic of the interior of a typical HVOF nozzle is show in Figure 1.3.

As mentioned earlier, the flow is characterized by a release of thermal energy from the combustion of oxy-propylene, which raises the gas pressure to about 5 bars with a temperature 2000 K in the converging section of the nozzle. To protect the nozzle walls normally a coolant gas as shown in Figure 1.3, which is usually nitrogen, is also fed into the nozzle. Particles are injected through the central port, with the carrier gas, which is usually nitrogen. The flow of nitrogen also provides enough mass to flow through the nozzle. The high pressure chocks the flow at the throat, which further accelerates through the diverging zone. The flow being over-expanded at the nozzle exit gives raise to a series of expanding and compressing waves in the process of adjusting itself to the atmospheric pressure, called “Shock Diamonds” The resulting supersonic flow decays to subsonic while cool ambient air entrains with the jet [8] [9]. The main objective of this process is to transfer the high kinetic energy of the gases to the particles. The fed particles upon exchange of momentum and energy attain high velocity and temperature and impinge on the substrate. The particles cool down and form a coating on the surface.

1.5.1. Technological Issues

HVOF Process has developed as one of the technological alternative of other conventional thermal spray process, due to its low operating temperature and good
coating quality and yet there are some important issues that have to be studied in order to improve the efficiency and performance of this process. Performance of HVOF process is mainly qualified by a good coating quality, without porosity. Some of the main technological issues that influence the coating quality are discussed below.

**Deposition Efficiency**

One of the most important characteristics of any thermal spray process is the deposition efficiency (D.E), which is defined as

\[
D.E. = \frac{\text{Mass of particles deposited on a substrate}}{\text{Mass of particles fed to the nozzle}}
\]

(1-6)

The deposition efficiency for an HVOF process in practice is not very satisfactory. About 50% of particles fed into the nozzle do not deposit on the substrate. This is due to various reasons. One of the main reasons is the formation of shock diamonds at the nozzle exit. When particles of smaller diameters pass through these shock diamonds, they are deviated from their respective trajectory. *Figure 1.4* shows the deviation of a single

![Image of a particle trajectory deviation](image)

**Figure 1.4**: Deviation of a particle trajectory due to shock diamonds outside an HVOF nozzle – Courtesy: Ali Dolatabadi [37], 2002.
particle leaving the HVOF nozzle and passing through a shock wave. The landing of these particles and the hence the deposition on the substrate, which is normally kept at a distance of 25 cm far from the nozzle exit is doubted.

Substrate configuration

Placing a substrate, on which the particles should be coated, the high speed flow which will give raise to strong bow shocks or stagnation flows. The stagnation flow may be very strong depending on the location of substrate from the nozzle exit i.e. substrate stand-off distance. This will affect the impact velocity of the particles upon impact [10] [11], in addition to changing their trajectories. The strength of the stagnation flow varies significantly according to the stagnation pressure, which vary with varying geometric configuration of the substrate [12]. Hence optimum substrate stand-off location and favorable substrate configuration will improve the performance of this process.

Particle size and loading

Particle material and size plays an important role in the coating deposition in HVOF process. The presence of shock diamonds outside the nozzle and formation of bow shocks near the substrate will have strong influence on the particle landing conditions depending on the particle size. Smaller particles, due to their relatively lower Stokes number will easily move with the gas phase and any change in the gas phase will affect those particles with smaller size [12]. Particle loading, which is another important parameter that affects the performance of HVOF process, is the ratio of the mass flow rate of the particles to the mass flow rate of the gas phase. It can be mathematically shown as
\[ Z = \frac{\sum m_d}{\sum m_c}; \quad z = \frac{\rho_d u_d}{\rho_c u_c} \] (1-7)

Where \( Z \) and \( z \) are over-all and local loading, respectively. Local loading is the mass flux ratio at a local flow, while over-all loading is the ratio of over-all mass flow rate of the particulate phase to the over-all mass flow rate of the continuous phase (i.e. gas phase). Particle loading is one of the key issues in deciding whether coupling is required to analyze the two-phase flow or not.

**Coating Oxidation**

As discussed earlier in section 1.5, air from the atmosphere will entrain into the hot supersonic jet, which sometimes oxidizes the particles in-flight. It is necessary to minimize this oxidation of particles in order to achieve a high coating performance. Oxidation of in-flight particles produces metallic oxides which were found to reduce the coating quality [13]. Although in-flight particle oxidation rate is low in a HVOF process, compared to other thermal spray process, ambient air entrainment into the jet should be minimized in order to produce superior coatings.

**1.6. Literature Study**

High Velocity Oxygen Fuel process involves turbulent, compressible multi-phase reactive flow, with particles. The study of jet flows dates back to 1850's when Helmholtz and Kirchhoff attempted to obtain solution for jet flows. Voluminous literature on jet flows is available which contains a number of established results. However,
computational studies on high speed jet began as early as early 70's by, Dash and Thorpe [14], and Donaldson and Snedekaer [15] [16]. One of the first CFD approach to HVOF process was first conducted by G. D. Power et al. [17]. They modeled the flow through the HVOF nozzle, with a powder feeder and studied the flow behavior outside the nozzle. They used two-step finite rate combustion model to model the combustion of propylene. It was assumed that the flow at the nozzle exit had completely mixed and chemical equilibrium has been reached. As the flow choked at the nozzle exit, they modeled the flow inside and outside the nozzle separately. Therefore the external flow calculations were done only with turbulent mixing with the ambient air. They considered the Lagrangian particle trajectory for modeling the particle behavior.

Oberkampf and Talpallikar [18] [19] modeled an axi-symmetric HVOF problem, considering an Eulerian and Lagrangian formulation for the gas and particles, respectively. They used a one-equation combustion chemistry that accounted for dissociation of combustion products. The used the k-ε turbulence model of Launder and Spalding [20], which is based on Boussineq eddy viscosity concept to model the turbulence. The predicted the relation between the particle size and their response to the gas phase behaviour. Sinha et al. [21] simulated HVOF process by a methodology analogous to rocket propulsion and plume impingement.

Yang and Eidelman [22] modeled the TAFA JP gun with a convergent divergent nozzle. They predicted the particle motion in the turbulent flow using Lagrangian Stochastic Model (LSM). In this work particle trajectories and particle temperature were related to
the particle size and distribution. Hassan et al. [23] considered the three dimensional geometry of Metco diamond rotating wire torch for simulating HVOF process. They studied the gas dynamics of the process in three dimensional fields. The combustion process is modeled assuming instantaneous chemistry with a one-step chemical reaction. A standard, two-equation, \(k-\epsilon\) turbulence model is employed for the turbulent flow field.

Sobolev et al. [24] studied the in-flight behavior of stainless steel particles fed through an HVOF gun. They used Lagrangian trajectory method to model the particle motion and studied the mechanical and thermal behavior of the particles. Dolatabadi et al. [25] considered the effect of cylindrical shroud attachments to the HVOF spray gun and compared the flow properties with a non-shrouded standard HVOF nozzle. They used an Eulerian formation for gas phase and Lagrangian approach for particle tracking. They used a 4-step eddy dissipation combustion chemistry to model the combustion process that included the dissociation of combustion products.

Dolatabadi et al. [26] considered the Eulerian frame for the cloud of particles in the HVOF process. Using Stokes number and particle volume fraction, they evaluated the two-phase flow of gas and solid particle as a dense flow in the nozzle centerline region. They examined the effect of gas phase on the particle using a one-way coupling and their results were experimentally validated [27] [28].

Srivatsan et al. [10] and Q. Zhu et al. [11] studied the effect of substrate on the flow field and particle impact velocity in the HVOF process and cold spray process, respectively.
Srivatsan and Dolatabadi [29] modeled the HVOF process with different substrate configurations and studied the effect of resulting shock diamonds and bow-shock with the various sizes of particles.

In addition to the above mentioned works in HVOF process, there are many other literatures available which mainly focus on the metallurgy or material properties of the coating particle. There are very few works available which concentrates on the gas dynamics of HVOF, towards improving this process. This thesis intends to concentrate on gas dynamics involved in this process and various technological issues that directly influence the flow properties.

1.7. Objective

The objectives of this thesis include:

- Computationally model a gas-particle flow in an HVOF process using Lagrangian approach and analyze the effect of substrate in the flow field.
- To study the behavior of gas phase and particle conditions due to the change in the substrate configuration.
- Numerically model a two-way coupling between gas and particle using the Eulerian frame work in dense particulate flow situation.
- To find the effect of particle loading on the gas phase properties.
1.8. Thesis Organization

The thesis proceeds as follows. The second chapter presents a detailed description of the Lagrangian approach. The effect of the presence of substrate in the flow field and the flow impingement on the substrate is presented in detail. In addition to this, the effect of substrate geometry on particle trajectories is also discussed in detail. The third chapter presents a description of the Eulerian approach to this problem and the effect of two-way coupling assuming the secondary flow is dense. Finally, the chapter four concludes the work giving a brief note about the future possible extension of this work.
2. Lagrangian Approach

In this chapter, a two-phase flow of gas-particles in a High Velocity Oxygen Fuel (HVOF) process is studied. The Eulerian formulation is used to solve the gas phase, while particle motion is solved by Lagrangian particle tracking method. As discussed earlier in section 1.2, Lagrangian particle tracking method treats each particle as a distinct unit and provides a direct description of each particle by tracking their trajectory while simultaneously calculating the respective velocity and mass. The gas phase is treated in an Eulerian frame, with the assumption of continuum.

2.1. Governing Equations

2.1.1. Gas Phase

The gas phase is analyzed by solving continuity, momentum, and energy equations, while the pressure is linked with density through the ideal gas equation. The particle volume fraction is assumed to be negligible, in other words, a dilute flow scenario is assumed. The coupling between the phases is provided by the source terms in the momentum and energy equations. The equations are expressed in the Cartesian tensor form with the Einstein summation convention. The governing equations are as follows.

Continuity Equation

\[
\frac{\partial \rho}{\partial t} + \frac{\partial (\rho u_j)}{\partial x_j} = 0
\]  

(2-1)
Momentum Equation

\[ \frac{\partial p}{\partial t}(\rho u_j) + \frac{\partial}{\partial x_j}(\rho u_i u_j) = -\frac{\partial p}{\partial x_j} + S_{ni} + \frac{\partial}{\partial x_j} \left\{ \mu_{\text{eff}} \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \mu_{\text{eff}} \frac{\partial u_i}{\partial x_j} \delta_{ij} \right\} \]

\[ \text{(2-2)} \]

Energy Equation

\[ \frac{\partial}{\partial t}(\rho H) + \frac{\partial}{\partial x_j}(\rho u_i H) = \frac{\partial p}{\partial x_j} \left( \lambda \frac{\partial T}{\partial x_j} + \mu \frac{\partial h}{\partial x_j} \right) + S_E + \frac{\partial}{\partial x_j} \left\{ u_i \left[ \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) - \frac{2}{3} \mu_{\text{eff}} \frac{\partial u_i}{\partial x_j} \delta_{ij} \right] + \mu \frac{\partial k}{\partial x_j} \right\} \]

\[ \text{(2-3)} \]

Equation of State

\[ p = \rho RT \]

\[ \text{(2-4)} \]

where \( \mu_{\text{eff}} = \mu + \mu_t \), \( H = h + \frac{1}{2}(u_i u_i) + k \), \( \lambda, k \), and \( S \) are effective viscosity, total enthalpy, thermal conductivity, turbulent kinetic energy and source terms respectively. The standard \( k-\varepsilon \) turbulence model of Launder and Spalding [20] is where \( k \) is the turbulent kinetic energy and \( \varepsilon \) is the rate of dissipation of turbulent energy. Local values of \( k \) and \( \varepsilon \) are obtained from the solution of the following transport equations:

\[ \frac{\partial}{\partial t}(\rho k) + \frac{\partial}{\partial x_j}(\rho u_j k) = \frac{\partial}{\partial x_j} \left( \Gamma_k \frac{\partial k}{\partial x_j} \right) + P_k - \rho \varepsilon \]

\[ \text{(2-5)} \]

\[ \frac{\partial}{\partial t}(\rho \varepsilon) + \frac{\partial}{\partial x_j}(\rho u_j \varepsilon) = \frac{\partial}{\partial x_j} \left( \Gamma_\varepsilon \frac{\partial \varepsilon}{\partial x_j} \right) + \frac{\varepsilon}{k} (c_1 P_k - \rho \varepsilon) \]

\[ \text{(2-6)} \]
The constant values in this model [20] are: \( C_\mu = 0.09; \) \( C_f = 1.44; \) \( C_2 = 1.92; \) \( \sigma_k = 1.0; \) \( \sigma_\varepsilon = 1.3. \) \( \Gamma_k \) and \( \Gamma_\varepsilon \) are diffusion coefficients given by \( \Gamma_k = \mu + \frac{\mu_i}{\sigma_k} \) and \( \Gamma_\varepsilon = \mu + \frac{\mu_i}{\sigma_\varepsilon}. \) The production rate of turbulent kinetic energy, \( P_k \) is given by:

\[
P_k = \mu_i \left( \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} \right) \frac{\partial u_i}{\partial x_j} - \frac{2}{3} \left( \rho k + \mu_i \frac{\partial u_i}{\partial x_j} \frac{\partial u_k}{\partial x_j} \right)
\]

where \( \mu_i \) is the eddy viscosity, which is defined as \( \mu_i = \rho \varepsilon \mu \frac{k^2}{\varepsilon} \), which provides the relation of the turbulence model to the Navier-Stokes energy and reacting flow equations.

Combustion of the oxy-fuel is modeled by a multi-reaction Eddy Dissipation Model (EDM) proposed by Magnussen and Hjertager [30]. The EDM model is appropriate for modeling combustion where the reaction rate kinetics are faster than the turbulent mixing, which means that the reaction in progress is controlled by rate at which the fuel and oxygen is mixed. Experimental observations on HVOF show consensus with using the EDM model. Assuming that air is composed only of \( N_2 \) and \( O_2 \), the chemistry model involves 6 gaseous species namely, \( C_3H_6, O_2, CO, H_2, CO_2, H_2O, \) and \( N_2 \).

A three-step chemical reaction is considered to represent the characteristics of the flame which is listed in Table [2-1]. The first step in Table 2-1 describes the fuel cracking; a process that results in hydro carbon intermediates namely, carbon-mono-oxide and hydrogen. The second step describes the oxidation of the carbon-mono-oxide in to carbon-di-oxide and the third step describes the oxidation of hydrogen in to water.
Table 2-1: Combustion Reaction Steps and their Enthalpy of Reaction

<table>
<thead>
<tr>
<th>Reaction Steps</th>
<th>Chemical Reaction</th>
<th>Enthalpy of combustion (kJ/kg.mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>$C_3H_8 + \frac{3}{2}O_2 \rightarrow 3CO + 3H_2$</td>
<td>$-3.512 \times 10^5$</td>
</tr>
<tr>
<td>2.</td>
<td>$CO + \frac{1}{2}O_2 \rightarrow CO_2$</td>
<td>$-2.8317 \times 10^5$</td>
</tr>
<tr>
<td>3.</td>
<td>$H_2 + \frac{1}{2}O_2 \rightarrow H_2O$</td>
<td>$-2.4190 \times 10^5$</td>
</tr>
</tbody>
</table>

The rate of any chemical reaction is decided by either chemical kinetics or the physical mixing of the combusting species. Physical mixing is the process by which the chemical elements get mixed in at molecular levels. A proper atomization leads to the ideal mixing of fuel and oxygen and this mixing is a very crucial parameter for complete combustion and also, the attainment of the required temperature [31]. Chemical kinetics deals with the collision of molecules that change the composition of the gas. Colliding molecules do not retain their identity throughout the duration of the reaction and hence new species are formed at the macroscopic level of the gas [32]. Both of these processes are essential for reactions to occur and either of the two will govern the reaction. The rate determining the process will be the slower one. The mixing rate is determined from the Eddy Dissipation Model (EDM) according to the following expression:

$$R_{k,edm} = -A_{ebu} \rho \frac{\varepsilon}{k} \min \left\{ Y_f, \frac{Y_o}{r_k}, B_{ebu} \frac{Y_p}{1+r_f} \right\}$$  \hspace{1cm} (2-8)
Where,

\( Y_f \) = mass fraction of fuel,
\( Y_o \) = mass fraction of oxidant,
\( Y_p \) = mass fraction of products,
\( A_{e_{bu}} \) = EDM model constant,
\( B_{e_{bu}} \) = EDM model constant,
\( r_k \) = stoichiometry of oxidant,
\( r_k \) = stoichiometry of fuel.

The kinetic rate of change of any species in a reaction is given by an Arrhenius expression which is a function of temperature and the concentrations of the reacting chemical species, as expressed in Equation 2-9:

\[
R_{k,lm} = -A_c T^\beta [C_a]^r [C_b]^m \exp \left( -\frac{E_r}{T} \right)
\]  \hspace{1cm} (2-9)

where, \( A_c \) = Pre-exponential factor, \( \beta \) = temperature exponent, \( C_i \) = Concentration of \( i^{th} \) reactant (Kmol/m\(^3\)) and \( E_r \) = active temperature of the reaction, (K)

2.1.2. Particle Phase

The motion of particles in the flow field is modeled by the Lagrangian Particle Tracking method. The coupling between the gas and the particle phase is provided by the source term in the momentum and energy equations (see Equations 2-2 and 2-3). The solid particles are assumed to be non-reactive and spherical in shape. Additionally, due to the small Biot number associated with thermal spray process (i.e. in the order of \( 10^3 \)) a lumped capacity system in which a uniform temperature distribution is considered with in
each particle is used. The flow that is being considered is assumed to be dilute and hence the volume occupied by the particles is assumed to be negligible. The equation of motion of a single particle in a flow field is defined as follows [33]:

\[ m_p \frac{d \vec{U}_p}{dt} = \frac{1}{2} \rho_g A_p C_D \left( \vec{U}_g \cdot \vec{U}_p \right) \left| \vec{U}_g - \vec{U}_o \right| + \vec{F} \quad (2-10) \]

where \( m_p \) is the mass of the particle, \( \vec{U}_g \) and \( \vec{U}_p \) are velocity of particle and gas, respectively. In this equation, \( \rho_g \) is the gas density \( A_p \) is the particle cross-sectional area and \( \vec{F} \) denotes the external forces acting on the particle. Integrating the equation of motion of the particles (equation 2-10) over the time interval yields the particle velocity. The gas velocity is assumed to be constant over the integration. A second integration over time gives the particle position at any given time.

Using a lumped capacitance system and neglecting the heat transfer between the phases by radiation, the energy equation of particle can be represented as follows:

\[ m_p C_p \frac{dT_p}{dt} = A_p h_c \left( T_g - T_p \right) \quad (2-11) \]

In Equation 2-11, \( C_p \) is the specific heat of the particle at constant pressure and \( h_c \) is the convective heat transfer coefficient which can be expressed in terms of the Nusselt number.

\[ h_c = \frac{N_u \lambda}{d_p} \quad (2-12) \]
The Nusselt number is a function of the Prandtl number and the particle Reynolds number, which is given for a sphere as follows:

\[ N_u = 2.0 + 0.6Pr^{0.33}Re_p^{0.5} \]  \hspace{1cm} (2-13)

and the particle Reynolds number is a function of the relative velocity between the gas phase and the particle phase, which is given as:

\[ Re_p = \rho_g \left| \frac{\vec{U}_g - \vec{U}_p}{\mu_g} \right| d_p \]  \hspace{1cm} (2-14)

where \( d_p \) is the diameter of particle and \( \mu_g \) is the viscosity of the gas.

2.1.3. The Dependence of the Drag Coefficient on the Gas Mach Number

Momentum is transferred between the phases through mass transfer and inter-phase drag and lift. In the absence of mass transfer and lift, the drag between the gas phase and particle phase has a predominant role in transferring momentum. The ‘steady state’ drag is the force that acts on the particle when there is no acceleration on the relative velocity between the particle and the carrier gas and this drag force is quantified by the drag coefficient \( C_D \) [33]:

\[ F_D = \frac{1}{2} \rho_g A_p C_D \left( \left| \vec{U}_g - \vec{U}_p \right| \right) \]  \hspace{1cm} (2-15)

where \( \vec{U}_g \) and \( \vec{U}_p \) are velocity of particle and gas, respectively. In this equation, \( \rho_g \) is the gas density and \( A_p \) is the particle cross-sectional area of the particle.
In general, the drag coefficient $C_D$ depends on many factors such as particle shape, Reynolds number, Mach number, Turbulence, etc. Walsh [34] predicted that the drag coefficient for a particle in a high speed flow will be a function of Reynolds number and Mach number. As the flow under study is supersonic turbulent flow with particles, it is necessary to have a drag coefficient which accounts for all the above mentioned complexities in the flow. *Figure 2.1* shows the variation in the drag coefficient with the particle Mach number at high Reynolds number [3]. The Particle Mach number $Ma_p$ is defined as the ratio of the relative velocity of the gas and particles to the velocity of sound, which is mathematically represented as equation (2-16).

\[
Ma_p = \frac{|U_g - U_p|}{\gamma R T_g}
\]  

(2-16)

It is evident from the figure that at a high Reynolds number the drag coefficient reaches a maximum for transonic flow. This increase is due to the formation of shock waves on the

![Figure 2.1: Dependence of drag coefficient on Mach number](image)
particle. Mach number effects become significant for a Mach number of 0.6. This is called the critical Mach number wherein a sonic flow occurs in some local region of the sphere.

At a low Reynolds number, the drag coefficient uniformly decreases with increasing Mach number. Also, the trend does not show a high value of \( C_D \) near Mach 1. Hence, in order to include this effect of Mach number, we use a \( C_D \) correlation that incorporates the effect of Mach number and Reynolds number as suggested by Henderson et al. [35], which is shown in Equation 2-17. In this equation, \( Ma \), \( Re \), and \( T \) are Mach number, Reynolds number and temperature, respectively. The variables with subscript ‘\( p \)’ are that of particles and with subscript ‘\( g \)’ are that of gas, while \( \gamma \) is the specific heat constant of the gas.

\[
C_D = \begin{cases} 
24 \left( \frac{Re_p + (\gamma / 2)^{1/2} Ma_p}{Ma_p} \left[ 4.33 + \left( \frac{3.65 - 1.53 T_p / T}{1 + 0.353 T_p / T} \right) \exp \left[ -0.247 \left( 2 / \gamma \right)^{1/2} \frac{Re_p}{Ma_p} \right] \right] \right)^{-1} \\
+ \exp \left( -\frac{0.5 Ma_p}{Re^{1/2}} \right) \left[ \frac{4.5 + 0.38 \left( 0.03 Re_p + 0.48 Re_p^{1/2} \right)}{1 + 0.03 Re_p + 0.48 Re_p^{1/2}} + 0.1 Ma^2 + 0.2 Ma^8 \right] + \\
0.6 (\gamma / 2)^{1/2} Ma_p \left[ 1 - \exp \left( -\frac{Ma_p}{Re_p} \right) \right] \\
\end{cases}
\]

\[
\text{for } Ma < 1
\]

\[
\begin{align*}
0.9 + \frac{0.34}{Ma_p^2} + 1.86 \left( \frac{Ma_p}{Re_p} \right)^{1/2} & \left[ 2 + \frac{4}{\gamma Ma_p^2} + 1.058 \frac{1}{Ma_p} \left( \frac{2 T_p}{\gamma T} \right)^{1/2} \right. \\
\left. - \frac{4}{\gamma^2 Ma_p^4} \right] \\
1 + 1.866 \left( Ma_p / Re_p \right)^{1/2} \\
\end{align*}
\]

\[
\text{for } Ma > 1.75
\]

\[
C_D (1.0, Re_p) + (4/3) \left( Ma_p - 1 \right) \left[ C_D (1.75, Re_p) - C_D (1.0, Re_p) \right] \\
\]

\[
\text{for } 1 < Ma < 1.75
\]
2.2. Numerical Technique

In this work for analyzing the dilute two-phase flow using Lagrangian method FLUENT™ version 6.1.22 which is a commercial computer program available from ANSYS Inc., U.S.A. [36]. Fluent uses a control-volume-based technique to convert the governing equations to algebraic equations that can be solved simultaneously. This control volume technique consists of integrating the governing equations about each control volume which then yield discrete equations that conserve each quantity on a control-volume basis. The primary variables are velocity components, pressure and temperature. The density is linked with the pressure using the ideal gas law. The governing equations are discretised on quadrilateral control volumes and the cell fluxes are solved using a QUICK scheme. The pressure is coupled with velocity by using a SIMPLE (Semi-Implicit Method for Pressure-Linked Equations) algorithm.

2.2.1. HVOF Nozzle Geometry

The nozzle geometry used in this work is similar to that of DJ -2700 HVOF torch, from Suzler-Metco Inc, Westbury, NY, U.S.A. This torch is basically a converging-diverging nozzle as shown in Figure 2.2. The material to be coated is, as fine particles, is fed through the central port along with a carrier gas, which is usually nitrogen. Pre-mixed propylene and oxygen is fed through eight ports of each 1.2 mm, which surrounds the central port concentrically, at an angle of 12° to the centerline. The third stream is nitrogen which serves as coolant to protect the nozzle wall from high temperature. This nitrogen also serves enough mass to push the flow out of the nozzle.
2.2.2. Computational Domain, Mesh and Boundary Conditions

The configuration under study is axi-symmetric and hence one half of the geometry is considered for solving in order to minimize the CPU time. The computational domain is shown in Figure 2-2. The domain includes a convergent section, a cylindrical throat followed by a divergent section and a short distance after the nozzle exit is also considered to study the flow pattern outside the nozzle.

In problems involving supersonic flows, the grids need to be more clustered in the axial direction in order to capture shocks and expansion waves accurately. This work uses GAMBIT, version 6.0.2 to generate the geometry and mesh. There are 75 nodes in the radial direction and 96 nodes in the axial direction, inside the nozzle. In order to capture the shock diamonds clearly, fine grids should be used outside the nozzle. A combination of 140 x 200, 160 x 200, 185 x 250, 185 x 300 were used for grid dependency test but, the Mach number was under-estimated and shock diamonds were not captured clearly. It

(All dimensions are in mm)

Figure 2-2: Computational domain that is used to model the process
was found that 185 radial nodes and 400 axial nodes, which are highly clustered near the
nozzle exit was found to capture the shock diamonds clearly, outside the nozzle. On the
high end the extremely clustered combination of 200 x 500 and 250 x 600 were tested,
and it was observed that the difference in the Mach number value was less than 0.04 and
the normalized temperature was less than 0.005.

The boundary conditions are as shown in Figure 2-3. The mass flow rate boundary is
assigned to the three inlets, through which the gas, particles and premixed oxy-fuel are
injected. The mass flow rate of the species mentioned in Table 2-2 is in accordance with
experiments conducted by Dolatabadi [37], 2002. The injection of gas and particle at
inlets are assumed to be 350 K and the walls are assumed to be 320 K. A pressure-far-
field boundary condition is applied to the region outside the nozzle where pressure is
assumed to be atmospheric.

The High Velocity Oxygen Fuel process is numerically simulated and the results are
presented with discussions in the remaining sections of this chapter. The results of the gas

\[ \text{Figure 2-3: Boundary conditions applied} \]
and particle phases are presented separately followed by the discussion about the effects of variations in gas phase characteristics on the particle phase. The topics to be discussed in the following sections include the effect of shock diamonds on particles, the effect of the substrate stand-off distance on particles and finally, the effect of substrate configuration on particles.

Table 2-2: Inlet mass flow rate of different species - Courtesy: A. Dolatabadi [37], 2002

<table>
<thead>
<tr>
<th>Inlet</th>
<th>Species</th>
<th>Mass Flow Rate (kg/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>N₂ (Carrier gas)</td>
<td>1.573 x 10⁻³</td>
</tr>
<tr>
<td></td>
<td>MCrAlY alloy particles</td>
<td>5.400 x 10⁻³</td>
</tr>
<tr>
<td>2</td>
<td>C₃H₆ (Fuel)</td>
<td>2.256 x 10⁻³</td>
</tr>
<tr>
<td></td>
<td>O₂ (Oxygen)</td>
<td>6.484 x 10⁻³</td>
</tr>
<tr>
<td>3</td>
<td>N₂ (Coolant)</td>
<td>8.604 x 10⁻⁴</td>
</tr>
</tbody>
</table>
2.3. Results and Discussion

2.3.1. Gas phase

General characteristics of the free jet emerging out of the HVOF nozzle are shown in Figures 2.4 and 2.5. In these figures, contours of pressure, temperature and the Mach number are presented. The combustion of oxy propylene raises the gas pressure to around 5 atmospheres and the temperature to around 2800 K at the inlet zone of the nozzle. This is very much evident from Figure 2.4b. The flow is accelerated by this pressure rise and reaches Mach 1 at the nozzle throat, as shown in figure 2.5. The flow further accelerates through the divergent section of the nozzle and develops into a supersonic flow.

![Pressure and Temperature Contours](image)

**Figure 2.4:** Gas phase (a) Pressure contour and (b) Temperature contour
The high speed flow, while expanding through the divergent section of the nozzle, comes out of the nozzle as an over-expanded jet whose Mach number is more than 2.4 and pressure less than the atmospheric pressure. The over expanded flow is compressed suddenly by the surroundings, so that the gas pressure rises more than atmospheric pressure. The gas expands again in order to equalize with atmospheric pressure giving rise to series of compressions and expansions waves the gas finally settles down to the

![Mach number graph](image)

**Figure 2.5: Gas phase Mach number along the nozzle centerline**
atmospheric pressure. These series of compression and expansion waves are nothing but oblique shocks and Prandtl-Meyer expansion fan, which forms a diamond like pattern. This effect can also be clearly visualized in Figure 2.6 where absolute pressure along the nozzle centerline is plotted against nozzle axis.

Figure 2.7 shows the axial velocity of the gas along the nozzle centerline plotted against the axial length of the nozzle. The high pressure due to combustion accelerates the gas to around 1800 m/s at the nozzle exit and the shock diamond that is present outside the nozzle exit decelerates the gas abruptly to around 500 m/s and the gas velocity increases again when it passes through the expansion fans and decreases again when it passes through the shock diamonds. In this way, the velocity is alternatively decelerated and accelerated. This effect is also clearly seen when Mach number is plotted against the
axial distance, in Figure 2.7. It is significant to note that the Mach number is 1 at the throat, while at the exit it is around 2.4. We can also see that the flow after passing through four or possibly five shock waves settles down to a normal jet.

![Diagram of axial velocity along nozzle centerline](image)

**Figure 2.7: Axial velocity of the gas along the nozzle centerline**

From Figures 2.5 and 2.7, it can be observed that at a distance of 300 mm from the nozzle exit the Mach number and axial velocity of the free jet are about 0.8 and 500 m/s respectively, where a substrate is usually placed. In addition to this, the static temperature of the jet is around 900 K. When a substrate is placed in this flow regime, the high speed flow is decelerated rapidly and this yields a strong reverse flow or stagnation flow. This effect is discussed in detail in the Sections 2.3.4.
2.3.2. Particle Phase

The results of particle phase are discussed in this section. The particle trajectories are tracked using Lagrangian stochastic tracking method and the results are presented in Figures 2.8 and 2.9. The particle under study is a nickel particle that has a density close to 8500 kg/m³ and a specific heat of 500 J/kg K. The sizes of particles under study are 10 and 30 μm. The particle velocity of 10 μm and 30 μm are plotted against the length of the nozzle is shown in Figures 2.8a and 2.8b, respectively. From Figure 2.8a, it is evident that the 10 μm particles are swiftly accelerated inside the nozzle due to the large relative velocity between the gas and the particles. Even after the particles exit the nozzle, they continue accelerating due to the expansion waves present at the nozzle exit. These particles start decelerating when they pass through a series of shock diamonds and continue to decelerate further by the turbulent shear layers. Thus, we see that the particles' velocity decreases from around 1300 m/s to 400 m/s over a distance of 0.25 m. In this process, we also observe that the fluctuation in particle velocity is very high due to that they are very small in size and also have a low Stokes number in the order of 10.

![Figure 2.8: Particle velocity of (a) 10 μm and (b) 30 μm particle](image-url)
*Figure 2.8b* explains the velocity of the 30 μm particles as it travels through the domain. The initial particle velocity is close to 50 m/s and the particles are accelerated there after. The maximum velocity attained by these particles is slightly more than 1000 m/s and as they pass through the shock diamonds, they are not decelerated as the 10 micron particles are; when they leave the domain their velocity is close to 600 m/sec. This means that there is a 35% reduction in the velocity over a distance of 0.25 m compared to a 65% reduction in velocity for the 30 micron particles. This is due to the large Stokes number which is in the order of $10^2$ that is associated with the heavy particles. This number is very large for the particles to respond to the changes in the gas phase.

![Temperature profile of 10 μm particles along the nozzle centerline](image)

*Figure 2.9: Temperature profile of 10 μm particles along the nozzle centerline*
Figure 2.9 shows the temperature profile of the 10 μm particles. It is evident from this figure that the particles heat up from the high temperature due to combustion and therefore, the particle temperature rises inside the nozzle and reaches a maximum of around 1500 K at the nozzle exit. There is also additional heating by the thermal shocks.

As the particles travel through the domain, they lose heat due to the entrainment of ambient air and when they reach the end of domain, the particle temperature is around 750 K. This value is less than the experimental values predicted by Dolatabadi et al. [25]. A possible reason for this under-prediction may be due to the fact that particle oxidation is not modeled in this simulation. The oxidation of particles is an exothermic process and thus, increases the particle temperature compensates for the heat loss due to ambient air mixing.

2.3.3. The Effects of Shock Diamonds on Particles

Previous section demonstrated that the gas flow is over expanded when it reaches the nozzle exit which results in alternative compression and expanding waves called shock diamonds which finally settles down to atmospheric pressure. These shock diamonds can be clearly seen in Figures 2.4 and 2.5. When small particles pass through these sets of compression and expansion waves, they are accelerated and decelerated alternatively, which results in a heavy loss of momentum gained by the particles. In addition to this, the trajectory of the particles is severely affected by the shocks diamonds in their path. This effect has been picturised in Figure 1.4. This section is dedicated to studying the effects of these shock diamonds on particle characteristics such as velocity and location. By
comparing the particle conditions before and after shock diamonds, their influence on the particles can be understood clearly. In order to realize this, particle velocity is plotted against respective particle radial position at two different locations; the nozzle exit plane and a location at 250 mm from nozzle exit. The results are shown in Figure 2.10, and tabulated in Table 2.3 and Table 2.4 for 10 and 30 μm, respectively.

Figure 2.10 shows the change in velocity of the 10 μm particles at the nozzle exit plane and at a distance of 250mm from the nozzle exit. Data of 1000 particle were collected; however 250 particles are shown in the figure for clear visualization. From Figure 2.10a, it can be seen that all the particles in the radial plane is very close to the nozzle centerline with high velocity. The respective mean values can be learnt from Table 2.3. The particle average velocity is around 1300 m/s with a mean radial location 1.2. The respective standard deviations are 20 and 0.8 approximately. When the particles pass through the shock as they come out of the nozzle, they are severely decelerated and scattered by the alternatively expanding and compressing waves. As a result of this, the average velocity of the particles at 250 mm reduces to 320 m/sec with an average radial location shifted to around 7 mm.

Table 2.3: Particle condition of size 10 micron at nozzle exit and at 250 mm from the nozzle exit

<table>
<thead>
<tr>
<th>Axial distance</th>
<th>Mean Velocity (m/sec)</th>
<th>Std Dev (m/sec)</th>
<th>Mean radial location (mm)</th>
<th>Std Dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle exit (0 mm)</td>
<td>1300</td>
<td>19.87</td>
<td>1.20</td>
<td>0.82</td>
</tr>
<tr>
<td>At 250 mm</td>
<td>320</td>
<td>48.52</td>
<td>6.8</td>
<td>3.65</td>
</tr>
</tbody>
</table>
Figure 2.10: Particle conditions of size 10 μm at (a) Nozzle exit plane and (b) A plane at 250mm from nozzle exit
Although particles lose some momentum as they travel through the domain, most of the momentum loss is contributed by the shock diamonds which decelerate the light particles i.e. 10 μm, abruptly but also scatters them away from their normal trajectory. This clearly shown in Figure 2.10b, where particle conditions at 250 mm is picturised. It can be seen that particles are widely scattered with reduced mean velocity. This demonstrates the severe effects of shock diamonds on smaller particles. This clearly shows the severe effects of shock diamonds on smaller particles.

The same type of analysis conducted on 30 micron particles did not show a significant difference between the two chosen locations. From Table 2.4, it can be seen that the maximum velocity attained by these particles at the nozzle exit is around 950 m/sec with an average radial location of 0.6 mm off the nozzle centerline. At a distance of 250mm from nozzle exit, the average velocity of these particles is close to 600 m/sec with an average radial location from the centerline equal to 3 mm. Therefore, there is a velocity difference of 350 m/sec with a 3 mm shift in the radial location over a distance of 25 cm. Comparing Table 2.3 and Table 2.4, it can be understood that the change in the velocity and trajectory for heavy particle i.e. 30 μm particles, due to the shock diamonds is not

**Table 2.4: Particle condition of size 30 micron at nozzle exit and at 250 mm from the nozzle exit**

<table>
<thead>
<tr>
<th>Axial distance</th>
<th>Mean Velocity (m/sec)</th>
<th>Std Dev (m/sec)</th>
<th>Mean radial location (mm)</th>
<th>Std Dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nozzle exit (0 mm)</td>
<td>940</td>
<td>5.42</td>
<td>0.60</td>
<td>0.68</td>
</tr>
<tr>
<td>At 250 mm</td>
<td>591</td>
<td>12.33</td>
<td>3.27</td>
<td>1.81</td>
</tr>
</tbody>
</table>
significant as compared to the 10 μm particles. In other words 30 μm particle show poor
response to the shock diamonds that is present at the nozzle exit. This is due to the large
Stokes number associated with heavy particles. As mentioned in the section 1.1.3, a large
Stokes number implies a large particle response time, which means that 30 μm particles
do not respond quickly to the changes in the gas phase and this is the reason why large
particles are not affected by the presence of shock diamonds.

2.3.4. The Effects of the Substrate Stand-Off Distance

The presence of an obstruction in the way of a supersonic jet can significantly change the
characteristics of the jet near its vicinity. A substrate in the flow field is one such
obstruction for the supersonic jet emerging out of an HVOF nozzle. The effects of
placing a substrate in the flow field are demonstrated in Figure 2.11 by comparing the
Mach number contours of a free jet and those of an impinging jet. When high speed flow
is stopped by a substrate, the flow comes to a stagnation abruptly and gets diverted in to a
direction perpendicular to its trajectory, which can be identified by the velocity vector of
the gas near the substrate, which is presented in Figure 2.11. strong reverse flow occurs
and a bow-like formation of the reverse flow appears on the surface of the substrate. This
reverse flow is due to sudden flow stagnation of the high speed jet which will henceforth
be termed as bow shock. The velocity vector near the substrate is enlarged and presented
to show the direction of the flow in this stagnation region. It is illustrated in Figure 2.11
that when high speed flow hits a substrate, the flow is suddenly decelerated and the flow
is diverted in a direction perpendicular to its original direction, which can be seen by the
direction of the velocity vector near the substrate.
Figure 2.11: Variation of gas phase Mach number, due to the presence of a substrate

The strength and nature of the bow shock varies with the stand-off distance of the substrate. It is predictable that a bow shock formed on a substrate that is kept very close to the nozzle exit will be very strong and the flow reversal caused by this may even interact with the supersonic main jet and with the shock diamonds. This phenomenon drastically affects the flow characteristics of the particles that are flowing along with the jet. Hence, the location of a substrate becomes a key issue in improving the efficiency of the HVOF process. This creates a need to study particle characteristics such as average impact velocity and their landing location on the substrate at various stand-off distances. In order to understand the effects of the substrate stand-off distance on particle characteristics, four different stand-off distances namely, 200, 250, 300 and 350 mm, were studied for four different particle sizes; 1 micron, 10, 30 and 60 μm.
A total number of 500 particles’ data is collected and the results are presented in Table 2.5 which tabulates the impact velocity of various particles (1 μm, 10 μm, 30 μm and 60 μm) at four different substrate stand-off distances. It is very much evident that the impact velocity of 1 micron particles for all stand-off distances is rather low (around 120 m/s). Although these particles travel with the same velocity as the carrier gas, they are easily affected by the shock diamonds and the turbulent shear layers outside the nozzle. In addition to this, the bow shock decelerates these light particles drastically, shifting their average landing location far from the nozzle centerline. Additionally from Table 2.5 that the average landing location of these particles is approximately 25 mm away from the nozzle centerline, which implies that up to or more than 50% of particles injected will not even land on the substrate. These small particles travel with almost the same velocity of the gas and due to its very low Stokes number, they are very much sensitive to the

<table>
<thead>
<tr>
<th>Stand-off distance (mm)</th>
<th>Mean particle impact velocity ($V_{im}$) and landing location ($r_L$) on substrate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 μm</td>
</tr>
<tr>
<td></td>
<td>$V_{im}$ (m/s)</td>
</tr>
<tr>
<td>200</td>
<td>112.8</td>
</tr>
<tr>
<td>250</td>
<td>121.2</td>
</tr>
<tr>
<td>300</td>
<td>127.3</td>
</tr>
<tr>
<td>350</td>
<td>101.2</td>
</tr>
</tbody>
</table>
variations in the gas phase characteristics. Due to this, alternating compression and expansion waves of the shocks diamonds and the bow shock near the substrate severely affect the trajectory and the velocity of these particles. There is more information about the effects of substrate stand-off distances in the condition of 10 micron particles.

The average impact velocity of 10 µm particles, as shown in Tables 2.5, at a substrate stand-off distance of 200 mm, is about 240 m/s and has an average landing location close to 11.5 mm away from the nozzle centerline. The velocity of the same particles at a distance of 250 mm is slightly higher in the order of 260 m/s. This is due to the fact that the strength of the bow shock formed at this distance is lesser than the one formed at 200 mm. This effect can also be understood by looking at the average landing location of these particles. The average landing location of the 10 µm particles at 200 mm is slightly more than the landing location at 250 mm. On further increasing the stand-off distance to 300 mm, the impact velocity is found to be decreased. The impact velocity at this distance is around 230 m/s, which is lower than the one at 250 mm and 200 mm. The average landing location is around 11.5 mm, which is slightly above the landing location of the other two cases. Even though the strength of the bow shock formed at distance of 300 mm from nozzle exit would be low when compared to the bow shock formed at a closer distance, the particles have to travel through a long distance. This is the reason for reduction of impact velocity of particles in this distance. At this stage it can be expected that any further increase in the substrate stand-off distance would result in lower particle impact velocity and more deviation from the centerline. From Table 2.5 the impact velocity at 350 mm from the nozzle exit is around 200 m/s and the average landing
location is around 12.6 mm. Although the strength of the bow shock formed at this distance would be very low, the 10 μm particles lose much momentum as they travel through a relatively large distance (of 350 mm) resulting in a low impact velocity.

It is quite interesting to see the characteristics of the 30 micron particles over the change in substrate stand-off distance. The impact velocity of these particles on a substrate at 200 mm from the nozzle exit is around 610 m/s with an average landing location very close to 3 mm from the centerline. As the stand-off distance is increased further, the impact velocity decreases constantly so that the impact velocity at 350 mm is around 480 m/s. This shows that these particles are least affected by the bow shock present near the substrate, but they decelerate as they travel through the distance. This is due to the fact that 30 μm particles show a poor response to the changes in the gas phase characteristics because of the relatively large Stokes number associated with them. This can also be understood by observing the average landing location; there is very little change in the average landing location when the stand-off distance is increased.

The characteristics of the 60 micron particles show a similar trend as that of the 30 micron particles. The average impact velocity of these particles at a distance of 200 mm is around 640 m/s which is also very close to that of the 30 micron particles at the same stand-off distance. Increasing the substrate stand-off distance yields, a reduction in their average velocity but, this rate of reduction is very low when compared to 30 micron particles. This is again due to the very large Stokes number associated with these particles, and therefore they are completely reluctant to the changes in the gas phase
characteristics. This can further be understood by observing the trend of the average landing location which is very similar to that of the 30 μm particles. Any further increase in the particle size shows a very similar trend in terms of both landing location and impact velocity. It should also be mentioned that a large particle size would result in a very poor coating quality, which is undesirable in any thermal spray process.

The above analysis can be summarized as follows. The characteristics of the 1 μm particles are severely affected by both the shock diamonds and the bow shock irrespective of the substrate stand-off distance. Increasing the particle size to 10 μm demonstrates a clear trend in particle characteristics with respect to the change in stand-off distances. The impact velocity of these particles at 200 mm is slightly lower than the one at 250 mm due to the comparatively strong bow shock formed on the substrate kept at 200 mm. Any further increase in the stand-off distance shows a reduction in the impact velocity and a reduction in the strength of the bow shock. This is because of their small size and low Stokes number. This shows that these particles respond sharply to the changes in the gas phase. The trend of the 30 μm particles and 60 μm particles are very similar to each other that they show a very poor response to either shock diamonds or bow shock due to their large Stokes number.

The results revealed by the above analysis demonstrate that the substrate stand-off distance plays an important role in improving the chances of particle landing on the substrate. If the particle size is lower than 30 μm, then it is appropriate to place the substrate at 250 mm as placing the substrate too close would result in stronger bow shock
formation and placing it too far might decrease the chances of obtaining large particle impact velocity which is required for a good coating quality. If the particle size is greater than 30 μm, a closer stand-off distance can be used but a low substrate stand-off distance might result in over-heating of the substrate.

Postulating a precise value for the ideal substrate stand-off distance is not possible as many other factors are also involved in this such as the effects of particle loading, which is discussed in detail in Chapter 3. The above analysis however, shows the complexity of the relation between particle size and the substrate stand-off distance.

2.3.5. The Effects of Substrate Configuration

The effects of substrate geometry on the trajectory of particles are discussed in this section. In order to study the effects of substrate geometry, three different configurations were studied; flat, concave and convex. Figure 2.12 shows the Mach number line contour of gas flow in a free jet, gas flow impinging on a flat, concave and convex substrate. From the figure it is evident that there exists a significant difference in the flow Mach number in the regions near the substrate. The strength and pattern of bow shock seems to vary with respect to the substrate configuration and this will also influence the trajectory as well as the velocity of particles in its vicinity.
Figure 2.12: Gas phase Mach number contour for a (a) without substrate (free jet), (b) flat (c) convex and (d) concave substrates
The effects of substrate configuration and hence the effects of bow shocks on the particle trajectories are studied and the results are presented in Figures 2.13 and 2.14. Particle sizes considered for this study are 10 and 30 μm. These two sizes are considered because they represent the general trend of the particles with sizes from 1 μm to 60 μm. In order to clearly visualize the particle trajectories only 10 particle streams are presented in Figure 2.13 and Figure 2.14. The trajectories of these particles impinging on flat, convex and concave substrates are studied. The flat substrate extends 25 mm in length from the nozzle central axis, while both the concave and convex substrates have a radius of curvature as 25 mm. All the substrates are located at a distance of 250 mm from the nozzle exit. Particle characteristics at a distance of 250 mm in a moving jet are compared with particle characteristics impinging on different substrates.

Figure 2.13: Trajectories of 10 μm particles in a (a) free jet, (b) flat substrate, (c) convex substrate and (d) concave substrate
Figure 2.14: Trajectories of 30 μm particles in a (a) free jet, (b) flat substrate, (c) convex substrate and (d) concave substrate

By comparing Figure 2.13a and Figure 2.13b, it is obvious that the presence of a substrate in the flow field affects the flow of 10 μm particles. This change can also be seen on particle trajectories near a convex substrate and concave substrate. It is very interesting to see from Figure 2.13d that trajectories near a concave substrate are more scattered than those trajectories near a convex substrate. Though a concave substrate has a favorable shape to capture the particles, as shown in Figure 2.12, bow shock formed on such a shape are stronger than the ones formed on a flat substrate or a convex substrate. This effect will be more pronounced on smaller particles especially at lower stand-off distances.
Figure 2.14 shows the particle trajectories of 30 μm particles near different substrate configurations. It is very clear from the figure that the trajectories are almost same in all the cases except with some minor differences in the case of particles near the concave substrate, which is due to the high strength of the bow shock that is formed in this case. The absence of significant changes in these particle trajectories in the vicinity of bow shocks can be attributed to the large Stokes number associated with them.

In order to clearly understand the effects of substrate configuration, it is essential to study particle characteristics near each substrate. Characteristics for 10 μm and 30 μm particles are studied by plotting the impact velocity against the average particle landing on the substrate. For a flat substrate, the axial velocity of the particles is the impact velocity, whereas for particles impinging on a concave or convex substrate, it is the normal velocity, which is the impact velocity. The normal impact velocity is calculated as suggested by Zhu et al. [10].

Figures 2.15 shows the particle characteristics of 10 and 30 μm particles moving in a free jet. The shaded area under the dotted line is the area covered by the substrate, which implies that any particle that is present out of this shaded region, does not land on the substrate. Figure 2.15a shows particle condition of the 10 μm at a stand-off distance of 250 mm, the respective values of mean velocity and average radial location along with their respective standard deviation is tabulated in Table 2.5.
Figure 2.15: Particle conditions of size (a) 10 μm and (b) 30 μm flowing in a free jet
Table 2.6: Particle conditions moving in a free jet

<table>
<thead>
<tr>
<th>Particle Sizes (µm)</th>
<th>Average Velocity (m/s)</th>
<th>Std. dev. (m/s)</th>
<th>Mean radial location (mm)</th>
<th>Std. dev. (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>336</td>
<td>42.52</td>
<td>6.21</td>
<td>2.34</td>
</tr>
<tr>
<td>30</td>
<td>570</td>
<td>12.33</td>
<td>3.17</td>
<td>1.51</td>
</tr>
</tbody>
</table>

It is evident from the figure and the table that the mean velocity of 10 µm particles at 250 mm from nozzle exit is 336 m/s with a standard deviation of 42.5 m/s, while the average radial location around 6 mm with standard deviation close to 2.5 mm. The mean axial velocity of the 30 µm particles are slightly less than 600 m/s with a standard deviation equal to 12.33 m/s. Because of the relatively large size associated with 30 µm particles average radial location is about 3.2 mm with very small standard deviation of 1.51 mm. This observation demonstrates the particle behaviour flowing in a flow in the absence of a substrate.

The trajectories of the 10 µm particles are affected by the series of shock diamonds that are present at the nozzle exit as a result of which, they lose momentum and hence are decelerated, whereas the 30 µm particles due to the large Stokes number are not affected by the presence of shock diamonds thus travel with sufficiently large velocity even at a distance of 250 mm from the nozzle exit.
Figure 2.16: Particle conditions of size (a) 10 µm and (b) 30 µm impinging on a flat substrate
Figure 2.16 shows the characteristics of those particles impinging on a flat substrate, while Table 2.6 tabulates the respective values. It can be seen that the average impact velocity is close to 260 m/s against 350 m/s, which is the velocity of the same type of particles flowing in a free jet at the same stand-off distance. The respective standard deviation has increased from 42 m/s to 53 m/s. The average landing location of these particles is about 10.2 mm with a standard deviation of 6 mm off the nozzle centerline. This is due to the strong bow shock formed on the flat substrate which decelerates the particles abruptly in addition to shifting their mean landing location. When smaller particles leave the nozzle exit, they are severely affected by the shock diamonds which result in a considerable amount of momentum loss. When these particles arrive at the substrate they are further decelerated by the bow shocks which decrease the kinetic energy of particles. Such particles with low kinetic energy may not have enough momentum to penetrate the bow shock and hence these particles may not land on the substrate and even if they hit the substrate, they may not stick with the substrate, which results in poor coating quality.

Table 2.7: Particle conditions impinging on a flat substrate

<table>
<thead>
<tr>
<th>Particle sizes (μm)</th>
<th>Average impact velocity (m/s)</th>
<th>Std dev (m/s)</th>
<th>Mean location on substrate (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>254</td>
<td>52.98</td>
<td>10.15</td>
<td>6.37</td>
</tr>
<tr>
<td>30</td>
<td>520</td>
<td>21.13</td>
<td>3.62</td>
<td>1.95</td>
</tr>
</tbody>
</table>

While there is a considerable change in the characteristics of the 10 μm particles due to the bow shock, the 30 μm particles show a pattern similar to that of the one flowing in a
free jet. From Table 2.6, the average impact velocity of the 30 µm particles is equal to 550 m/s, which is very close to those in a free jet. The average landing location from the centerline is around 3.5 mm, which clearly shows that these particles are neither decelerated nor deviated from their path due to the presence of the bow shock or stagnation flow. The spatial and velocity distribution of these particles are very similar to those of a free jet case, which can be seen by comparing Figure 2.16 and 2.17. Therefore the presence of a substrate in the flow field does not have any effect on such particles.

Figures 2.17a and 2.17b show characteristics of the particles impinging on a convex substrate, while Table 2.7 tabulates the mean values of normal velocity of impact and landing location. It is obvious from Table 2.7 that the mean particle normal velocity of impact on a convex substrate is around 280 m/s with a standard deviation of mean equal to 44 m/s. The average particle landing location is around 9 mm from the centerline with a standard deviation close to 5 mm. These results can be compared those of the case with flat substrate (see Table 2.6). It can be seen that the impact velocity near a convex substrate is more than the impact velocity impinging on a flat substrate. Also, the average landing location of particles is lesser than that of one near a flat substrate.

Table 2.8: Particle conditions impinging on a convex substrate

<table>
<thead>
<tr>
<th>Particle sizes (µm)</th>
<th>Average impact velocity (m/s)</th>
<th>Std dev (m/s)</th>
<th>Mean location on substrate (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>282</td>
<td>44.20</td>
<td>8.90</td>
<td>5.28</td>
</tr>
<tr>
<td>30</td>
<td>534</td>
<td>21.42</td>
<td>3.52</td>
<td>1.83</td>
</tr>
</tbody>
</table>
Figure 2.17: Particle conditions of size (a) 10 μm and (b) 30 μm impinging on a convex substrate
This implies that the strength of the bow shock formed on a flat substrate is stronger than one formed on a convex substrate. The characteristics of the 30 μm particles show a similar trend as with the flat substrate case, which are shown in Figure 2.17. From the Table 2.7, their average normal impact velocity is approximately 535 m/s and has an average deviation of 4 mm from the nozzle centerline. The respective standard deviations are 52.98 m/s and 5.48 mm. Both the impact velocity and landing location of the 30 μm particles near a convex substrate is very close to those particles of the same size impinging on a flat substrate, even though the particle velocity near a convex substrate is slightly higher compared to the velocity near flat substrate. This observation affirms that the bow shock formed on a flat substrate is stronger than the one formed on a convex substrate.

Figures 2.18a and 2.18b show the characteristics of the particles landing on a concave substrate. The corresponding values of mean velocity and particle landing location are presented in Table 2.8. It is evident that the average normal impact velocity reduces to as low as 150 m/s with large standard deviation close to 70 m/s. The average landing location is more than 12 mm, which is very high when compared to the particle characteristics of the other two cases. The standard deviation of mean landing location is in the order of 7 mm, which is large comparing to particles impinging on a flat or a convex substrate. The reduction in the impact velocity and increase in the average landing location is attributed to the very strong bow shock formed on this substrate. By comparing the condition of 10 μm particles through Tables 2.6, 2.7 and 2.8, it can be inferred that the bow shock formed on a concave substrate is much stronger than one.
formed on a flat or convex substrate. Figure 2.18a shows that few particles fall outside the shaded region, which implies that these particles do not land on the substrate. In addition to this, many particles fall very close to the dotted line (edge of the substrate) with velocities less than 70 m/s. These particles have very low probability of landing on the substrate and even if they happen to reach the substrate they might not stick properly on the surface of substrate which will considerably reduce the deposition efficiency.

Figure 2.18b and Table 2.9 shows the characteristics of the 30 μm particles impinging on a concave substrate. It can be seen that, the average impact velocity of these particles is around 470 m/s, which is much smaller than average velocities of same kind of particles impinging on either convex or flat substrate; the standard deviation is maximum among the three different configurations under study, namely 71 m/s Here the strength of the bow shock is clearly illustrated that even particles with large Stokes number (30 μm particles) are decelerated near the substrate. This effect can be further understood by observing the average landing location of these particles; it is around 4.1 mm with a standard deviation 2.12 mm, the maximum deviation among the three different configurations under study.

Table 2.9: Particle conditions impinging on a concave substrate

<table>
<thead>
<tr>
<th>Particle sizes (μm)</th>
<th>Average impact velocity (m/s)</th>
<th>Std dev (m/s)</th>
<th>Mean location on substrate (mm)</th>
<th>Std dev (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>148</td>
<td>70.83</td>
<td>13.12</td>
<td>6.75</td>
</tr>
<tr>
<td>30</td>
<td>468</td>
<td>29.43</td>
<td>4.13</td>
<td>2.12</td>
</tr>
</tbody>
</table>
Figure 2.18: Particle conditions of size (a) 10 μm and (b) 30 μm impinging on a concave substrate
From the above analysis, it can be seen that flow impingement on substrates with different configurations gives rise to different flow patterns near the substrate with varying bow shock strength. It can also be understood that the bow shock formed on a concave substrate is much stronger than the one formed on either convex or flat substrate. It was observed that small particles with sizes 10 µm or less may not be able to penetrate the strong bow shock that forms due to the flow impingement on a concave substrate. Even heavy particles i.e. 30 µm showed notable response to the bow shock, as against the languid behaviour of these particles to the changes in the gas flow. This is an interesting observation revealed by numerical investigation of this phenomenon. It was expected that a concave substrate would capture almost all the particles fed due to its favorable curvature and incidentally many particles would escape near the convex substrate. On the contrary, it was observed that in terms of capturing smaller particles, the convex substrate is better than a flat substrate which in turn is better than a concave substrate.

This chapter was dedicated to studying changes in particle characteristics due to various changes in the gas phase i.e. shock diamonds and bow shock using the Lagrangian trajectory model. When the two-phase flow is dense, the particle injection and particle feed rate have severe impacts on the gas phase, which will be studied in Chapter 3.
3. Eulerian Approach

The intention of this chapter, as stated in the objective section (see Section 1.7 and 1.8) is to model the two-way coupling in a dense two-phase flow that occurs in an HVOF process and find out the effect of a dense particulate phase on the gas phase. By comparing the gas phase characteristics of a single phase flow with that of a two-phase flow with different particle loadings, a proper insight about the effect of particle volume fraction on the gas phase can be obtained. In order to obtain this, a fully Eulerian approach is used to model the two-phase dense flow and the results are discussed.

The Eulerian approach to a multi-phase flow problem implies the continuum assumption for both the continuous and dispersed phases. This chapter provides a complete description of Eulerian approach, governing equations, and numerical techniques used to solve the HVOF problem by using ‘Implicit Continuous-fluid Eulerian’ (ICE) technique [38], [39] and [40]. The ICE method is a compressible finite volume numerical technique with all principle variables located at the cell center. The state variables are the total mass of species, momentum and energy. The phases are coupled by introducing the volume fraction term in the governing equations. Since mass, momentum and energy are conserved and there is no need to resolve shocks waves using the finite volume method.
The physical domain is divided into a number of arbitrary quadrilateral control volumes. A fully cell-centered state vector is employed. Therefore, all the dependent variables and fluid properties are stored at the control volume center (collocated or cell-centered arrangement). The data structure arrives from a multi-block, structured grid arrangement. The governing equations are solved over each control volume resulting in a system of non-linear algebraic equations which are solved simultaneously.

3.1. Governing Equations

The governing equations are continuity, momentum and energy equations for compressible, non-reactive multi-material flow at continuum level [38],

\[
\frac{\partial \rho_k}{\partial t} + \nabla \rho_k \vec{U}_k = 0
\]  \hspace{1cm} (3-1)

\[
\frac{\partial \rho_k \vec{U}_k}{\partial t} + \nabla \rho_k \vec{U}_k \cdot \vec{U}_k = -\theta_k \nabla \rho - \nabla \theta_k \left( \rho_{\kappa}^o - p \right) - \nabla \cdot \left( \alpha_k \rho_o \vec{U}^\prime _k \vec{U}^\prime _k \right)
\]

\[+ \nabla \cdot (\alpha_k \tau_o) + \rho_k g + \sum \theta_i \theta_i K_{kij} \left( \vec{U}^\prime _i - \vec{U}^\prime _k \right) \]  \hspace{1cm} (3-2)

\[
\frac{\partial \rho_k e_k}{\partial t} + \nabla \rho_k e_k \vec{U}_k = -p_k \nabla \cdot \vec{U}^f + \alpha_k \gamma_o^{-1} \left( \rho_{\kappa}^o - p \right) \nabla \cdot \left( \alpha_k \rho_o \vec{U}^\prime _k \vec{U}^\prime _k \right)
\]

\[+ \frac{\alpha_k \tau_o \cdot \varepsilon}{2} - \nabla \cdot \alpha_k \vec{q}_k + \sum \theta_k \theta_i \vec{R}_{ij} (T_i - T_k) \]  \hspace{1cm} (3-3)

where \( \vec{U}^f \), \( \rho \), \( p \), \( e \), \( T \), \( \tau_o \), \( K \), and \( R \) represents the velocity vector, density, pressure, internal energy, temperature, stress tensor, momentum and heat exchange coefficients between the phases, respectively; \( \alpha \) is the volume fraction and \( \theta \) being the expected
value of volume fraction. The subscript \( l \) and \( k \) refers to the fluid and solid material, respectively. As the flow under study is non-reactive the conversion of material into a product is absent and hence the continuity is equal to zero. The non-equilibrium condition results in an equation for \( \theta_k \) and is expressed as follows:

\[
\frac{\partial \theta_k}{\partial t} + \nabla \cdot \theta_k \vec{U}_k + \nabla \cdot \left( \alpha_k \vec{U}_k' \right) = 0 \quad (3-4)
\]

This equation is constrained by the fact that for both equilibrium and non-equilibrium state, \( 1 - \sum_{m} \theta_m = 0 \) is always true. The turbulence is modeled by using the two-phase \( k-e \) turbulence model of Kashiwa [38].

For a compressible flow, there is one continuity equation, three momentum equations, and an energy equation that need to be solved. But the above mentioned equations have seven unknowns namely \( \rho, p, e, T, u, v \) and \( w \). This makes the system incomplete and a need arise to introduce two more equations. The two additional equations used to close the system of equations are obtained by determining relations between the thermodynamic variables. For constant specific heats the equation of states can be given as follows:

\[
p = (\gamma - 1)\rho e \quad \text{and} \quad T = \frac{(\gamma - 1)}{R} e \quad (3-5)
\]

where, \( \gamma \) is the specific heat of the ideal gas. The momentum is exchanged between the two phases by the movement of particles with a relative velocity to the gas flow. The force acting on a single sphere, moving with a velocity of \( U_{rel} \) is given by
\[
F_D = \frac{1}{2} \rho_g U_{rel}^2 C_D A 
\]  
(3-6)

where \( \rho_g, U_{rel}, C_D \) and \( A \) are density of the gas phase, relative velocity between the gas and particle, drag coefficient, and area of the particle, respectively. When there are \( N \) particles (of equal area) in the flow field, then the volume fraction of the particulate phase becomes as follows:

\[
\theta_p = \frac{4}{3} \pi r^3 N 
\]  
(3-7)

where \( \theta_p \) is the particulate phase volume fraction. Hence, the force acting on the particle phase per unit volume is:

\[
\vec{F}_D = \rho_c \left| \vec{U}_{rel} \right| \vec{U}_{rel} C_D \theta_p \left( \frac{3}{4 \pi r^3} \right) 
\]  
(3-8)

where, \( r \) is the radius of particles. This force for a multi-material form can be written as:

\[
\vec{F}_{l,k} = \sum_i \theta_k \theta_i K_{k,l} \left( \vec{U}_l - \vec{U}_k \right) 
\]  
(3-9)

where, \( K \) is the momentum exchange coefficient. For a two-phase gas particle flow the momentum exchange coefficient is as follows:

\[
K_{l,k} = K_{k,l} = \left( \frac{3}{8} \right) C_D \frac{\rho_c}{\theta_c} \left| \vec{U}_{rel} \right| r 
\]  
(3-10)

Similar to the momentum transfer between the phases, heat is also transferred and the heat exchange coefficient is represented as follows:

\[
R_{k,l} = R_{l,k} = \frac{\rho_c h_c}{\theta_l} \left| \vec{U}_{rel} \right| r 
\]  
(3-11)
where, \( h_c \) is the convective heat transfer coefficient, per unit area. The following assumptions are made in the integration and discretization of the governing equations:

- The non-equilibrium pressure term and the multiphase Reynolds stress are assumed to be zero.
- The multi-phase fluctuational transport of energy, average viscous dissipation and thermal transport by conduction terms are assumed to be zero.
- The mesh velocity is zero and the mesh is structured.
- A first-order finite difference scheme is used for the time derivatives.

### 3.2. Numerical Technique

In this section, equations in the discretised form are presented for a single-phase compressible flow. *Figure 3.1* shows a typical grid arrangement. The following convention is used for indexing the mesh; \( i, j, \) and \( k \) are the indices used for \( x, y, \) and \( z \) direction, respectively. The faces of the cell are named as follows; L, R, B, T, BK, and FR represents left, right, bottom, top, back and front, respectively. For example the \( x \)-component of the face centered velocity across the front faces of the computational cell \( i, j, k \) can be given as \( u_{i,j,k,F}^{f} \). In addition to this, for each of the computational domain there are two layers of ghost cells that surround the domain.
3.3. Algorithm Description

This part of the work uses CFDLib, a freely distributed set of source codes developed by Los Alamos National Laboratory. The governing equations are solved for time dependent case, where the steady state solution is found by marching through time until the variables do not show variation between successive time steps. The combustion of oxy-fuel is not modeled as the solver used for solving the problem does not have combustion modeling feature, explaining various reaction chemistry. Instead the results of the combustion are given as input to the problem. The computational cycle can be divided into three main steps namely:

- Calculation of the auxiliary quantities as a first step,
- A Lagrangian step, in which the effects of physical processes are computed, and
- An Eulerian step, in which the state is mapped to a common control volume.

This algorithm is called as Arbitrary Lagrangian Eulerian (ALE) technique. The advantages of using this technique is, its clear distinction of separating physical process and mesh interpolation, and its ability to use arbitrarily moving meshes [41].

As mentioned earlier, all the dependent variables and fluid properties are stored in the center of cell i.e., control volume; this is also called a ‘collocated’ or a ‘cell-centered’ arrangement. The basic algorithm used for solving quantities over time is given as follows. Superscripts $c$ and $f$ represent cell-centered and face-centered quantities, respectively. The computational cell arrangement is shown in Figure 3.1.
Figure 3.1: Grid arrangement and cell face labeling
Step 1:
Pressure, at the cell center is calculated from equation of state for an ideal gas stated in equation 3-12, in an explicit step.

\[ p^{(n+1),c} = (y-1) \rho^{n,c} e^{n,c} \quad (3-12) \]

Step 2:
The Lagrangian pressure at the \((n+1)^{th}\) cell center, \(p_{L}^{(n+1),c}\), and a face centered velocity at the \((n+1)^{th}\) step, \(\vec{U}^{(n+1),f}\), are calculated using a linear approximation to the pressure [42]. This is a semi-implicit finite difference step.

Step 3:
In step 3, the face-centered pressure, \(p^{(n+1),f}\), is calculated explicitly using the continuity of acceleration principle.

Step 4:
Having calculated \(\Delta p^{(n+1),c}\) and \(p^{(n+1),f}\), from steps 2 and 3, sources terms of momentum and energy are calculated. For a single material case, this is an explicit step.

Step 5:
In this step, the Lagrangian values \(m_{L}^{(n+1)}, \left( m \vec{U} \right)^{(n+1)}_{L} \) and \(e_{L}^{(n+1)}\) are calculated, which are the sum of source term calculated in step 4.
Step 6:
The advection of mass, momentum and energy using the face centered fluxing
velocities, $U_{(n+1),f}$, from step 2 is calculated explicitly.

Step 7:
Mass momentum and energy quantities, which were calculated by the summation of
Lagrangian values (from step 5), and advection term from step 6, are updated.

3.3.1. Computational Domain and Boundary Conditions
The computational domain is as shown in the Figure 3.2. The nozzle has three inlets for
particle-carrier gas, pre-mixed oxy-fuel and coolant. The combustion is not modeled,
however the results of combustion process modeled in Chapter 2 is given as inlet
condition to the HVOF gun. Nitrogen is injected in all the ports at 350 K, while at the

![Figure 3.2: Computational Domain and boundary conditions](image)

(All dimensions are in mm)
middle port at a temperature of 2800 K, to account for rise in temperature due to the combustion phenomenon. Particles with uniform size of 30 μm are injected through the central port along with carrier gas. Symmetric boundary condition is applied along the nozzle centerline. The computational domain extends up to 250 mm in the axial direction and 100 mm in the radial direction, outside the nozzle exit. No-slip wall boundary condition is applied at nozzle walls, while a far-field boundary is applied at the end of computational domain. In order to initiate the computations, an atmospheric pressure boundary is applied at the radial end of the domain.

3.3.2. Mesh and Discretization

The main concern in using the Eulerian approach for modeling a dense suspension flow is to ensure the continuity of the dispersed phase or particulate phase. The mesh size should be selected in such a way that the control volume contains sufficient number of particles in order to ensure the continuity assumption to be reasonable. The computational domain inside the nozzle contains 40 radial and 116 axial cells and the domain outside the nozzle consists of 250 cells in the axial direction and 100 cells in the radial direction.

3.4. Results and Discussion

The HVOF process is numerically simulated using the Eulerian two-fluid model and the results are discussed in this section. The results of single-phase (without particle injection) are first presented, and these results are compared with the results including particle injection. This way the effect of two-way coupling can be easily visualized.
Figure 3.3: Gas phase contours of (a) Pressure and (b) Temperature

*Figure 3.3 (a)* and (b) show the gas phase contours of pressure and temperature, respectively. As explained earlier, the results of combustion are given as input, which raises the gas pressure above 5 atmospheres. The gas expands as it travels through the nozzle; it becomes over expanded when it reaches the nozzle exit. The flow adjustment to atmospheric pressure is attained by undergoing a series of expansion and compression waves, known as shock diamonds. From the *Figure 3.3 (a)*, it can be seen that there are 4 to 5 shock-diamonds occur before the flow finally adjusts to the atmospheric pressure.
Temperature variation across these shock waves can be clearly seen in Figure 3.3 (b). The temperature of the gas near the inlet is around 2700 K due to the combustion of fuels, whose results are given as input. The temperature of the gas, as it travels through the length of the nozzle, comes down to around 1600 K. At the nozzle exit, due to the presence of shocks, the gas temperature suddenly rises to 2500 K and thereafter the temperature of gas temperature fluctuates between 1500 K and 2500 K due to the alternatively expanding and compressing shock waves. After these shock diamonds, the temperature of the gas settles down to around 1600 K.

Figure 3.4 shows the velocity contour below which the centerline Mach number is plotted against the nozzle axial distance. It is evident from the figure that the velocity of the gas accelerates due to the high pressure at the nozzle inlet (as seen from Figure 3.3) and as the gas reaches the throat, the Mach number becomes 1, which can also be seen from the Mach number plot. The gas expands further in the divergent section of the nozzle and when it reaches the nozzle exit, the Mach number of the gas is about 2.4. The shock diamonds at the nozzle exit (which was explained in Figure 3.3(a)) can also be seen in the velocity contour. The velocity fluctuates between 700 m/s to 1500 m/s before it finally settles down to around 900 m/s, after which the flow starts decelerating. The fluctuation in the Mach number plot is attributed to these shock diamonds. The Mach number at the nozzle exit is slightly above 2.3 which after undergoing 5 to 6 expansion and compression, finally settles down close to 0.75 of the sound speed. Thus the results of the gas phase with out particle injection obtained by using the Eulerian model are very similar to that of the results obtained by Lagrangian model (presented in Chapter 2),
except that the shock diamonds captured using the Eulerian model are not as clear or as sharp as the results of the Lagrangian model. This can be attributed to the large mesh size of Eulerian model, which is essential for the continuum assumption of both the phases.

Figure 3.4: Gas phase velocity contour and plot of Mach number along the centerline
3.4.1. Effect of Particle Loading on Gas Phase

In a two-way coupled scenario, the effect of particle loading on the gas phase would be very significant depending upon the volume fraction of the particle phase; in a dense flow scenario the characteristics of the gas phase cannot be expected to be the same as in a single phase or dilute flow scenario. In a typical HVOF process, both types of flow scenario occur; dilute and dense. In the region near the nozzle centerline, the particle volume fraction would be higher, implying that the two-phase flow is dense. Nevertheless particle volume fraction would be almost zero in the regions far away from the centerline, meaning a dilute two-phase flow. This is very well evident from Figure 3.5. In the region where particle phase is dense, there would be a considerable change in the gas phase characteristic. To see the effect of particle injection (thereby effect of particle volume fraction) on the gas phase, it would be appropriate if the gas phase velocity contours are compared before and after particle injection, which is presented in Figure 3.6.

![Particle Volume Fraction](image)

**Figure 3.5: Particle volume fraction in a two-way coupled HVOF process**
Gas phase velocity contours are chosen for study because gas velocity is an important characteristic which accelerates the particles by exchange of momentum. Figures 3.6 (a) and (b) show the velocity contour of the gas phase before and after particle injection, respectively; particles are injected at a benchmark loading of around 10 g/min (The corresponding volume fraction of particle phase is in the order of $2 \cdot 10^{-4}$, approximately). By comparing the figures, it can be observed that the injection of particles, even though at a very small flow rate, changes the pattern of the shock diamonds that are formed outside the nozzle exit.

![Velocity contour diagram](image)

**Figure 3.6:** Gas phase velocity contour (a) before particle injection (single phase scenario) (b) after particle injection at a loading of 10 g/min
Close examination of Figure 3.6 (b) would reveal that the strength and number of shock diamonds is reduced when particles are injected. In addition to this we can see that the shocks are slightly shifted away from the nozzle centerline and there is a slight reduction in the gas velocity in that region, as well. This is due to the presence of the particle phase near the nozzle centerline, although not very dense in volume fraction. Away from the nozzle centerline, it can be seen that the flow characteristics are almost similar before and after particles injection. This gives a very clear picture about the effect of loading in a two-way coupled dense two-phase flow. In order to study further the effect of loading, the particles are injected at various mass flow rates and the effect of this loading variation on the gas phase velocity are presented in Figure 3.7.

![Velocity (m/s)](image)

(a)

(b)

Figure 3.7: Gas phase velocity contour with different loading (a) 50 g/min (b) 150 g/min
Figure 3.7 shows the comparison of the gas phase velocity contours, when particles are injected at two different mass flow rates, namely 50 and 150 g/min. By increasing the particle loading, there is a significant change in the gas phase velocity. First of all, the maximum gas phase velocity at the nozzle exit is drastically reduced to almost 1000 m/s, which is just little more than half of the velocity attained, if no particles were injected. Additionally the shock diamonds appear to be very weak and are shifted away from the centerline (where the particulate phase is dense) of the nozzle; number of shock diamonds is also reduced with increase in the particle loading. From the Figures 3.6 and 3.7, it can be inferred that an increase in particle loading would severely decelerate the gas phase velocity, which plays a major role in the delivering particles on the substrate.

Investigation of gas velocity variations across the nozzle exit plane would reveal the effect of particle volume fraction in a two-phase flow, ranging from dilute to dense. Figure 3.8 demonstrates such an analysis. The axial velocity of the gas phase across the nozzle exit plane is plotted against the radial distance of the nozzle exit for different particle loadings. It can be visualized from the figure that the single-phase gas velocity at the nozzle wall is zero, after which the gas velocity across the plane increases and reaches its maximum at the centerline. When particles are injected at a loading of 10 g/min, the velocity of the gas near the centerline reduces to 1100 m/s, although the velocity of the main stream is around 1400 m/s. Upon increasing the particle loading to 50 g/min the gas velocity near the centerline drops to around 700 m/s with the main stream velocity descended to slightly above 1000 m/s. This shows that when particle loading increases, the gas velocity is not only affected near the centerline, but also globally.
In practical scenarios loading is not exceeding 100 g/min, but to show the consequence of particle loading, particles are overloaded at the rate of 150 and 400 g/min. It can be seen that when particles are overloaded with 150 g/min, the velocity of the main stream reduces down sharply to around 800 m/s with local velocity near the centerline less than 600 m/s. With the gas temperature close to 1600 K in this region, the flow regime is clearly subsonic near the nozzle centerline. This is why the shock diamonds are shifted away from the centerline, which is otherwise present in a single phase flow. It can be inferred that when particle loading is 400 g/min, the gas flow is subsonic globally.

The subsonic nature of the gas phase at higher particle loading is clearly shown in Figure 3.9, where gas phase Mach number along the nozzle centerline is plotted against axial

![Diagram: Gas velocity across the nozzle exit plane for different particle loading]

**Figure 3.8:** Gas velocity across the nozzle exit plane for different particle loading
distance. For simplicity, the Mach number is plotted for axial distance between nozzle throat and 14 cm from nozzle exit. It is evident from the figure that at a particle loading of 10 g/min the gas phase Mach number at the nozzle exit is around 2.1, whereas at a loading of 50 g/min the Mach number comes down to around 1.5. At the same loading rate the gas Mach number is supersonic at an axial distance of 12 mm, (i.e. at 5 mm from nozzle exit) whereas at a high loading of 150 g/min, the Mach number at exit is slightly above 1 which becomes subsonic shortly thereafter. When particles are overloaded (at 400 g/min) it can be seen that the gas Mach number is less than 0.5 at the throat and thus it does not even reach supersonic velocity at any point of the flow regime.

![Mach number vs Axial Length](image)

**Figure 3.9:** Gas phase Mach number across centerline for different particle loading
At this stage it is appropriate to refer *Figure 2.1*, which explains the relationship between drag coefficient and relative Mach number. From the figure it can be inferred that for high Reynolds number flow, as in HVOF process, the drag coefficient drastically increases to 4 for relative Mach number (which depends on relative velocity between gas and particles) is more than 1.2, whereas it is less than 0.5 for lower relative Mach number. When the Mach number of the gas phase is very low (i.e. subsonic) it directly affects the relative Mach number resulting in a low drag coefficient. Hence it is imperative to have supersonic flow regime as much as possible, which in turn depends on particle loading. This clearly shows the effect of particle loading on gas phase characteristics.

### 3.4.2. Effect of Particle Loading on Particle Phase

Particle acceleration in an HVOF process is due to the exchange of momentum with the gas phase. While the gas phase velocity playing a major role in momentum exchange, a descent of gas velocity due to high loading would definitely affect the momentum exchange thereby affecting the particle acceleration. *Figure 3.10* shows the effect of particle loading on particle velocity, where particle velocity along the nozzle centerline is plotted for various loadings. As mentioned earlier, the size of particles considered for this study is 30 μm; the particles are loaded at four different loading rates, namely 10, 50, 150, and 400 g/min. It can be seen that at different loadings, the same particles travel with different velocity. When the loading is very low i.e. at 10 g/min the particle velocity reaches 1200 m/s at the nozzle exit and thereafter it starts decelerating such that, at a distance of 250 mm from the nozzle exit the velocity is very close to 650 m/s. When the
particle loading is increased to 50 g/min, the gas phase acceleration is considerably reduced, which results in reduction of particle velocity. The particle velocities reaches a maximum of 550 m/s and thereafter the particles travel almost with the same velocity and finally when it reaches 250 mm from the nozzle exit the velocity is around 500 m/s. By further increasing the loading to 150 g/min and 400 g/min, particles velocity is very low velocity in the order of 450 m/s and 200 m/s, respectively.

It is very interesting to see that at the same stand-off distance of 250 mm, particles with same size have different velocities for different particle loadings. It can also be observed that the difference in velocity increases with a decrease in stand-off distance; say, at 200 mm from the nozzle exit, the particle velocity at loading 10 g/min is more than 700 m/s, while at a loading of 50 g/min, the particle velocity is close to 500 m/s. This gives

Figure 3.10: Particle velocity along the centerline for various loading
additional idea about locating substrate stand-off distance which is discussed in section 2.3.4. Thus it is seen that particle loading can considerably influence the velocity at which the particles are delivered on the substrate.

The intention of this chapter was to model a two-way coupled HVOF process, and to find the effect particle loading in dense two-phase flow. The next chapter will summarize all the major discussions of this work followed by scopes and recommendations where future research can be directed related to this work.
4. Closure

Computational modeling has been acknowledged as an important tool to study and understand complex phenomena such as gas-particle two phase flows, which finds application in a many natural and industrial systems. A High Velocity Oxygen Fuel coating process is numerically modeled and study has been done on various technological issues that are associated with this process. This thesis illustrates an HVOF process, which involves a complex particle-laden supersonic flow that operates at relatively high temperature. In addition to this various practical issues such as effect of a substrate on the flow field and particle loading are discussed in detail. The aim of this work is to study the intricacies and complexities involved in the HVOF process. Lagrangian and Eulerian approaches are applied to analyze the characteristics of the two-phase flow.

4.1. Conclusions

The first objective as mentioned in Chapter 1 was to model the HVOF process using the Lagrangian particle tracking method, assuming the particulate flow to be dilute and to investigate the characteristics of the gas phase and individual particles. In addition to this the presence of substrate in the flow field and its effect on the flowing particles is studied
for varying the substrate stand-off locations and substrate configurations. The results and conclusions of the Lagrangian approach are summarized as follows:

- The numerical simulation of the HVOF process, predicted wide range of flow properties such as gas pressure, temperature, density, velocity, Mach number, and species concentration. The simulation was also able to capture various flow characteristics such as abrupt temperature raise and hence the pressure raise due to the combustion, mixing layers, shocks diamonds, and flow dissipation by the turbulence. Numerical results showed good agreement with the experimental works conducted by Dolatabadi [37].

- Modeling combustion is one of the critical issues to accurately predict the flow characteristics in an HVOF process, as the results of combustion is the main source for the flow acceleration inside the nozzle. Combustion modeled using single step oxidation of propylene predicted unrealistically high temperature (about thrice the adiabatic flame temperature of propylene) and hence multi step combustion modeling was adopted, accounting for the intermediate chemical reactions. Care should be taken not to include unnecessary intermediate reactions, which would increase the computational time. In this work, a three step chemical reactions was considered and the results of combustion and concentration of various species show good agreement with experimental works.
• The properties of the particle phase were obtained by using the Lagrangian particle tracking approach. Using this method yielded the properties of individual particles in the flow field, such as particle temperature and velocity history. As drag coefficient plays an important role in the momentum transfer between the particles and the gas, suitable $C_D$ correlation that accounts for a large range of Mach number and particle Reynolds number was used. The numerical results, especially the velocity of particles, obtained was slightly more than the experimental results obtained by Dolatabadi et al. [28] [37] and this over-estimation of velocity increases with increase in the particle size. The reason for this over-estimation of velocity may be due to the drag correlation, which raises the need to find a more appropriate drag model.

• The presence of shock diamonds at the nozzle exit was seen deflecting the particles from their respective trajectories and this is more pronounced for small sized particles. The shock diamonds did not have significant effect on particles with large diameter. In addition to this the presence of substrate in the flow field gives rise to strong bow shock or stagnation flow which strongly affects the particle conditions. This bow shock was found to be responsible for deviating particles with small size, while large particles showed poor response to the bow shock, due to their relatively large Stokes number.

• The strength of the bow shock was observed varying for various substrate stand-off distances. In order to understand effect of the substrate stand-off distance on
particle conditions, four different substrate distance were studied; 200, 250, 300, and 350 mm. Four different particle sizes namely 1, 10, 30, and 60 μm were injected and their conditions, mainly particle impact velocity and landing location, on the substrate were obtained. It was seen that impact velocity of smaller particles, in the order of 10 μm, on a substrate kept at 200 mm is relatively low due to the strong bow shock formed because of the flow impingement on the substrate thus shifting the average landing location far away from the nozzle centerline. The results also revealed that the particle sizes of 30 and 60 μm showed very similar pattern both in terms of impact velocity and landing location on the substrate.

• In order to clearly understand the effect of substrate configuration on the strength of the bow shock, general characteristics of gas phase in a free jet was compared with those of the flow impinging on three different substrate shapes; flat convex and concave. It was seen that the strength and nature of the bow shock changes significantly for different substrate configurations. To study the effect of the change in the substrate configuration on particle condition, two different particle sizes, namely 10 and 30 μm, were studied. These two sizes were chosen as they represent relatively small and large sized particles. It was seen that the presence of a flat substrate in the flow field decelerates the particle abruptly, deviating them from their trajectory. The bow shock formed on the surface of flat substrate was slightly stronger than that of the one formed on a convex substrate, thereby decelerating and deflecting the particles more near substrate. The bow shock was found to have least influence on 30 μm particles due to their large size, and hence large Stokes number.
• It was quite interesting to see that the bow shock formed on the concave substrate was much stronger than the bow shock formed on either flat or convex substrate. It was expected that the concave substrate would capture more number of particles due to their apparently favorable shape. On the contrary, due to the strong bow shock formed on this substrate, the 10 µm particles were severely decelerated and deviated, resulting in the escape of few particles without lading on the substrate. Even large sized 30 µm particles were found to be slightly affected by this strong bow shock.

• From the above analysis a conclusion can be drawn that if large particles can be used for coating, one can place the substrate either at 200 or 250 mm, depending upon the density and specific heat capacity of the coating particles. Placing the substrate nearer than 200 mm from the nozzle exit may result in the over-heating of the substrate due to the high temperature of the gas phase. If the substrate to be coated is either flat or concave, it is better to choose particle sizes close to 30 µm as they can easily travel undisturbed by either the shock diamonds or the bow shocks present in the flow field.

The second objective of this work was to apply Eulerian continuum method and to model a dense particulate phase scenario. In this analysis, as discussed in chapter 3, both the gas and particle phases were considered in an Eulerian frame and the effect of two-way coupling is studied by considering various particle volume fractions. The results can be summarized as follows:
• The High Velocity Oxygen Fuel process is simulated enabling a two-way coupling by using an Eulerian two-fluid model. Combustion is not modeled but appropriate boundary condition was given in order to create a high pressure and temperature at the nozzle inlet. Flow characteristics such as velocity, pressure, temperature, and in addition to these, the volume fraction of the gas phase were also obtained. The shock diamonds captured were not as sharp as those obtained using the Lagrangian model. This is due to the large mesh size used in the Eulerian simulation model that is necessary for the assumption of continuum for the particle phase. Due to the large mesh size, the maximum gas velocity predicted by the Eulerian method was underestimated.

• First the gas phase was modeled without injecting any particles and after convergence was reached, particles were injected at a bench mark flow rate of 10 g/min. Due to the effect of two-way coupling the injection of particles was found to be affecting the gas phase characteristics. It was observed that particle phase was dense in the region very close to nozzle centerline and dilute in the region away from the nozzle centerline. Due to this, the region where particle phase is dense, the gas velocity was found to be low, as it compares with the dilute particulate flow region. In addition to this, the strength of the shock diamonds appeared to be weak, with the shock diamonds slightly pushed away from the nozzle centerline. Number of shock diamonds was also found to be reduced.
• By increasing the particle loading rate to 50 g/min, it was observed that gas velocity near the nozzle centerline decreased significantly. Though the particle velocity increased radially away from the centerline, the maximum velocity of the free stream, i.e., away from the nozzle centerline where the particle phase is dilute, was also found to be reduced. Therefore, the Mach number of the gas was also found to be reduced, which results in subsonic flow immediately after the nozzle exit. This is the reason why shock diamonds were attenuated and the shocks were shifted away from centerline with lower strength. Further increase in the loading to 400 g/min, reduced the overall gas velocity considerably thereby changing the supersonic flow regime to subsonic for the entire computational domain.

• Increase in the particle loading results in the sharp descent of gas velocity, near the nozzle centerline, which directly affects the particle velocity. Particle velocity along the nozzle centerline, at different particle loadings was plotted and it was observed that the particle velocity at any given distance from the nozzle exit was different for different loadings along the centerline. For example, the particle velocity at a stand-off distance of 200 mm was close to 700 m/s at a particle loading of 10 g/min, whereas the velocity of the same particles at a loading of 50 g/min was close to 450 m/s.
4.2. Recommendations for future work

Research in any particular field is never ending. There will always be a scope to increase the performance of outcome, which can be understood by continuing research in all possible sensible directions. This section is dedicated to give ideas and some recommendations for future work and some projects in pipeline as a continuation of current work. They are summarized as follows:

- There exist a mammoth amount of experimental data and result on HVOF process. However, not many of them discuss or give an insight about the presence of substrate in the flow field or the configuration of substrate. Therefore, the next and immediate project, as a continuation of present work is to experimentally study the effect of substrate and effect of its configuration.

- Working on various nozzle configurations is also in the pipeline. Joshi et al. [43] have studied the nozzle orientation effects of nonlinear interactions on exhaust supersonic jets and have predicted that a rectangular nozzle exit would considerably decrease the atmospheric air entrainment into the main jet that emerges out of the nozzle. Decrease in the air entrainment into the main jet, would reduce the particle oxidation, which in turn would improve the coating quality [44]. Hence designing a nozzle with rectangular exit is one of the recommendations that can be done in the future.
• Extending the supersonic zone of the flow is one of the main steps that would increase the particle impact velocity, especially for smaller particles. Bauer et al. [45] have studied the effect of attaching a second throat at the nozzle exit, and it has been understood that such an attachment significantly improves the performance of the nozzle. Therefore such a second throat can be attached and examined to extend the supersonic domain of the flow.

This work finishes at this stage, after accomplishing the various objectives mentioned in Section 1.7 namely investigating and comparing the HVOF process in Lagrangian method and Eulerian method, followed by the conclusions and recommendation for future work.
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