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Abstract

Numerical Analysis of Near-Surface Flow Beneath Small-scale
Wind-Driven Water Waves

Xiaoxia Hu

Previous studies have shown that microscale wave breaking plays a significant role
in the process of heat, gas, and energy exchange between water and air. In this research,
the numerical analysis of near-surface flow beneath small-scale wind driven water waves
were studied using the model which was validated by the experiment.

A gas model was developed in present study to estimate the effect of wind on the
water waves. An experiment was conducted at a wind speed of 4.4 m's™ to validate the
numerical model used in the simulations. The results showed excellent agreement
between numerical and experimental studies at the interface and greater water depths.
The model also captured the logarithmic behavior of the mean streamwise velocity,
which is consistent with previous studies.

The two-dimensional simulating results for both clean water surface and
contaminated water surface are presented in terms of mean streamwise velocity, wave
characteristic including RMS wave amplitude and dominate wavelength, and the
structure of vorticity near water surface. Also, some preliminary results of three-
dimensional numerical simulations are presented for both clean and contaminated water

surface.
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Chapter I

Introduction

The air-sea interface comprises approximately 70% of the Earth’s surface, and the
ocean-atmosphere interaction has a significant impact on the global climate. The energy
transfer from the ocean drives atmospheric circulation, while at the same time, the ocean
acquires energy and momentum from the atmospheric circulation i.e. the wind. The
boundary layers on both sides of the interface control the transfer of heat and gas across
the interface. When wind blows over the water surface, it produces surface waves of
different wavelengths and amplitudes anywhere from a few millimeters to hundreds of
meters. These waves alter the flow structure in both the airside and waterside boundary
layers and thus influence the air-water transport processes. The occurrence of small-scale
wind-generated waves is wide spread over the ocean surface. Previous studies have
suggested that the cumulative effect of these small-scale waves on air-sea heat and mass
transport could be significant (Melville 1996). Some recent studies have confirmed this
hypothesis by showing that the near-surface flow field beneath wind-generated waves
plays a very crucial role in controlling the gas and heat fluxes across the interface
(Siddiqui et al. 2001, Zappa et al. 2001).

The breaking of surface waves plays an important role in air-sea interactions
(Melville 1996). By generating near-surface turbulence, these breaking waves not only
enhance the transfer of gas and heat across the air-sea interface, but also dissipate wave

energy and generate ocean currents by transferring momentum from the wave field.



Breaking waves can be generated over a wide range of scales (lengths 0.1-100 m) and
intensities (Rapp and Melville 1990). Large scale breaking waves refer to the waves with
the entrainment of significant volumes of air. These kinds of waves can also produce a
whitecap. The term of “Microscale Breaking” was introduced by Banner and Phillips
(1974) in order to describe the breaking of very short gravity waves which usually occur
at low to moderate wind speeds (i.e. 4-12 m's™). In microscale breaking, surface tension
is strong enough to prevent air entrainment.

Previous studies have shown that microscale breaking may be very important in
controlling the fluxes of heat, gas and momentum across the air-water interface (Melville
1996, Banner and Peregrine 1993, Phillips 1977). Gas exchange across the air-sea
interface has significant effect on the bio-geochemical cycling of gases in our living
environment. The correct prediction of oxygen transfer across the air-water interface is
critical for modeling water quality (Emerson 1987, Chu and Jirka 1995). Banner and
Peregrine (1993) also showed that accurate estimates of CO, transfer rate between the
atmosphere and ocean are important for prediction of global warming. Ocean circulation
models used to estimate the global ocean CO, uptake are very sensitive to the air-water
CO, transfer velocity (Sarmiento et al. 1992). Therefore, it is necessary to better
understand the processes that control air-sea gas transfer velocity to obtain accurate
estimates of CO, flux.

It is well known that nearly all the ocean surfaces are covered with contaminated
surfactants. Mass and Milgram (1998) concluded that most natural sea surfactant
molecules have sufficient surface tension to form surface films over a wide range of

ocean surface. Previous studies have already shown that the existence of surfactant films



has a significant effect on the gas, heat, and energy transfer between air and sea. The
effect on the gas transfer, especially CO; and O, has an important meaning in the study of
our ecosystem.

The flow field beneath wind waves is complex due to the presence of three
components of velocity namely mean, wave and turbulent, and their interactions. The
experimental investigations in the near-surface region beneath wind waves are
challenging due to the fluctuation of the water surface and the complexity of the turbulent
flow in this region. The numerical investigations are also difficult due to the three-
dimensional nature of the flow and air-water flow interactions. Until now, few numerical

investigations have been conducted on small-scale wind driven water waves.

1.1 Literature Review

1.1.1 Water Waves

Water waves refer to the motion of unsteady free surface subjected to gravitational
forces. In terms of the effects of surface tension, water waves can be divided into three
categories: capillary waves, capillary-gravity waves and gravity waves. A capillary wave
is dominated only by the effects of surface tension, whose wavelength is usually no more
than one centimeter. However, for a capillary-gravity wave, both the gravitational force
and the surface tension play an important role in the generation and propagation of the
wave, and for a gravity wave, the effe'tct of surface tension can be ignored and only the
effect of gravity is required to be considered. Ocean waves and tsunamis are typical
examples of gravity waves. Wind waves, as the most important kind of water waves,

refer to the waves at the water surface of the ocean generated by wind. They are also



called wind-generated waves. Wind waves, the most ever-present oceanic feature, are
generated by the friction between water and air and driving force of the wind.

The problem of water waves, as one of the oldest topics in fluid mechanics and
hydrodynamics, has been studied over the past several decades. The traditional interest in
water waves is due to their importance in the design of ships and near-shore structures.
More recent interest is due to the need to understand tsunamis, energy and mass exchange
processes at the air-sea interface, the generation and detection of internal waves by
submarines, the scattering of radar by capillary waves, the design of off-shore structures
such as oil rigs, and sediment transport and beach erosion due to normal as well as storm
seas. Just as any other area of mechanics, fundamental techniques or knowledge
generated for one application can be easily carried over to other areas. The better
understanding of water waves are helpful in the problems involving film coating

processes, fuel sprays, droplet and bubble dynamics or stability, and cavitations.

1.1.1.1 Microscale Breaking Waves

Wave breaking is an irregular or réndom process in space and time and it is a highly
nonlinear phenomenon (Chen ef al. 1999). It can be generated over a wide range of scales
(lengths 0.1-100 m) and intensities (Rapp and Melville 1990). Large scale breaking
waves refer to the waves with significant entrainment of air. These kinds of waves can
also produce a whitecap. The term of microscale breaking was introduced by Banner and
Phillips (1974) to describe the breaking of very short gravity waves without air
entrainment. In microscale breaking waves, surface tension is strong enough to prevent
air entrainment. Microscale wave breaking usually occurs at low to moderate wind

speeds (i.e. 4-12m's™) and is in the order of 0.1 to 0.5m in length and a few centimeters



in amplitude. They have a bore-like crest directly preceded by parasitic capillary waves
riding along forward face (Jessup et al. 1997). Figure 1.1 is a typical example of

microscale breaking.

Bore-like «—— Wind
crest

Parasitic /
Capillarics
Pl A=

Nl' T . ™

g el \
w

High vorticity region
which becomes turbulent

Figure 1.1 (Top) Conceptual model of a microscale breaking wave with bore-like crest
preceded by capillary waves riding along the forward face. (Bottom) A digital video
image of a microscale breaking wave with an approximate wavelength of 10 cm (Jessup
etal. 1997).

Microscale breaking may include many complex processes such as nonlinear

deformation of the laminar flow during steepening, generation of vorticity at the water

surface and rapid generation of turbulence (Duncan 2001). Moreover, the physical



mechanisms that lead to microscale wave breaking are not well understood. Since
microscale breaking is without air entrainment, it is difficult to use standard optical
techniques to measure microscale breaking. Jessup et al. (1997) put forward a new
method using infrared (IR) imagery to detect microscale breaking waves. It is shown that
microscale breaking waves produce the;rmal surface signatures that can be quantified by
infrared imaging techniques. The temperature of the ocean surface is a few tenths of a
degree Celsius cooler that the bulk water temperature immediately below. The turbulence
generated by microscale breaking waves destroys this cool skin layer and brings warmer
bulk water to the surface, producing a warm thermal wake at the surface which can be
detected by IR imagery. This cool skin layer recovers as the wake dissipates. Figure 1.2 is
the conceptual model of the disruption and recovery of the skin layer due to wave
breaking as described by Jessup et al. 1997. A typical infrared image of the water surface
at a wind speed of 8.1m's” is shown is Figure 1.3. Surface signatures due to the
disruptions of the cool skin layer by microscale breaking waves can also be clearly seen

and are outlined in black.
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Figure 1.2 The conceptual model of a disruption and recovery of the skin layer due to
wave breaking (Jessup et al. 1997)
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Figure 1.3 An IR image at a wind speed of 8.5 m's™. The wake signatures produced due
to the disruption of the cool skin layer by microscale breaking waves, are outlined in
black. The dimensions of the IR image are 34.3 cm X34.3 cm (Siddiqui, 2002)



Zappa (1999) and Zappa et al. (2001) examined the influence of microscale breaking
waves on air-water gas and heat transfer using simultaneous infrared and wave slope
imaging techniques. They found that the fraction of the area occupied by the thermal
signatures of the turbulent wakes generated by microscale breaking waves was correlated
with the gas and heat transfer velocities. They observed that the disruption of the skin
layer coincides with waves that have a dimpled bore-like crest and steep forward face.
More recently, Zappa et al. (2004) measured the local heat transfer velocities inside and
outside these wakes generated by microscale breaking waves. They found that on average
the heat transfer rate was enhanced by a factor of 3.5 inside the wakes and that
microscale wave breaking directly contributed up to 75% of the transfer across the air-
water interface under moderate wind speeds. Based on that, they concluded that
microscale wave breaking is the underlying physical mechanism that determines the gas
transfer rate at low to moderate wind speeds.

Siddiqui et al. (2001) presented preliminary results from a laboratory investigation of
the flow fields beneath microscale breaking waves using simultaneously sampled and
collocated IR imagery and Digital Particle Image Velocimetry (DPIV). They found that
the wakes generated by microscale breaking waves were typically produced by a series of
near-surface vortices that form behind the leading edge of the breaker. Strong
correlations were observed between the near-surface vorticity and the local heat transfer
velocity. The main conclusion was that the wakes produced by microscale breaking
waves were regions of high near-surface vorticity that were in turn responsible for

enhancing air-water heat transfer rates.



Peirson & Banner (2003) investigated the flow beneath microscale breaking waves
using high-resolution DPIV measurements. Microscale breaking waves were detected
using a scheme based on the local wave slope. They observed high values of the vorticity
and surface convergence at the leading edge (or toe) of the breaking wave. They also
argued that it is the subduction of the fluid at the toe that is responsible for the majority of
the gas transfer.

In order to investigate the influence of the near-surface coherent structures, Siddiqui
et al. (2004) computed the properties of these structures and developed a new
parameterization of air-water gas transfer model using the coherent structure properties.
They found that these coherent structures enhance the air-water gas transfer velocity by a
factor of 2.8 and are responsible for 60% of the total air-water gas flux. The results also
shown that in the regions occupied by coherent structures, turbulent kinetic energy was
increased by a factor of 2.5.

Siddiqui and Loewen (2007) investigated the near-surface flows at a fetch of 5.5 m
and wind speeds form 4.5 to 11ms™ using simultaneous DPIV and infrared imagery. The
results showed that in the crest-trough region beneath microscale breaking waves, 40% to
50% of the dissipation was associated with microscale wave breaking, which supports the
premise that microscale breaking waves play a significant role in enhancing the transfer
of gas and heat across the air-sea interface. These results also demonstrated that the
enhanced near-surface turbulence in the wind drift layer was the result of microscale
wave breaking. Their results also validated the proposal by Terray et al. (1996) which
stated that the rate of dissipation of turbulent kinetic energy due to wave breaking is a

function of depth, friction velocity, wave height and phase speed.



1.1.1.2 Surface Contamination

Surfactants or surface-active agents are described as molecular species located at the
surface of a liquid (Jones and Toba 2001). They are comprised of a hydrophobic (water-
fearing) part and a hydrophilic (water-loving) part, so that they can obtain an equilibrium
state at an interface between aqueous and non-aqueous phases (e.g. air-sea interface).
Mass & Milgram (1998) have shown that most natural sea surfactant molecules have
sufficient surface tension to form surface films over a wide range of ocean surfaces. They
also mentioned that the main surfactant sources in the open sea are phytoplankton
exudates and the chemical breakdown of dead organisms.

Zappa (1999) conducted a laboratory study to investigate the effect of microscale
breaking waves on air-water gas transfer for clean and surfactant-contaminated water
surfaces using IR and wave slope imagery. He found that the surfactants reduced the gas
transfer velocity and damped the capillary waves.

Ceniceros (2003) numerically studied the effects of surfactants on the formation and
evolution of small capillary ripples on the forward face of short waves. A hybrid
methodology was used in this study to couple the full two-phase Navier-Stokes equations
with a free boundary and the effect of surfactant. He found that surfactants affected
capillary waves dramatically and the capillary region was regularly marked by an
accumulation of surfactant concentration. He also concluded that the size of wave roller,
the amplitude and the wavelength were reduced by surfactants.

Surfactants not only affected the wave field through wave damping but also modified
the surface boundary conditions. In the absence of wind, the only surface stress acting at

a clean air-water interface (i.c. free of surfactants) is surface tension. Lang & Gharib
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(2000) found that surfactants typically reduce the surface tension in proportion to their
concentration at the free surface. Therefore, when surfactant concentration varies along a
free surface, surface tension gradients are produced. They also showed that the generation
of surface tension gradients results in the production of shear stresses which alters the
surface boundary conditions. Finally, they concluded that surfactants are important to the
dynamics of free surface flows because of their influence on the behavior of near-surface
turbulence.

Jokardris (2004) reported on a laboratory investigation of the near-surface flow
beneath clean and contaminated wind-driven water surfaces using simultaneous infrared
imagery and DPIV. Her results showed that surfactants reduced the energy of dominant
waves by approximately 40% to 60%. The mean velocity profiles confirmed the
existence of a viscous sublayer where the mean velocity varies linearly with depth. She
also showed that within the viscous sublayer, the mean streamwise velocity gradients
were two or three times larger beneath the surfactant-contaminated surfaces than that of
the clean surfaces, which generated a thin layer of enhanced vorticity beneath the
surfactant-contaminated surfaces. The results also demonstrated that surfactants did not
affect the amplitude and length of capillary waves. However, they reduced the number
of capillary waves by 50-70% and the number of gravity waves with parasitic capillary
waves by 30-60%. She concluded that surfactants reduced the percentage of breaking by
approximately 50% due to the damping of the capillary waves.

Kamash (2005) conducted an experimental study on the effect of surfactants on
microscale wave breaking and the aqueous boundary layer using DPIV. He found that at

all speeds (3.8 to 9.8m.s™) the flow in the aqueous boundary layer was in the transition
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regime for both water surface conditions (clean and contaminated). He also observed a
strong negative correlation between the fraction of the total momentum transferred to the
aqueous boundary layer and the mean square wave slope irrespective of the water surface
condition. The ratio of the dissipation rate of turbulent kinetic energy in contaminated
water to that in clean water decreased from 1.0 to 0.7 as the wind speed increased from
3.8 to 9.8m.s”. Surfactants reduced the enhanced layer of near-surface turbulence on
average by 35%. The surfactants reduced the percentage of wave breaking by
approximately one third and reduced the wave amplitude and maximum wave slope on
the forward face of the waves by an average factor of 25% and 28%, respectively for
breaking waves and 22% and 19%, respectively for non-breaking waves. He also
explained that irrespective of the water surface condition, there is a strong correlation
between the fraction of the total momentum transferred to the wave field and the

percentage of breaking waves.

1.1.2 Numerical Studies on Water Waves

As mentioned earlier, the numerical investigation of water waves is difficult due to its
three-dimensional nature and flow interactions between air and water. Furthermore, the
location of free surfaces which changes with time and space is usually unknown and its
determination is one of the major challenges faced by numerical investigations. In the
numerical modeling of free surface flows, the following approaches are used: pure
Lagrangian method, Eulerian method, and arbitrary Lagrangian Eulerian method (ALE).
In the Lagrangian method, the equations of the fluid particles whose location changes

continuously with time need to be employed. There are two distinguished advantages of
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Lagrangian method; one is that there is no convective acceleration term in the Lagrangian
formulations and the problem is immediately self-adjoint, the second is that it is possible
for the free surface to be updated and maintained during the fluid motion. However, this
method is not commonly used in fluid mechanics due to large deformations in fluids in
comparison to solids.

The computational methods used to describe the evolution of the interface can be
distinguished into two broad classes, namely: interface tracking methods and interface
capturing methods (see Figure 1.4). Interface tracking methods (Ferziger and Peri¢ 1999)
are used in a Lagrangian fashion to evolve the interface, for example, by evolving marker
particles (Figure 1.4a) or by adapting meshes with the interface profiles (Figure 1.4b).
The notable characteristic and advantage of the interface tracking methods is that the
exact location of the interface is known. Other advantages include simple and accurate
incorporation of surface tension calculations and the precise imposition of boundary
conditions. However, there are also two disadvantages of such a method. One is that it is
usually more complex to implement than capturing methods. The other is that this kind of

method is not suitable when interfaces are likely to merge and rupture.

Figure 1.4: Methods of representing an interface (a) marker particles;
(b) an adaptive mesh; (c) volume tracking.
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Gotoh and Sakai (1999) performed a Lagrangian numerical simulation of breaking
waves using the Moving Particle Semi-implicit (MPS) method. In this study, the breaking
waves were simulated on several bottom configurations, namely uniform slope,
permeable uniform slope and vertical wall with small step on its foot. The authors drew
the conclusion that the particle method, including MPS method can be used to simulate
the wave breaking process. The advantage of the particle method is that it is the free form
of numerical diffusion due to the advection terms in the Navier-Stokes equation, which is
a common disadvantage in the Eulerian method. However, the particle method takes
much longer CPU time and also needs much more memory than that for the Eulerian
method.

Dalrymple & Rogers (2006) presented a new model, called Smoothed Particle
Hydrodynamics (SPH) to simulate free surface flows. SPH is a mesh-free Lagrangian
method. The equivalent of mesh points are the fluid particles moving with the flow. One
notable advantage of this method is that it does not require any special approaches to
trace the surface, such as the volume-of- fluid method or a Lagrangian surface tracking.
Furthermore, this method can also deal with rotational flows with vorticity and turbulence.
They have shown that their method could model breaking waves on beaches in two and
three dimensions, green water overtopping of decks, and wave-structure interaction. This
method, however, is not suitable to model large areas because it does require a large
number of particles in the simulation for resolution.

In the Eulerian method, the boundaries of the fluid motion and computational meshes
are fixed in position. For free surface flows, the problem arises immediately as the

locations of the interface, or free surface is unknown. Therefore, an additional algorithm,
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namely the interface capturing (volume) method needs to be incorporated to trace the free
surface. This is carried out by solving a convection equation for the free surface height
on the free boundary. The main advantage of the Eulerian method is that it can be used to
solve problems where the free boundaries undergo large deformations that Lagrangian
methods cannot handle. The major disadvantage is the numerical diffusion due to the
existence of the advection terms in the Navier-Stokes equations, especially when there is
a free surface boundary.

Volume tracking is the most common method of an interface capturing technique. In
this method, the location of the interface on a fixed mesh is replaced by some indications
of fluid volume (see Figure 1.4¢). It was developed from the concept of Marker-and-Cell
(MAC) proposed by Harlow and Welch (1965). Volume tracking assigns a scalar
function to each cell to indicate the fraction of the cell volume filled with the fluid.
Volume tracking techniques can be classified into two categories according to the way the
scalar values are used to reconstruct and advect the interface. The first refers to the older
methods characterized by an interface reconstruction that aligns fluid with the fixed mesh.
The second one is the more recent PLIC (Piecewise Linear Interface Calculation) method,
which defines the surface in terms of linear (or planar, in three dimensions) interfaces
within each cell (Rider and Kothe 1998).

Hirt and Nichols (1981) presented the Volume of Fluid (VOF) method, which is now
considered to be the most famous volume tracking method. They considered Eulerian
formulations for problems involving free boundaries. VOF method was compared with
other free boundary methods, such as height functions, line segments and marker particles,

in terms of their discrete representation, their evolution in time, and the manner in which
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boundary conditions were imposed on them. The results showed that VOF method was
more flexible and efficient than other fnethods for treating complicated free boundary
flows. The VOF method has been incorporated into a number of well known algorithms
such as, SOLA-VOF (Nichols and Hirt 1975) and RIPPLE (Kothe, Mjolsness and Torrey
1991).

Chen and Kharif (1999) conducted numerical simulations of plunging breakers using
Direct Numerical Simulations (DNS). The numerical modeling of this two-phase flow is
based on a piecewise linear version of VOF method. A stress tensor calculated from the
gradients of the volume fraction function was considered to account for capillary or
surface tension effects. Results showed concurrence with the laboratory observations of
breaking water wave motions including overturning, plunging process, air entrainment
and successful splash-up cycles. The generation of vorticity both in the liquid and gas was
also observed during the breaking process. It was also found that the energy dissipation
due to viscosity played a significant role in the formation of splash-up.

Since both the Lagrangian and Eulerian methods have advantages and disadvantages,
a new method called arbitrary Lagrangian Eulerian method (ALE) provides another
alternative to secure the best features of both Lagrangian and Eulerian descriptions by
combining them.

Nithiarasu (2005) presented an arbitrary Lagrangian Eulerian (ALE) method for non-
breaking free surface flow problems. The Characteristic-Based Split (CBS) scheme was
used to solve the ALE equations. The author also mentioned that the major difference of
this method from other existing finite element based methods was the way in which the

mesh velocity was calculated. A simple mesh smoothing algorithm, which was based on
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determining the position of the node by simple averaging the coordination of the
surrounding nodes, was used in the calculations. Such a smoothing was applied during
each time interval. Finally it was concluded that results showed agreement with available

experimental data.
1.2 Motivations

Waves can be generated and propagated in various fluids or media, such as sound and
water. Of all the various types of ﬂuid‘wave motion that occur in nature, surface water
waves are not only the most commonly observed but are also of great practical
importance because of their impact on coastal and offshore structures and ship dynamics.
Also, their implications for sediment transport and coastal morphology and their overall
effect on the energy and momentum exchange between the atmosphere and oceans are
important. Previous studies have shown that microscale breaking waves play a very
important role in controlling the flux of heat, gas and momentum across the air-water
interface.

The flow field beneath wind waves is complex due to the presence of three
components of velocity namely mear“l,‘ wave and turbulent, and their interactions. The
experimental investigations in the near-surface region beneath wind waves are
challenging due to the fluctuation of the water surface and the complexity of the turbulent
flow in this region. The numerical investigations are also difficult due to the three-
dimensional nature of the flow and flow interactions. Although there have been some

experimental studies conducted on flow beneath microscale breaking waves, few of these
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numerical investigations have been done in this field, especially in three-dimensional
simulations of small scale wind-driven water wave.

Most of nature’s seas are contaminated on the surface. It has been demonstrated that
most surfactant molecules that have drifted onto the surface of natural seas have
sufficient surface tension to form surface films over a wide range of ocean surfaces.
Previous studies have shown that contaminated surfactant films have a significant effect
on the gas, heat, and energy exchange between air and sea.

Therefore, this study will focus on a numerical analysis of near surface flow beneath
clean and contaminated small-scale wind-driven water waves. Also, some three-
dimensional simulations will be run to give us a qualitative impression on three-

dimensional wind-driven water waves.
1.3 Objectives

Previous studies already demonstrated that microscale wave breaking plays a
significant role in the process of gas and heat transfer between air and water. Some
experimental investigations in the near-surface region beneath wind waves have been
done by researchers to better understand the structure, the average properties and the
importance beneath microscale breaking waves. However, little research has been done
on numerical simulation of such microscale breaking wave due to the three-dimensional
nature of the flow and flow interactions.

The specific objectives of this thesis are to:

1) Numerically investigated the effect of wind speed on the properties of near surface

flow beneath small-scale wind driven water waves. The properties include the mean
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streamwise velocity distribution as a function of depth, the dominated wavelength
and the RMS amplitude.

2) Numerically analyze the effect of surface contamination on average properties
beneath small-scale wind waves, including the mean streamwise velocities, the mean
amplitude and the dominated wavelength.

3) Qualitatively analyze the three—dim¢nsional effect on the generation and propagation

of small-scale wind-driven water waves.
1.4 Thesis Organization

An introduction, motivation and objective of the thesis and relative literature review
are presented in Chapter 1. In Chapter II, the methodologies used in the research,
including numerical techniques that have been used in this study and a simple description
of the experimental setup are explained in detail. Chapter III is about model validation. In
this chapter, the mesh size independence of the model is first presented and then the
numerical results are validated by the experimental data. All of the numerical simulation
results are presented and discussed in Chapter IV. Finally, in Chapter V, conclusions of

the thesis are summarized and some future work in this area is recommended.
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Chapter 11

Methodology

2.1 Numerical Studies

The small scale wind generated water waves are modeled as a transient three-
dimensional incompressible fluid flow. A Volume of Fluid (VOF) method, provided by
Youngs (1982, 1992), is used to track the transient air-water interface. The surface
tension or the free surface energy is also taken into account due to its significant effect at
these scales. It is modeled as a continuous, three-dimensional force across the interface
using Continuum Surface Force (CSF) model (Brackbill et al. 1992). The Finite
Difference method is used to solve the governing equations based on an Eulerian,
rectilinear mesh in Cartesian and a two-step projection method is used to solve the time
discretization momentum equation.

When the surface of the ocean is contaminated, a surface-active film is generated at
the interface. This surface-active film tends to lower the free surface energy, and thus
lower the surface tension. Therefore, the effect of surface contaminations is modeled by

changing the surface tension force across the air-water interface.

2.1.1 Governing Equations

The process of small-scale wind-generated water waves can generally be considered
as a viscous, incompressible and Newtonian free surface fluid flow. Governing

equations used to describe this process include equations of mass and momentum
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conservation. In the present study, the variation of temperature is assumed to be
negligible, thus be decoupled from the velocity and pressure field. Therefore, the

continuity (equation 2.1) and the momentum (equation 2.2) equations can be stated as:

V=0 @.1)
N v r)=-tvprly.rizi L 2.2)
ot P P p

where o, ,p are is the fluid density, velocity, and pressure, respectively. Also?

represents the viscous stress tensor. g is the acceleration due to gravity, and 7, is the

body force other than gravitational force.

In equation 2.2, 7 is the viscous stress tensor. Since the fluid is Newtonian,

F=ulv? +(7) )

(2.3)
where # represents the liquid dynamic viscosity.

Meanwhile, an additional equation is required to capture the air-water interface. At
the surface, a fixed Eulerian frame with the VOF technique is used to reconstruct free
surfaces. It is implemented by introducing a scalar field /(X ,f) , where

1 in the liquid
f()'c', t) =<>0,<1 at the free surface 2.4)
0 in the void

Here, f is a Lagrangian scalar function and is advected at the end of each

computational cycle after completing the second step of the projection method according
to the following equation,

I _of (7 _
E——a?+<V-V)f—O

(2.5)

21



2.1.2 Volume of Fluid (VOF) Method

A brief introduction about volume tracking methods is provided in Chapter 1. All the
volume tracking methods consist of two parts; an approximate of the interface
reconstruction and an evaluation of fluid flux across cell faces (the volume fraction
advection). Maintaining a very sharp interface (limited to one or two cells) is very
important for a volume tracking method in order to guarantee the numerical stability.
There has been several volume advection techniques developed for finite Volu;ne or finite
difference methods aimed at maintaining a sharp interface. Among these, the most
famous ones are SLIC (the Simplified Line Interface Calculation) method reported by
Noh and Woodward (1976), the Volume of Fluid (VOF) method introduced by Hirt and
Nichols (1981) and finally, Youngs method (1982).

The algorithm implemented in this model is that of Youngs. Youngs’ method was
initially developed as a 2D algorithm (Youngs 1982), and then later extended to 3D
(Youngs 1992). This algorithm used a Piecewise Linear Interface Calculation (PLIC) to
reconstruct the interface, which is considered to be a more accurate interface
reconstruction than either Hirt-Nichols’ VOF or SLIC.

In Youngs’ scheme, the interface is reconstructed by locating a plane within each

interface cell according to the volume fraction f ;4 and the normal of the interface, 7, .

An estimate is first made of the interface orientation, 7. The interface within a cell is

i,j.k"*
then approximated by a straight line segment with the estimated orientation, which cuts

the cell in such a way that the fractional fluid volume is given by f';;+. In 2D, the interface

is a line crossing the cell and in 3D the line extends to a three- to six-sided polygon,
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depending on how the plane intersects the cell. As it is shown in Figure 2.1b, it is not

necessary for the adjacent interface planes to be continuous in the interface reconstruction.

|< uat >
] 09 4
‘3 7 .98
liquid 98
@ (b) (©)

Figure 2.1: Volume fraction advection in 2D: (a) an exact liquid interface; (b)
corresponding f, . and the associated planar interface; (c) with u positive, the shaded

region to the right of the dashed line is advected into the neighboring cell.

During each timestep, the fluxes of the fluid across the interface are determined by
the location of the interface and the Vélocities at the cell faces. Figure 2.1c is a simple
illustration of 2D volume advection. In 3D, a specific technique entitled “Operator Split”
provided by Rider and Kothe (1998) is used to minimize the directional bias. In this
algorithm, the volume fluxes are calculated only one dimension at a time, which is
followed by an interim interface reconstruction. By alternating the advection order from

one timestep to the next, the directional bias is considered to be minimized.
2.1.3 The Two-Step Projection Method

The finite difference method is used to discretize the momentum equation (Equation
2.2) in the computational domain. A time discretization of the momentum equation

(Equation 2.2) is given by
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7 n+l on
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where p is the scalar pressure field of the flow. It can be easily seen that the only implicit
term in Equation 2.6 taken at the advanced time ¢ "*/ is the pressure term. All of the other

terms including advection, viscosity, gravity, and body forces are estimated by their

values at the old time ¢ .

I Vij+i12
I I Yian
B
Ay, ©
pu,ﬁu ui+1/2,/‘
1 Axi ’

Xj+12

Figure 2.2: A 2D view of cell (i,j,k). Velocities u,v,w(normal to the page-not shown) are
specified at the centre of cell faces, pressure p and body force F at the cell centre.

The two-step projection method is the basic algorithm used to solve the governing
equations for the incompressible flow. The idea of this algorithm is to break up Equation

2.5 which is a time discretization of Equation 2.2, into two steps. The two steps are

shown as follows:

Step 1: L=2" = 5. (F7) + =V "+ 3"+ F" @7)
Jt pn pn

;7 n+l _ =
Step 2: K_.._._.._V_. = _._1_Vp”+l
ot p"

(2.8)
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In the first step, ;is a velocity field calculated from the incremental changes of V"

resulting from viscosity, advection, gravity and body forces. In the second step, this

velocity field is projected onto a zero-divergence vector field (i.e. V-¥"' =0). The
combination of the two equations in the second step generates the following single

Poisson equation for the pressure, known as the “Pressure Poisson Equation” (PPE).

1 V-7
V.| —vpt | =2 2.9
[p" ? } o @2

Note that the density pon the right hand side of Equation 2.7 is the density of the

incompressible liquid. However, in Equation 2.9, the density is retained inside the
divergence operator, which is used to smooth the pressure distribution within the free
surface transition region.

In summary, given velocity, pressure, and volume fraction fields at time n, the

solution at time n+1 can be obtained by the following algorithm:

1) Evaluate ﬁvia Equation 2.7

2) Solve the Poisson Equation 2.9 to obtain the value p"*'

3) Evaluate ¥ " via Equation 2.8 and apply boundary conditions on 7 "*!

4) Update the fluid volume fraction distribution /"' using Equation 2.5

5) Reapply boundary conditions on V!

2.1.4 Momentum Convection

Equation 2.7 is discretized using the finite volume method. The integration of

Equation 2.7 over a control volume €, ,, yields:
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EdQ  (2.10
Atg® J" (210)

1
Pao,

Qi,j,k i
Applying Gauss’ theorem over the control volume surface S, ; , to the above equation

and assuming the integrands are constant throughout Q. . (except the first two volume

i,j.k

integrals on the right hand side), Equation 2.10 becomes:

;-V” 1 nfpn A 1 en A S RO
A Q. SIV v '"s)d5+in’j’k S‘A»L(T A, S+ +;F,, @2.11)

where 7 is the unit outward normal to S ;;; and the first term of Equation 2.11 is called

the convective term.

Figure 2.3 illustrates the x-component of the convective term of Equation 2.11

applied to the shaded control volume about the velocityu,,, , ;, -

uﬂ u uﬂ u Vﬂl 1 <u>i+1 j+1 k —Vﬂl ! <u>i+1j lk
L (o g W) g ~ Wiy}, pegh Tt g T
_ u(Vn -1, }]S - — 1,7, LKk 2° 2 27 2
Lk S, 4 AxH_ Ay,
f —
wi+1 s 1<u>i+-,j,k+1 w 1.1 <u>i+—-,j,k——
sk 2 2 Brfik=> 2 2
-2 2 (2.12)

In the above equation, u” ,v” , and w” represent the transport rates of the quantity (u) in
q P P

and out of the control volume in the X, y and z direction respectively, as illustrated in

Figure 2.3. The definition of Ax | is as following,
i+—
2
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(2.13)

Ay ,and Az | have the similar expression. The x and y components of the momentum
k

= +=
i 2

convective term can be written correspondingly.

Ui+1/2,j+1, k P
— Vis1/2,/+1/2,k
Vij+i/2, k Vitl, j+1/2, k T
4 4 |
Ui12,) k Uit1/2,).k Ui+3/2, ), k ul
ik o —»
-1 L—>/ —» " > i+1/2,/.k 7
/ Uik
A /A T
|
Vi j-1/2, k Vi+l,j-1/2, k v/
i, j-172, i+1,j-172, 1172, j-1/2,k
—»
Wit 1/2,j-1, k

Figure 2.3: (a) the x-component momentum control volume about the velocity u . ;(b)
i+,
2

the interpolated flux velocities at the control volume faces.

The flux velocities are calculated by the interpolation of neighboring velocities:

u , -+u

1
LS S
a2 27
Uije = 5
u , +u
P T
Ui e = 5
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(2.14)

Using van Leer’s method (van Leer 1979), the estimates for the flux quantities <u> in

x direction between two cells filled with liquid are given by:

u, +—a”|—
ik 2 Ox

)0 =

Oox

i+—j.k
4] 2

where the velocity gradients are approximated as:

U, —u

QL_{ _ i+5,j,k i—%,j,k
0x ), Ax, ; + Ax,

i—=, .k
=

u

Iy —ui——]- ik
(?EJ _ > 5+l
Ox i%’j’k Ax, + Ax,

i i+1

Ax,

4

Ax vL[au) l_ui{Ij.,kAt
i—i,j,k

Ax,

t

- P
Ax ou ul At
u, +—a"|— 14+ =4 —
i+l,j,k
2

d

-

u,{’j,k >0

(2.15)
ul{Ij,k <0

(2.16)

In Equation 2.15, the quantities in square brackets change the Taylor expansion to the

center of the flux center. The flux quantities <u> in the y and z directions can be

estimated similarly.
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In the van Leer method, @™ is a coefficient satisfying 0 < o™ <1 and is used to

guarantee the numerical stablility by introducing enough upwinding to the central
difference approximation. Whena " =0, Equation 2.15 is actually a first order upwind
approximation, and whena'" =1, this equation is a conditionally unstable second order

central difference approximation. The introduction of a™ can also ensure locally

monotonic velocity distributions from one time step to the next one. The flux quantities

(u) in the y and z directions can be estimated similarly. The van Leer limiter o is
estimated by:
o’ = max[0,min(,, cz, ,1)] (2.17)
In the above equation, &, and «, are defined as:

Uy —min[u' ) .k,umx}
==,
= 2 , (2.18)

0!1 -
max[O*,uf;ax—u ) :I

i—,j.k
2 J

maxliui_l " sU ax :I —Uin
L
o, = (2.19)

. . . . +
where Upmin and umax are local minimum and maximum velocities and 0" represents a small

positive value (e.g. 10°®), chosen to avoid division by zero.
Upin = min[u L U :' (2.20)

LAy
"y 2

U o =max[u. LA .J : (2.21)
i+—,j, i-=,j
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and uf. ,uf are minimum and maximum velocities respectively.

uf, =minfus,us | (2.23)
uf, = max[u,% ,us ] (2.24)
resulting from unlimited Taylor expansions:

U, -u

3
Ax. | imik Sk
wi=u , 5N 25 (225)
=k 2 Ax, | +Ax,
i— i
u —u
1 3
Ax, ek Tk
uf =u , -—4= 2 2 (2.26)

Pk 2 | Ax, +Ax,

The above van Leer’s method can only be applied to estimate flux quantities between
two cells filled with liquid. Since the velocities outside of liquid phase are undefined, it is

difficult to apply to the control volume containing part of the interface. Strict upwind

differencing (corresponding to @™ =0) is used to estimate flux quantities when the

control volume contains part of the interface.

2.1.5 Viscosity

As mentioned before, the liquid is assumed to be Newtonian. Therefore, the shear

stress tensor 7 can be defined as:
#=ulv7 + (V7)) (2.26)
where u is the liquid dynamic viscosity. Expanding the viscous term in momentum

Equation 2.2, results in equation 2.2.8:

ot . [0t O o 0 n
V. 7= 07 +—= +aT”‘ | L D +aT“ J+ 07 A +6T” kK (227)
Ox oy 0z Ox Oy 0z
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As an example, the discretization in the x direction is as followings (see Figure 2.4).

T T
— YX 11 Yoo
afxx + az—yx + asz - Tﬂm,j,k Txxi,/',k + it it
ox Oy ox oL Ale Ay,
2
2
szu-lj k+l - szHlj lc—-‘-
B T B U (2.28)
Az,

In the above equation, each shear stress tensor is approximated by simple velocity

differences, as given below:
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Figure 2.4: Shear stresses specified at the faces of an x-momentum control volume (note
that the shear stresses related to z direction are not shown here)

Similarly, we can write the corresponding equations in the y and z directions.

2.1.6 The Gas Model and Other Boundary Conditions

To better incorporate the gas phase effect on the formation of wind-driven water
waves, a gas model is implemented into the VOF solver to better estimate the wind
velocity profile near the air-water interface. This gas model, which is given as the

following dimensionless form, is based on the experimental data and the logarithmic law

reported by Dattatri et al. (1977) .

u. = 0.1271 *log(U ,,, ) - 0.0162 (2.30)
u = u.(5.75 log [f‘—y) +5.0) 2.31)
Va
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where, ux, U, v, and y represent the friction velocity, free stream gas velocity,

kinematic viscosity of the air, and the distance from the interface, respectively. The gas
velocity, u, varies with respect to the distance y and the free stream gas velocity. This
gas model was validated by the experimental data conducted by Shaikh and Siddiqui
2007.

The boundary conditions for the numerical simulations are illustrated in Figure 2.5. A
no slip boundary is applied at the bottom of the simulated tank. The periodic boundaries
are imposed on left and right sides. The gas model described in this section above is

applied as an open boundary at the air-water interface.

open boundary (top)

periodic boundary (left) periodic boundary (right)

no slip boundary (bottom)

Figure 2.5: Scheme of boundary conditions for the simulated tank
For two-dimensional numerical simulation, we set the initial disturbance as a sine
curve. The initial amplitude is 1.8mm, and the initial wavelength is 90mm for a wind

speed of 4.4m-s™,
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2.1.7 Timestep Restrictions

In order to guarantee the stability of the solution, the momentum and the fluid volume

can only be advected into the neighboring cell, which implies that the Courant condition

should be satisfied:
C= maxpui’j’k lAt . ‘vi’j’k |At s 'Wi’j’k \At:l <1 (2.32)
A, T Ny, T Az,

where max([] is operated on cells for which f; ;, > 0. In practice, the Courant number is

chosen less than 0.5. The results reported in this thesis were obtained with a Courant

number set to 0.3. Similarly, momentum should be diffused with one cell per timestep.

p min{((mi)z(/&y,-)z (A V(az, ) (a5, () (2.33)

At<;‘ Axi)2+(ij)2’(Axi)2+(AZk)2,(AZk)2+(ij)2

In order to better capture the characteristic of wind-driven water waves, the timestep

should satisfy the following criterion,

At < /4_/;; minf(Ax, ), (ay, ), (82, ] (2.34)

Therefore, the chosen timestep at any time is the minimum value calculated by

Equations 2.32, 2.33 and 2.34.

2.2 Experimental Study

2.2.1 Experimental Setup and Instrumentation

The experiments were conducted in a wind-wave flume shown as Figure 2.6. The
flume is 3 m long and 0.9 m wide and 0.9 m high. The mean water depth was maintained

at 0.45 m. At the downstream end of the tank, a horsehair beach is placed to absorb wave
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energy. At the upstream end of the tank, a centrifugal fan was placed to produce wind
speeds up to Sm's™. A schematic of the experimental setup and instrumentation is shown
in Figure 2.7.

The two-dimensional velocity fields near the interface were measured using a Particle
Image Velocimetry (PIV). The measurements were made in a plane parallel to the wind
and bisecting the water surface at wind speeds of 3.7 m.s™ and 4.4 m.s™. The PIV system
consisted of a light source, camera, pulse generator and a PC equipped with a frame
grabber. A Continuum Minilite 25 mJ Nd:YAG laser was used as a light source to
illuminate the field of view of the PIV camera during the measurements. A four-channel
digital delay generator (555-4C, Berkeley Nucleonics Corporation, San Rafael CA) was
used to control the timing of the laser light pulses. The separation time between light
pulses depends on the velocity range and the size of the interrogation region. That is, the
accuracy of the PIV velocity estimates requires that the majority of the particles located
in a given interrogation region in the first image to remain within the corresponding
region search in the second image.

A CCD camera (JAI CV-M2) with the resolution of 1600 x 1200 pixels was used to
image the flow field. The field of view of the camera was set equal to 9 cm horizontal
and 7 cm vertical. The vertical position of the camera was set in a way that the upper
edge of the image was just a little bit higher (approximate 1.5 cm) than the position of the
water surface. The camera was connected to a PC equipped with a frame grabber (DVR
Express, IO Industries, London, ON, Canada) that acquired 8-bit images at a rate of 30
Hz. For each experimental run, the data was acquired for 5 minutes (i.e. 4500 images

were acquired at a rate of 30 Hz).
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Honeycomb

Figure 2.6: Schematic of the experimental tank (Shaikh &Siddiqui, 2007)
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Figure 2.7: Schematic of the experimental setup and instrumentation in the wind-wave
flume (not to scale)
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2.2.2 P1IV Technique

PIV is a relatively new optical imaging technique used to measure fluid or particulate
velocity vectors at many (e.g. thousands) points in a flow field simultaneously. A typical
PIV system (shown as in Figure 2.8) consists of a laser (used as a light source), optics
used to generate a light sheet, CCD camera, pulse generator to control timing of the laser
pulses and a PC equipped with a frame grabber. In this technique, the investigated fluid
is seeded with tracer particles to follow the flow field. The test plane in the flow is first
illuminated by a pulsed laser light sheet, and the positions of the particles of the test plane
are recorded by the CCD camera at the same time. A short time later, the same test plane
is illuminated by a second pulse and a second image of the particles is created by the
camera. In this way, a series of image pairs are obtained. Figure 2.9 is the circuit diagram
showing the timing of the laser pulse in the image pair. The timing and duration of each
laser pulse is controlled by a pulse generator, which should be synchronized with the
vertical sync signal sending from the CCD camera. In order to measure high velocity
flow, the first laser pulse is usually set close to the end of the first frame and the second

laser pulse after the beginning of the second frame.
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Figure 2.8: A schematics of a typical PIV system (Siddiqui 2002)
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Figure 2.9: Circuit diagram showing the timing of the laser pulses in an image pair. A
pulse generator controls the timing and duration of each laser pulse. (Siddiqui 2002)
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Seed particles were used to follow the flow field. But in most of the PIV images,
these particles were reflected above the air-water interface, which may introduce errors in
the computation of the velocity vectors for the interrogation window including part of the
interface (Dabiri and Gharib 1997). A technique which is similar to the one presented by
(Dabiri and Gharib 1997) was used in this study to minimize these errors by
preprocessing the images. In this technique, the surface wave profile data were first used
to locate the interface of the corresponding images. Then, the gray-scale values of all
bright regions above a line that was two pixels below the measured water surface profile
were set equal to the median gray-scale value of the image (i.e. equal to the background
gray-scale value). The preprocessing interface was set two pixels below the actual
interface in order to make sure that all reflections and false correlation peaks caused by
reflection were eliminated.

When the preprocessing of all the PIV images was finished, the next step was to
calculate the raw velocity fields using the algorithm written by Marxen (1998). Once the
raw velocity vectors were obtained, the water surface profile data were used again to
remove all the velocity vectors above the interface. The remaining velocity vectors were
irregularly spaced and uncorrected (i.e. may contain spurious vectors). Siddiqui et al.
(2001) developed a spurious vector scheme based on the local median test to detect the
spurious vectors and replace them with the median of the neighboring velocity vectors.
Typically, less than 1% of the velocity vectors were spurious. The corrected velocity
vectors were then interpolated into a regular grid using an Adaptive Gaussian Window

(AGW) interpolator (Agiil and Jiménez 1987).
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2.2.3 Wave Profile Measurements .

The typical original camera image was shown in Figure 2.10a. The first step with
original images was to identify the water surfaces by hand and set the airside of the image
as the background (see Figure 2.10b). Then an algorithm developed by Siddiqui et al.
(2001) was used to record the locations of the water surfaces and marked as a white line

(see Figure 2.10c).

— Wind
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Figure 2.10: A typical PIV image at a wind speed of 4.4 m. s (a) the original image; (b)
after setting airside as background (c) computed surface wave profile plotted as a white
line
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2.2.4 Computation of the Instantaneous Velocity Fields

The procedures used to compute the instantaneous velocity fields from the PIV image

pairs are described as followings:

1. Compute the surface wave profiles from the PIV images (as described in §2.3.3).

2. Import these surface wave profile data into the corresponding original PIV images.

3. Preprocess the PIV images and compute the raw velocity vectors using the cross-
correlation algorithm (as described in §2.3.2).

4. Discard all the velocity vectors above the water surface.

5. Use the algorithm developed by Sidddiqui et al. (2001) to detect and correct the
spurious velocity vectors and then intefpolate the new velocity vectors onto the regular
grid (as described in §2.3.2).

This procedure is illustrated in Figures 2.9, 2.10, 2.11. A typical profile image at a
wind speed of 4.4 m.s™! with the measured surface wave profile overlaid on it, is shown in
Figure 2.10. This surface wave profile data were then imported into the corresponding
PIV image, shown in Figure 2.11. In Figure 1.11, bright regions and reflected particles
can be clearly seen above the water surface. In order to remove false correlation peaks,
all the bright pixels above the interface were set to the background gray-scale value.

Figure 2.12 shows the velocity vectors after correction of the spurious vectors.

43



112 mm

\ 4

P PSPPSR LS AL B BID PR LB SN

ey e e N

——-amg =g aea

B i g et PRV P

vy P
s A A T T T e Tt St A ST VTS

RN
‘:

Pt P pp A

o g g A5 WP P R b P o e o i . e mms st
I i
73

e
R T

/s A P b ¢ i o e 1 S e e i @
v \\“H.\\H\n\lst\\t%.‘ill -
%‘mmm PP A b m———
¥, IR s e d s rvr
A Y Y et
sdﬁ.u..“n_ 2 4 ot o e e o i e i 5§
_w 12582
REEEAEE
HEE
davaatasmsems
O
o R NP

AL AN AN S

e m -2y
i e
AR N R e =

ok P s

LR R T R NN R L

)
~

L P T

ad RN I L e LT RN LA

AP
[P

[N
[

———— e

s e PP 8
——— e

}
L)
L3
.

(ol it i
-
D
Ca it A
ot
A A S
At o ot 4
oA
!

[ e L Ty vy

teromsessrarar

PSS XN EN

90 mm

ing

d by process

mne

mensional instantaneous velocity field obta

The two-di

Figure 2.11

the PIV image in Figure 2.10.
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2.2.5 Computation of Mean Velocity Components

Once the instantaneous velocity fields were computed from the PIV images (as
described in §2.2.4), the procedure used to calculate the mean velocity components were
as followings:

1) Transformed the corrected velocity vectors from a fixed Eulerian to a wave-following
Eulerian system (Hsu ef al. 1981). It means to develop a new coordinate system with the
origin located at the air-water interface and rearrange the velocity vectors with reference
to the free surface.

2) The mean velocity component was computed by time average the instantaneous
velocity field in the new wave-following coordinate system.

The major factors that may result in errors in the PIV measurements include gradients,
particle density, particle diameter, out-of-plane motion, dynamic range, peak locking and
AGW interpolation (Cowen and Monismith 1997). The mean diameter of the seeded
particles is 15 um. The largest error in the PIV measurements is expected to occur in the
near surface region since the velocity gradient is the largest in this region. The errors
were estimated in a 2 cm layer immediately below the water surface. Using the method
described by Siddiqui in 2002, the maximum error in the velocity measurements was

estimated to be 5%.
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Chapter III

Model Validation

3.1 Gas Model Validation

As mentioned in Chapter 2, the gas model is developed and implemented into the
VOF solver as the air-water interface. The gas model is validated by previous
experimental data (Shaikh & Siddiqui 2007). Table 3.1 shows the comparisons of friction

velocity, y,, between experimental data and values estimated by the gas model according

to equation 2.30. The table shows that the friction velocity calculated by the gas model
concurs with the experimental data when the wind speed is no more than 4.0m's™. The
difference between the two is less than 6%. However, as the wind speed increases to
4.4m's, the friction velocity calculated by the gas model underestimates approximate
12% of the experimental datum.

Table 3.1: Friction velocity comparisons obtained from experimental data and the gas
model (calculated by Equation 2.30)

Wind speed Experimental friction Friction velocity calculated by
(m-s™) velocity (cm's™) equation 2.30 (cm's™)
4.4 19.58 17.211
3.6 14.04 14.66
2.8 11.08 11.47
2.0 7.61 7.19
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The wind velocity profile near the water surface obtained from the gas model and the
experiment was presented in Table 3.2. As reported in Chapter 2, y in Equation 2.31
represents half of the grid size in the numerical simulations. A grid independent test has
been performed to identify the required grid size (see appendix A). Therefore, a square
grid with a size of 2mm is used throughout the studies. As a result, the estimated wind
velocity required for the interface boundary condition is calculated at a height of 1mm
above the water surface. The results show that the differences between the measured and
estimated wind velocities are less than 10% for various wind winds and heights above the
interface. The maximum difference is located at a height of 2.67mm above the interface
with a wind speed of 3.6 m's™". Using the method of interpolation, it can be deducted that
the difference at a height of 1mm is approximately 5%. However, it can be also seen that
the difference between the experimental data and estimated wind velocity obtained from
the gas model increases with an increase in wind speed, which implies that the validity of
proposed gas model is limited to the cases with wind speeds not more than 5.0m-s™.

Table 3.2: Wind velocity distribution near the water surface obtained from
experimental data and the gas model estimated by Equation 2.31

Wind speed (m-s™) 4.4 3.6

Height away from the interface (mm) | (.53 1.6 2.67 0.53 1.6 2.67

Experimental data (cm's™) 139.88 | 183.97 [ 217.26 | 120.1 | 169.68 | 201.95

Estimates by the gas model (cm-s'l) 147.46 | 194.67 | 216.63 | 127.87 | 162.64 | 181.6
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3.2 Experimental Validation

The surface wave profile was recorded in both numerical and experimental studies.
Typical surface wave profiles obtained from numerical simulations as well as
experiments at a wind speed of 4.4 m's” are shown in Figures 3.1a and b, respectively.
The dark portion in Figure 3.1b corresponds to the airside and bright portion showing the
illuminated seed particles within the waterside. A white line is drawn to show the air-
water interface. The numerical and experimental wave profiles show similar behavior.
The similarities in the experimental and numerical wave profiles are quantified in terms
of the wave characteristics computed from more than 2000 images from experimental
runs and 300 frames obtained from the numerical simulation.

The wave properties that can be computed from the surface wave profile include the

RMS wave height (mean amplitude), the dominant wave frequency ( f, ), and the
dominant wavelength (A, ). Figure 3.2 shows frequency spectra computed from the

experimental surface wave profile data at a wind speed of 44m.s”. The dominant
frequency was the frequency corresponding to the maximum energy. Therefore, it can be
seen from Figure 3.2 that the dominant frequency at a wind speed of 4.4m-s™ is 4.131Hz.
The dominant wave length was calculated from the following deep-water dispersion

relationship,

@, ) = g(2—”—J

ﬂ’d
where, f, is the dominant wave frequency, g is the acceleration due to gravity and A, is

the dominant wavelength.
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Figure 3.1 A typical surface wave profile at a wind speed of 4.4 m-s ' obtained from
(a)numerical simulation; (b) experimental data.
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Figure 3.2: Frequency spectra computed from experimental wave profile data at a
wind speed of 4.4 m's™.

The wave characteristics obtained from the numerical and experimental profiles are
presented in Table 3.3. The difference’between the RMS amplitude obtained from the
numerical and experimental analyses at the wind speed of 4.4m-s” is 0.2mm (i.c. about
10%). Moreover, for the dominant wavelength, the difference between the numerical and
experimental studies is 1.4mm. This difference is only 1.53% of the experimental datum.
Therefore, a good agreement between the two can be identified, which confirms that the
present numerical model is capable to simulate the free surface fluctuations and also

implies that the gas model is appropriate when the wind speed is no more than 4.4 m-s™.
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Table 3.3: Wave characteristics obtained from numerical and experimental results

Wind RMS amplitude Dominant wavelength
speed (mm) (mm)
(m-s™) simulation experiment simulation Experiment
4.4 1.8 2.0 90 91.4

The mean streamwise velocity profile at various depths and a wind speed of 4.4 m-s’!
obtained from the numerical and experimental studies are plotted in Figure 3.3. Figure
3.3a illustrates the linear scale, while Figure 3.3b represents on the semi-logarithmic
scale. The plots show excellent agreement between the numerical and experimental
results at the interface and greater depths. In the region just below the water surface, the
simulated velocities are slightly higher in magnitude than the experimental ones. The
maximum difference between these two is 0.2371cms”', which is located at about 8 mm
below the water surface. This difference is approximately 6.78% of the experimental
result. The average difference of the mean streamwise velocities between the numerical
and experimental results is approximately 2%. Considering the experimental uncertainties,
the agreement between the experimental and numerical values is considered to be
excellent. Siddiqui et al. (2004), Siddiqui & Loewen (2007) and Cheung et al. (1988)
investigated the near surface flow of small scale wind waves and provided evidences for
a logarithmic velocity distribution near small-scale wind driven water surface. In Figure
3.3b, both velocity profiles show logarithmic behavior, which is consistent with previous

studies.

51




f m experimental data

301t & o numerical results ]

I
[6)]

> m experimental data

35} Q.Q o numerical results

u(cm/s)

Figure 3.3: Mean streamwise velocity profiles at a wind speed of 4.4m-s™. (a) linear
scale; (b) semi-logarithmic scale. (Z=0 represents the water surface)
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Chapter IV

Results and Discussions

4.1 Two-Dimensional Simulations

4.1.1 Clean Surface Condition

The instantaneous velocity fields obtained from the numerical simulation and
experimental studies are plotted in Figure 4.1. It can be easily seen from Figures 4.1a
and 4.1b that the velocities just beneath the water surface are much larger than those at
greater depths. Figure 4.2 plots the corresponding vorticity structure of the velocity field
shown in Figure 4.1a. The figure shows that there is a strong vorticity region near the
water surface. Also, a series of strong counter-rotating vorticities are observed under the
wave crest. This observation is consistent with previous experimental studies (Jokardris
2004 and Siddiqui, 2002).

As mentioned in Chapter one, parasitic capillary waves riding along the forward face
of the water crest have been observed in previous experimental studies. However, our
numerical simulations did not capture the phenomenon of capillary waves riding along
the forward face. There are two major reasons that may cause this problem: One reason is
that the grid size (2mm) used in the simulation is not small enough; secondly, this might

be due to the fact that the gas phase is not directly solved along with the liquid phase.
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Figure 4.2: A typical field of vorticity obtained from numerical simulation

Figure 4.3 illustrates the mean velocity profiles corresponding to three different wind
speeds. The zero level of the depth in this figure is set at the air-water interface. The
velocities obtained from the numerical simulation are transformed with respect to the
water surface. At a given wind speed, the results yield a decrease in the mean streamwise
velocity with an increase in depth. For example, at a wind speed of 3.6m's”, the mean
streamwise velocity at the surface is 5.0cm's”. The velocity drops to 2.3cm's™ at the
depth of 10mm, and with a further decrease in depth to 20mm, it drops to 1.126cm-s™.
The velocity approached to zero at the depth of 50mm due to the no slip boundary
condition imposed at the bottom of the simulated tank. The figure also shows that the

mean streamwise velocity increased with an increase in wind speed.

55



0 * O i -
*¥0 O
5 ¥0 D ]
C*x0 O
*¥0 O
10+ *¥0 O .
*0 O
*¥0 [

15r *0 O 1
— 0 0
£ 20t 10 0 1
£ © 0
~ o5l —@{)DD i
N ® 0

r ©0 .

a5l o * 3.6ms”

éEDD o 4.0m-s"’

40 t&0) 04.4ms? 1

45 i

5 I 1 1 I [ 1

0 1 2 3 4 5 6 7
u(cm/s)

Figure 4.3: Mean streamwise velocity profile obtained from numerical simulations for
different wind speed.

The mean streamwise velocities at five different depths and three different wind
speeds are listed in Table 4.1. The results show that the mean streamwise velocity is
5.00cm's” at the surface for a wind speed of 3.6m-s”. This velocity has an increase of
9.3% at a wind speed of 4.0m's™. When the wind speed increases from 3.6 to 4.4m-s”,
the surface velocity increased by 20%. Similar increasing trends for velocity with respect
to wind speed are found in various depths. It is also shown by Table 4.1 that when the
wind speed is between 3.6m's” and 4.4m's”, the surface velocity is approximately 1.4 %
of the wind speed. The result agrees well with the experimental study conducted by
Pelrson (1997), which shows that the surface velocity was approximately 1-2% of the

wind speed.
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Table 4.1: the mean streamwise velocities (cm-s™) corresponding to different depths and

different wind speed
wind speed
dont (ms™) 36 4.0 44
(mm)
0 5.00 5.47 6.00
10 2.31 2.60 3.05
20 1.13 1.27 1.63
30 0.51 0.56 0.79
40 0.19 0.17 0.29

Previous studies have already demonstrated that the velocity profile of a turbulent
flow is composed of an inner, an outer layer, and an intermediate buffer layer (see White,
1991). The inner layer is the region dominated by the viscous shear, while the outer layer
is the region dominated by the turbulent shear. The overlap layer refers to the region that
is influenced by both viscous shear and turbulent shear and is considered as a smooth
connection between the inner and outer regions. The velocity-defect law was used to plot
the profile of mean streamwise velocity distribution normalized by wall coordinates,
which is given as:

u* _ U —uld) 4.1)
U,

2t =22 (4.2)
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where, U is the mean streamwise velocity at the surface; u, is the friction velocity; v is

the kinematics viscosity and z is the distance from the water surface. The friction velocity

u, was calculated by a first order difference equation,

" = /‘,_q_if_ﬁ (4.3)
Az

Here, Az is the grid size in the z direction and U,_,_ is the mean streamwise velocity

of the cell immediately below the surface cell. The friction velocities calculated by
Equation 4.3 are shown in Table 4.2 with respect to wind speed. The results indicate that
the friction velocity varies from 1.80 to 2.03 mm-s™ as the wind speed increases from 3.6
to 4.4 m's”, which is consistent with the previous experimental study (Siddiqui & Loewen

2007).

Table 4.2: the friction velocity u, at a function of wind speed

Wind speed (m's™) Friction velocity u, (mm-s™)
3.6 1.80
2.0 1.94
4.4 2.03

The mean streamwise velocity distribution in the form of the velocity-defect law is
presented in Figure 4.4 for three wind speeds. The results indicate the existence of the
viscous sublayer near the water surface atz* < 5. In this layer the velocity profile is linear
and satisfies the relation of U™ = z*. Furthermore, Figure 4.3 shows the overlap region

when 60 < z* <100, which is consistent with White (1991). The overlap region again

provides evidence to the logarithmic distribution of mean streamwise velocity.
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Figure 4.4: Semi-log mean streamwise velocity profile plotted in the form of the velocity
defect law in wall coordinates.

4.1.2 Effect of Surface Contamination

Surface contamination is a serious environmental issue for oceans and lakes. Previous
studies have shown that it plays an important role in the process of heat and gas exchange
between air and water. It has also been demonstrated that the surface contamination tends
to lower the surface tension and surfactant also dampens small scale waves (Jokardris
2004, Kamash 2005, Lang and Gharib 2000). In the case without wind blowing, the
surface tension is the only surface stress acting at a clean air-water interface. Surface
contaminations or surfactants tend to reduce the surface tension proportionally to their
concentration at the free surface. Therefore, when the surfactant concentration varies

along a free surface, surface tension gradients generate. The formation of surface tension

59



gradients produces shear stresses at the free surface, and then changing the surface
boundary conditions. In this study, we investigate the effect of surface contaminations by
reducing the surface tension in the numerical model. As we mentioned in Chapter 2, the
surface tension is modeled as a body force instead applied at the interfacial cells.

Figure 4.5 shows the mean streamwise velocity profile for different wind speeds and
at various values of surface tension. The plots show that at a given level of surface
contamination, the mean streamwise velocity increases with wind speed and decreases
with depth. At a given wind speed, the mean streamwise velocity increases with an
increase in surface contamination (i.e. a decrease in surface tension). At a wind speed of
4.0 m's”, the mean streamwise velocity just beneath the interface with surface tension of
0.012N'm™ is 25% larger than that of a clean surface. This value is increased to 61% as
the wind speed increased to 4.4 m's”. Jokardris (2004) experimentally investigated the
impact of surfactants on the mean velocity field at wind speeds of 6.3 and 8.1 m's”. She
also observed an increase in the near-surface mean velocity by 25-30% which is

consistent with the present numerical results.

60



ol o+ 0O * .
®© 0O *
® 0O
@DQB*D *
10} @0 * y
B0
G0 *
anr
20+ GEFF )
—~ €= 3
(@ E I
aF
& €=
5O & '
N - o clean surface
40 § + 0.050Nm™
5 o 0.025Nm™
* 0.012Nm’
= “
60 J I | | ! L L
0 1 2 3 4 5 6 7 8
u(cm/s)
'5 T T T T T T T i T '
of & 0 * ’
o "
5l & £ ]
o £
&
10} @ El ]
& 0
i & 0 4
15 ® £
= 20 Yoo
L @ & ]
®) E o'
—~ 25] VA 7
N Y
o/
30+ %E o clean surface h
sl & + 0.050Nm™ 1
- o 0.025Nm™
o ® * 0.012Nm’! |
& 7
4510
B
50 ! I ; | | I | 1 1 L
0 1 2 3 4 5 6 7 8 9 10 M

u (cm/s)
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Figure 4.6 plots the mean streamwise velocity profile in the form of the velocity
defect law. The results first demonstrate that the surface contaminations did not change
the logarithmic velocity profile of the clean surface. The viscous sublayer which was
described in 4.1.1 still exists when the water is contaminated. However, the figure shows
that the surfactants have a great effect on the overlap region described in section 4.1.1.
At a given wind speed, when the surface tension is decreased from 0.0723N-m™ (for
clean surface) to 0.05N'm™ and then to 0.025N'm™, the velocity profiles for different
surface tension are very close with each other, and an overlap region can be identified.
However, when the surface tension is further decreased to 0.012N'm’, the velocity
profile departs from others. The plot also shows that the velocity profile becomes
smoother with an increase in surface contamination. This is likely due to the reason that

the surfactant dampens small scale surface waves resulting in the smooth surface.
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Figure 4.6: Semi-log mean streamwise velocity profile plotted in the form of the velocity
defect law.
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The effect of surface contaminations on wave characteristics is presented in Table 4.3.
The results show that when the air-water surface is contaminated, the RMS amplitude
decreases. For example, the RMS amplitude decreases approximately 28% (from 1.8mm
to 1.2 mm) as the surface tension decreases from 0.073N-s(clean surface) to 0.012N-s™,
It also shows that the dominant wavelength is independent of surfactants. Similar effect
of surfactants on these wave characteristics was observed in previous experimental
studies (Jokardris 2004, Kamash 2005 and Zappa 1999).

Table 4.3: Wave characteristics with different surface tension at a wind speed of 4.4 m-s™

Surface tension RMS amplitude Dominant wavelength
(N'm™) (mm) (mm)
0.073 (clean surface) 1.8 90
0.050 1.6 90
0.025 1.3 90
0.012 1.2 90

Figure 4.7 presents the structure of vorticity at a wind speed of 4.4 m's” for various
degrees of water surface contamination. The structure of vorticity for clean surface is
shown in Figure 4.7a. As mentioned in section 4.1.1, for clean surface, strong vorticities
are distributed near the water surface and a series of strong counter-rotating vorticity are
observed under the water crest. Figure 4.7b and ¢ show the structure of vorticity for
contaminated water surface with surface tensions of 0.050 and 0.012N-m™. These figures
show that strong vorticities are still observed near the contaminated water surface.

However, compared with the vorticities for the clean surface case, the strength of the
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vorticity near the water surface becomes weak, especially the counter-rotating vorticities

under the wave crest.

(b)
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Figure 4.7: Spanwise vorticity distribution at a wind speed of 4. dms” for various
surface tensions (a) 0.073N-m’" (clean surface); (b) 0. 050N-m"1;(c) 0.012N-m™.

4.2 Three-Dimensional Simulations

Wind-generated water waves are wide spread over the ocean surface and are three-
dimensional in nature. Figure 4.8 shows a typical field image of the water surface
(Banner and Peregrine 1993). The image shows small wave fronts which are three-
dimensional and spread all over the image. The small-scale waves are likely the
microscale breaking waves that do not entrain air. A large-scale breaking wave that
entrained air and produced “white” cap is also visible in the upper left side of the image.
Figure 4.9 shows a picture of wind-generated water surface taken from an experiment
conducted at a low wind speed in a tank of 3m % 0.45m x0.9m. It can be clearly seen in
this figure that some capillary waves ride along the frontage of the wind-generated wave.

Also the three-dimensional effect can be observed in this image.
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Figure 4.8: An area of wind blown water surface 4mx 3m, showing a small spilling
breaker and a lot of microscale breaking (Banner & Peregrine 1993)

¢

Figure 4.9: Wind-generated water waves taken from an experiment conducted in a
tank of 3m x 0.45m x0.9m
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The subject of water waves has attracted a lot of researchers for many years now.
Meiron (1982) numerically investigated the steady three-dimensional symmetric wave
patterns of deep water gravity waves with finite amplitude by solving water-wave
equations. The authors mentioned that the numerical results agreed well with the
experimental observations. Guyenne et al. (2005) numerically investigated the shoaling
and the breaking of solitary waves over a sloping ridge in a three-dimensional wave tank.
Fully nonlinear potential flow equations‘ expressed in a mixed Eulerian-Lagrangian form
were solved in the numerical model using a method combined high-order boundary-
element and explicit time-integration. The paper presented that three-dimensional effects
were found on the time evolution, shape and kinematics of breaking waves due to the
transverse modulation of the rigid topography. By comparison of two- and three-
dimensional numerical results, the authors concluded that there were remarkable
similarities in the shape and dynamics of the plunging breaker (a breaking wave whose
crest curls over and collapses suddenly).

However, until now little research was found on the subject of three-dimensional small
scale wind-driven water waves. The present research investigated the three-dimensional

wind-driven water waves with small amplitude.

4.2.1 Clean Surface Condition

The three-dimensional wave generation process at a wind speed of 3.6 m's™ is shown
in Figure 4.10. The results indicate that the wind-driven water waves start as two-
dimensional (Figure 4.10a), and after a short time, the three-dimensional effects appear

(Figure 4.10b). Later, three-dimensional waves are generated in different regions of the
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water surface (Figure 4.10c). Fully developed three-dimensional water waves are found
in Figure 4.10d. Therefore, it can be concluded that the wind-driven waves start two-

dimensional and then develops into three-dimensional waves quickly.

wind VA

X y
3
(a)
70 mm
(b)
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Figure 4.10: Three-dimensional wave generation at a wind speed of 3.6 ms.
(a) time = 0.26s; (b) time = 0.40s,(c) time = 0.50s,(d) time = 0.60s.
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The wind-wave generation at a wind speed of 4.4 m's” is presented in Figure 4.11. It
shows that when the wind speed is increased, the two-dimensional waves appear first and
in a short time they develop into three-dimensional waves. The main difference of the
wave generation process between a wind speed of 4.4 m's™ and 3.6 m's™ is that the time
for the waves to be fully developed into three-dimensional waves is greatly shortened
with an increase of wind speed.

Figure 4.12 demonstrates the structure of vorticity for clean surface at a wind speed
of 3.6m's™ extracted from three-dimensional numerical simulations. The structure of y
vorticity shown in Figure 4.12a is for the middle plane of the simulating tank in the y
direction. Compared with the previous two dimensional results, the three-dimensional
simulations show a significant change in y vorticity near the water surface. The strength
of the vorticity calculated from the three-dimensional numerical simulation is much
larger than that calculated from the two-dimensional analysis. In the two-dimensional
case, the maximum vorticity is approximately 20s”, however, this number increased to
400s™ for the three-dimensional case. Another difference between the two analyses is that
the counter-rotating vorticities are distributed everywhere near the water surface for the
three-dimensional simulation, however, for the two-dimensional simulation, this
phenomenon is only observed under the wave crest. Figure 4.12b shows the extracted x-
vorticity for the middle plane of the simulating tank. The counter-rotating vorticities are
also observed near the water surface, which are responsible for the development of
spanwise disturbances. However, the strength of the x-vorticities is weaker than that of

the y-vorticity.
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Figure 4.11: Three-dimensional wave generation at a wind speed of 4.4 ms™.
(a) time = 0.2s; (b) time = 0.30s.
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Figure 4.12: Structure of vorticity for clean surface at a wind speed of 3.6ms”
(a)spanwise- vorticity; (b)streamwise - vorticity.
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4.2.2 Effect of Surface Contamination on Wave Waves

The wind-driven water wave generating process at a wind speed of 3.6 m's” with a
contaminated surface is shown in Figure 4.13. In this simulation, the effect of surface
contamination is modeled using a surface tension of 0.028N'm™'. Compared with the
wave generation of a clean surface at the same wind speed (see Figure 4.10), the results
show that the surface contamination delays the occurrence of the three-dimensional
characteristics. For a clean surface, the three-dimensional effect starts to appear at 0.4s
when the wind speed is 3.6m's” (see Figure 4.10b), and this time prolongs to 0.5s with
the condition of surface contamination at the same wind speed. Therefore, the total time
used to fully generate three-dimensional waves delays when water surface was

contaminated.

wind
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Figure 4.13: Three-dimensional wave generation at a wind speed of 3.6 m-s” and
surface tension of 0.0228 N-m™.(a) time = 0.50s; (b) time = 0.60s;(c) time = 0.70s.
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Figure 4.14 illustrates the structure of vorticity for contaminated water surface at a
surface tension of 0.05N'mand a wind speed of 3.6m's™. The y-vorticity (Figure 4.14a)
and the x-vorticity (Figure 4.14b) are extracted from the middle plane of the simulating
tank in the y and x directions, respectively. The results show that the structure of the
vorticity near contaminated water surface is similar to that of near clean surface.
However, the strength of the vorticity near contaminated surface is different. The
maximum clockwise y vorticity is 300s™ near contaminated water surface, but near clean
surface, the maximum value is 400s™. Similarly, the maximum counter-clockwise y-
vorticity and clockwise x-vorticity of contaminated water surface are only 50% of those
of the clean surface.

Figure 4.15 presents the water wave profiles at a wind speed of 3.6m's” for different
surface tensions at a time of 0.7 seconds. The mean water level (the middle layer) is set to
zero as the datum. The upper layer refers to the layer 3 millimeter above the zero.
Similarly, the lower layer refers to the layer 5 millimeter below the datum. The results
showed that the maximum amplitude at the water surface decreased with a decrease in
surface tension from 0.0723Nm-1 to 0.025Nm-1. Therefore, an increase of concentration
of the surface contaminants results in a decrease of the maximum amplitude of water

surface.
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Figure 4.14: Structure of vorticity for contaminated water surface at a surface tension
of 0.0228 Nm™ and a wind speed of 3.6m's” (a) spanwise-vorticity; (b) streamwise-
vorticity.
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Figure 4.15: Water surface profiles at a wind speed of 3.6m-s™ and surface tension of
(a) 0.0723N-m”! (clean surface); (b) 0.050N-m™;(c)0.025N-m™.
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Chapter V

Conclusion and Recommendation

5.1 Conclusion

Previous studies have shown that microscale wave breaking has a significant effect on
the process of heat, gas, and energy exchange between water and air. Some experimental
studies have been conducted to investigate the flow field beneath microscale breaking
waves and their impact on the air water heat and mass transfer. However, there have been
very few numerical studies on small-scale wind-driven water waves due to the three-
dimensional nature of the flow and flow interactions between water and air. In this thesis,
the numerical analysis of near-surface flow beneath small-scale wind driven water waves
were studied.

In order to estimate the effect of wind on water waves, a gas model based on the

experimental results of Dattatri et al. (1977) was developed. The developed gas model

was a function of the friction velocity, free stream gas velocity, and kinematic viscosity
of air. The friction velocity in this model was a function of wind speed and validated by
previous experimental data. The average difference of the friction velocity obtained from
the numerical and experimental studies was less than 10% for range of wind speeds from
2 to 5ms”. The gas model was also validated by previous experiments (Nasiruddiu and
Sidduqui 2007). The results showed that the differences of wind velocities near the water
surface between these two were less than 10% and the gas model works well at wind

speeds that range from 3 m's™ to 5 m's™.
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Experiments were conducted at a wind speed of 4.4 m's” to validate the numerical
model. The results showed a good agreement between the numerical and experimental
results. In the region immediately beldw the water surface, the simulated velocities were
slightly higher in magnitude than the experimental ones. The overall difference between
these two is 2% based on the average velocity of the numerical and experimental results.
The maximum difference is 6.78%, located at approximately 8 mm below the water
surface. Moreover, the numerical model accurately estimated the wave characteristics of
the near-surface flow beneath small-scale wind waves. The model also captured the
logarithmic behavior of the mean streamwise velocity, which is consistent with the
previous studies (Siddiqui et al. 2004; Siddiqui & Loewen 2007; Cheung et al. 1988).
The results of the instantaneous velocity fields from the numerical simulation showed the
existence of reverse velocity fields at greater depths, which also agreed well with the
experimental studies. However, the numerical simulations did not capture the
characteristic of capillary waves located at the forward face of a wave and strong
turbulence just under the crest, which was found in the experimental study.

The two-dimensional results of the clean surface showed that the mean streamwise
velocity at a given wind speed decreased with an increase of depth (the zero level was set
at the interface at the initial condition). When the wind speed was increased from 3.6m's”
to 4.4m-s”, the mean streamwise velocity increased approximately 20% at the surface
and similar increasing trends were found at all depths. The dimensionless velocity profile
in wall coordinate which was obtained using the velocity-defect law indicated the

existence of the viscous sublayer near the water surface atz* < 5. In this layer, U" has a

linear relation with z* (U™* ~ z*). The velocity-defect law profile also showed an overlap
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region used to smoothly connect the inner and the outer regions of the turbulent flow at

60<z" <100. The structure of vorticity extracted from two-dimensional numerical
simulations showed that strong vorticity region exists near the clean water surface and a
series of counter-rotating vorticities were observed under the wave crest.

Previous studies have shown that the surface condition (clean or contaminated) have a
great effect on the wave field and heat and gas exchange between air and water. The two-
dimensional results of contaminated surface showed that the surface contamination
increased the mean streamwise velocity. This is consistent with the experimental
investigation conducted by Jokardris (2004) on the impact of surfactants. It was also
found that the velocity profile becomes smoother with an increase in surface
contamination. The results of the structure of vorticity show that strong vorticities are
still observed near the contaminated water surface. However, compared with the
vorticities for the clean surface case, the strength of the vorticity near the contaminated
water surface becomes weak, especially the counter-rotating vorticities under the wave
crest.

In this study, some preliminary results of three-dimensional wind-driven water waves
with small amplitude were presented. From these results, it can be concluded that the
wind-driven waves started with two-dimensional waves and developed into three
dimensional in a very short time. The transition time between two-and three-dimensional
waves were shortened with an increase in wind speed.

The results of the three-dimensional simulations with surface contamination showed that
the existence of contaminants delays the time for water waves to be fully developed into

three dimensional waves. Also, surfactants reduced the maximum amplitude of the wave
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profile. The results also show that the structure of the vorticity near contaminated water

surface is similar to that of near clean surface. However, the strength of the vorticity near

contaminated surface becomes weaker.

5.2 Recommendation for Future Research

There are a few issues that could be further investigated.

1)

2)

3)

4)

In order to extend the application of the numerical results, it is strongly
recommended to modify the gas model which is suitable to a larger range of wind
speeds.

The capillary wave is an important characteristic in the process of wave
generation. However, in this study, especially in the two-dimensional simulation,
it can be seen that capillary waves were obviously not captured. Therefore, it is
recommended to modify the model in order to capture the characteristic of
capillary waves.

The wave and wave breaking are three-dimensional in nature. Therefore, a three-
dimensional simulation is the final goal of our numerical analysis. Only the
preliminary results of three-dimensional waves were presented in this thesis. More
three-dimensional simulations that can be quantitatively compared with two-
dimensional numerical results and experimental data are recommended to be
conducted in the future.

The instability of three-dimensional simulations will also be worth deeper

investigation.
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Appendix A

Grid independent test

A grid independent test is conducted to find out the effect of grid size on the
numerical simulation results. The different grid sizes used in the test are Imm, 1.5mm,
and 2mm at a wind speed of 4.4m's”. Figure A.1 illustrates the effect of grid size on
mean streamwise velocity near the water surface. The result shows no significant change
of mean streamwise velocity when the grid size decreases from 2mm to 1mm. The mean
streamwise velocity agrees well at the water surface and the depth within 15mm. There’s
slight difference at greater depth, but the maximum difference is no more than 6%. The
average difference among them is 3%. Therefore, in order to save the running time in the

numerical simulations, a grid size of 2mm is chosen throughout the study.
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Figure A.1 The mean streamwise velocity for three different grid size at a wind speed
of 4.4m's™,
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