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Abstract

Complexity-Based Classification of Software Modules
Jian Han Wang

Software plays a major role in many organizations. Organizational success depends partially on the quality of software used. In recent years, many researchers have recognized that statistical classification techniques are well-suited to develop software quality prediction models. Different statistical software quality models, using complexity metrics as early indicators of software quality, have been proposed in the past. At a high-level the problem of software categorization is to classify software modules into fault prone and non-fault prone. The focus of this thesis is two-fold. One is to study some selected classification techniques including unsupervised and supervised learning algorithms widely used for software categorization. The second emphasis is to explore a new unsupervised learning model, employing Bayesian and deterministic approaches. Besides, we evaluate and compare experimentally these approaches using a real data set. Our experimental results show that different algorithms lead to different statistically significant results.
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CHAPTER 1

Introduction

With the increasing need of complex computer systems, the advance in hardware performance, the size and complexity of softwares used is inevitably growing rapidly. Thus, more and more energy and investigation are devoted to the software quality field to seek techniques that can accurately reflect software performance and reliability [1]. Software is composed of a large number of relatively independent units called modules which perform certain functions [2]. One way to test software quality is to determine the number of faults in each module. These faults may be related, for instance, to changes happening while the software is executing [4] and are in general in a small portion of the modules [6, 7]. Most of the time, people are not concerned about the exact number of changes, rather than setting a threshold. If the number of faults (i.e defects in a program that can cause incorrect execution [2]) found in certain module exceeds this previously set criterion, it is regarded as fault-prone, otherwise non fault-prone [8, 9]. For example, if a threshold of two faults is set, each module having two or more changes will be assigned to the fault-prone group and considered unstable and with high-risk.

A software prediction model is viewed as an empirical tool using a certain algorithm to forecast modules types (i.e fault-prone or non fault-prone) [10]. A key common characteristic of these prediction models is that they establish a relationship between the measures of modules attributes and the types [11]. The fundamental construction of the predictive models is based upon the faults and corresponding measures collected from past similar programme development and maintenance scenarios. When the model is built, we can determine the quality and reliability of new modules, if the measures of their attributes are in hand. The understanding of the modules through prediction models helps target high-risk modules which need priority attention, extensive testing, redesign and improvement in early life cycle [12],

1See [3] for a discussion about the types and classes of changes that may occur.
2According to the 80/20 rule, about 20 percent of a software system is responsible for 80 percent of its errors, costs and rework [5].
which is very valuable, cost-effective, and improve the efficiency of inspection efforts [13]. It is not acceptable to postpone the assurance of software quality until the product's release. For instance, in telecommunication or military systems [8–10, 14, 15], if faults are not early identified, but found later in operational phase, any slightly changed signal or message used to communicate will likely cause expensive consequences. In addition, delaying correction in testing and operational phase may result in higher cost. Conversely, knowing the troublesome modules in time will guide the designers to optimize the development process and allocate the efforts to the right modules in dire need of being enhanced [16]. For example, predicting the high-risk modules during the design phase allows designers to refine or restructure the system to reduce its complexity. And if those are identified in the implementation phase, the majority of the test resources will be assigned to which are most likely to cause quality problems. Thus, a software predictive model, which can categorize program modules into fault-prone or non fault-prone, not only locate the troublesome modules earlier, but also benefits the designers to effectively use the resources to the accurate ones, which have internal faults, with the utmost probability. In addition, these models may even be used to guide maintenance activities during the operations phase [17, 18].

Since software categorization plays a critical role in the software quality field, nowadays more and more modeling pattern recognition [19], statistical analysis, and machine learning [20] techniques are employed in building predictive models such as neural networks [21, 22], discriminant power [23], fuzzy classification [24], classification trees [5, 19, 25–27], regression trees [28], support vector machine, discriminant analysis and finite mixture models. All these techniques are employed to build predictive models and extract information from massive data, this process is called "learning". In this thesis, two types of learning algorithms are studied, supervised and unsupervised. Supervised learning, as the name indicates, needs training data sets which are provided to support the extraction of rules and pattern out, to generate a discriminant function by looking at the input and output of the learning data sets. Then, test data sets apply this discriminant function to map input observations to desired outputs, fault-prone or non fault-prone, to evaluate the generalized ability of the built predictive models. Normally, training and test data sets are randomly selected from an identified data set with observations and their labels, collected from previous projects. Despite the great interest in prediction models, only few studies have been devoted to compare and evaluate the different techniques used. Unsupervised learning algorithms only use the model observations, having no need of their corresponding labels. In this context, unsupervised learning algorithms deserve much more focus and development. However, there are only few unsupervised algorithms that have been used by the software engineering community.

This thesis is composed of four chapters. The introductory chapter, presents the recent situation in
Chapter 1. Introduction

software categorization domain. The second chapter begins with the description of several widely used methodologies applied in software categorization context, then in order to make an evaluation and comparison based on recognized indicators, we conduct an experiment by using real data set. Consequently, we establish a new unsupervised algorithm, called finite Dirichlet mixture model, examined by deterministic maximum likelihood and Bayesian approaches in the third chapter. In the last chapter, we summarize the achieved results and conclude this thesis.
CHAPTER 2

Empirical Evaluation of Selected Algorithms for Complexity-Based Classification of Software Modules

In this chapter, we will perform a survey of selected algorithms including unsupervised and supervised ones, for software categorization. Using a real data set, the classification results are compared and analyzed.

2.1 Modules Representation Using Complexity Metrics

The different classification approaches that we will describe in this thesis represent each software module using complexity metrics which have been developed to measure software quality and capture modules features [2, 4, 29–31]. Indeed, each module is considered to be a multidimensional vector in the complexity metrics space. These metrics are not only part of measurable \(^1\) software attributes which can be gathered in the early life cycle of software design, but also are proven indicators which describe the software complexity and analyze its improvement [35, 36]. In many previous studies, it was observed that the software complexity is directly related to software quality and fault-correction activity [2, 37–40], which means, for instance, that fault counts and change counts are highly correlated. Thus, measures of software complexity are good indicators understanding and modeling the quality of software.

Software metrics are constructed by a variety of measures of program codes. Many product metrics

---

\(^1\)See [32–34], for instance, for interesting discussions about measurement theory in software engineering.
and techniques to evaluate them have been proposed [41–43]. In particular, Lines of Code (LOC) is generally closely related to the number of faults found later when executing software. In addition to the Lines of Code, there are other well-known and widely used measures of product metrics. For instance, Halstead's software science [44] is an approach dedicated to build software complexity measures by identifying a set of basic elements describing the modules, such as operands and operators [45]. Operands refer to variables and constants, and operators indicate symbols or combination of symbols that affect the values of operands. The basic measures of this approach is based upon four scalar numbers derived directly from the module's source code: (1) the number of unique operators (2) the number of unique operands (3) the total number of operators (4) the total number of operands. Furthermore, the basic Halstead complexity measures are combined in a number of ways to produce additional measures, which are widely adopted as indicators in vast majority cases. Halstead's complex metrics are popularly employed in evaluating mainstream programming, such as Fortran and Pascal.

During the past decade, object-oriented approaches have been extensively used in software development environments. The conceptual and structural nature of these approaches, have created new challenges in the software quality field such as exploring new and special metrics [46,47], and assessing software quality in object-oriented environments [48]. A well-known example is Chidamber and Kemerer’s metrics suite proposed in [49] and widely studied and evaluated in the literature [46,50].

The main reason that software complexity metrics are widely used, is that they can be collected in the very early software life cycle. Some of them are obtained directly from measuring the source codes and high-level design, and some are even taken from the software specifications. However, since part of the components of complexity metrics is the combination of some of the others, there are potential linear relationship within them [51,52]. Besides, some of the metrics used may be redundant with marginal contribution [53]. Thus, it is necessary to explore the structure of observations to understand the mutual collinearity existing within the components [54]. In this thesis, we adopt principal components analysis technique to investigate the underlying relationship between every two predictors and process observations beforehand.

2.2 Statistical Methods

Different techniques have been proposed to develop a predictive relationship between software complexity metrics and the categorization of the modules into fault-prone and non fault-prone. Note that some studies have re-examined the analysis under the assumption that only two classes can be distinguished by considering a number of differentiable groups instead of two (See [55,56], for instance).
predictive models are built generally from examples [20] using training data sets composed of labeled observations (i.e., modules taken, for instance, from historical projects). Then, according to these built models new unlabeled modules can be identified as fault-prone or non-fault-prone which allow software engineers to detect troublesome modules in the early life-cycle of a software product. Before building a quality prediction model, an important step generally implemented is validating [57] and analyzing the software metrics used, to examine the interrelationship among them, to reduce the dimensionality of the observations describing the modules and then simplifying the quantity of calculations. Note that the validated metrics can then be applied on multiple projects [58]. Principal Components Analysis (PCA) is the most used technique for this task and allows the extraction of the most relevant information brought by the used metrics. In the next section, we will introduce these most successful techniques in details, mainly centering around their usefulness in software quality prediction.

2.2.1 Principal Components Analysis

Principal Components Analysis (PCA) is a widely used exploratory multivariate technique [59]. Suppose we have a set of \( N \) modules \( \mathcal{X} = (x_1, x_2, \ldots, x_N) \), where each module is represented by a \( d \)-dimensional vector, of complexity metrics \( x_{il}, l = 1, \ldots, d, x_i = (x_{i1}, x_{i2}, x_{i3}, \ldots, x_{id}) \in \mathbb{R}^d \), \( i = 1, \ldots, N \), where two or more metrics have high degree of linear correlation. This is called multicollinearity, and it is a major problem in many models such as regression analysis built on the basic assumption that selected variables are independent [29]. When multicollinearity exists among some metrics, the established statistical model become unstable, and coefficients parameters estimated by training data sets are very sensitive [15]. Besides, the model will not be robust enough to forecast response variables of new observations. A solution to this problem is the application of PCA to transform correlated metric data into orthogonal variables. As in practice, software complexity metrics are often found highly correlated to each other and are a linear combination of a small number of orthogonal metric domains [60], PCA has been applied in many works [7, 10, 15, 61–63].

PCA finds a linear transformation \( W^T \) which maps the \( d \)-dimensional metrics vectors space into a new space with lower dimension \( d_{\text{new}} < d \). The \( d_{\text{new}} \)-dimensional vectors \( x_{i_{\text{new}}} \) are given by:

\[
x_{i_{\text{new}}} = W^T x_i
\]  

With PCA we try to find the optimal projection \( E \) which maximizes the determinant of the scatter matrix \( W^T \Sigma W \) of the new projected samples \( \mathcal{X}_{\text{new}} = (x_{1_{\text{new}}}, \ldots, x_{N_{\text{new}}}) \):

\[
E = \arg \max_W |W^T \Sigma W|
\]
where $\Sigma$ is the scatter matrix of the original data

$$\Sigma = \sum_{i=1}^{N} (x_i - \bar{x})(x_i - \bar{x})^T$$  \hspace{1cm} (3)

$\bar{x}$ is the mean vector of $X$

$$\bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i$$  \hspace{1cm} (4)

and $E = [E_1, \ldots, E_{d_{new}}]$ is composed of the $d$-dimensional eigenvectors of $S$ corresponding to the $d_{new}$ largest eigenvalues [64].

### 2.2.2 Discriminant Analysis

Discriminant Analysis technique [59] is applied when we attempt to build a predictive model of groups membership based upon observed characteristics of each observation (i.e module). In software categorization case, this technique generates a discriminant function which can classify software modules as either high or low risk according to the software complexity metrics [7–9, 15]. This discriminant function, generated from a set of observations of labeled modules, can then be applied to new observations with software measurements but unknown groups membership. There are several discriminant analysis models (i.e linear, non linear and logistic discriminant model) that can be chosen depending on the data type of predictive variables such as all quantitative, all qualitative or mixed [65].

#### Linear Discriminant Analysis

Linear Discriminant Analysis (LDA) was used extensively by software engineering researchers to both assess software quality [10, 15] and evaluate software metrics [66, 67]. LDA assumes that the classes are linearly separable and follow homoscedastic gaussian distributions. Under this assumption, one can show that the optimal subspace where we can perform the classification is given by the vectors $W$ which are the solution of the following generalized eigenvalue problem

$$\Sigma_b W = \lambda \Sigma_w W$$  \hspace{1cm} (5)

where $\Sigma_w$ is the within-class scatter matrix and given by

$$\Sigma_w = \sum_{j=1}^{M} \sum_{i=1}^{n_j} (x_i - \bar{x}_j)(x_i - \bar{x}_j)^T$$  \hspace{1cm} (6)
where \( n_j \) is the number of vectors in class \( j \) and \( \bar{x}_j \) is the mean of class \( j \). \( \Sigma_b \) is the between-class scatter matrix and given by

\[
\Sigma_b = \sum_{j=1}^{M} (\bar{x}_j - \bar{x})(\bar{x}_j - \bar{x})^T
\]  

(7)

where \( M \) is the total number of classes. The linear discriminant model generally used, to differentiate fault-prone from non fault-prone modules, is based on the following generalized squared distance:

\[
D_j^2(x) = (x - \bar{x}_j)^T \Sigma_p^{-1} (x - \bar{x}_j)
\]  

(8)

where, \( \bar{x}_j \) represents the mean vector of class \( j \in \{1, 2\} \) and \( \Sigma_p \) is the so-called pooled covariance matrix given by:

\[
\Sigma_p = \frac{\sum_{j=1}^{2} n_j \Sigma_j}{\sum_{j=1}^{2} n_j}
\]  

(9)

where \( \Sigma_j \) is the covariance matrix of class \( j \) and \( n_j \) represents the number of modules in class \( j \). Thus, the posterior probability of membership of \( x \) in class \( j \) is :

\[
p_j(x) = \frac{e^{-1/2 D_j^2(x)}}{\sum_{j=1}^{2} e^{-1/2 D_j^2(x)}}
\]  

(10)

According to the discriminant function given by the previous equation, a vector \( x \) is assigned to the class \( j \) yielding to the greater posterior probability. Despite its effectiveness, a major inconvenient of LDA is the Gaussian assumption which is not the best choice [61]. A solution to this problem is nonparametric discriminant analysis. Another major drawback of LDA is the linearity of the classification surface. To overcome this problem, SVMs can be used to offer both linear and non-linear flexible classification surfaces. Moreover, discriminant analysis is less appropriate, when many of the metrics are discrete and an alternative approach in this case is logistic regression [68].

**Nonparametric Discriminant Analysis**

Nonparametric Discriminant Analysis (NDA) does not make assumptions about the distribution of the data and was widely used for classification in the case of software quality modeling [7–9, 61, 69–71]. Let \( f_j \) be the multivariate probability density function representing class \( j \). Nonparametric discriminant analysis is based on the empiric estimation of the densities \( f_j \) which gives an approximation \( \hat{f}_j \) to it as the following:

\[
\hat{f}_j(x_i|\lambda) = \frac{1}{n_j} \sum_{i=1}^{n_j} K_j(x_i|x_{jk}, \lambda)
\]  

(11)
where \( K_j(x_i|x_{jk}, \lambda) \) is a multivariate normal kernel on vector \( x_i \), with modes at \( x_{jk} \) which is a vector in class \( j \), and given by
\[
K_j(x_i|x_{jk}, \lambda) = (2\pi\lambda^2)^{-n/2} |\Sigma_j|^{-1/2} \exp\left(\frac{-1}{2\lambda^2} (x_i - x_{jk})^T \Sigma_j^{-1} (x_i - x_{jk})\right)
\] (12)
where \( \lambda \) is a smoothing parameter chosen by optimizing the misclassification rates of cross validation on the training data set [69]. Then, the classification is based, in the case of our problem, on the following rule
\[
\text{class}(x_i) = \begin{cases} 
1 & \text{if } \frac{f_1(x_i)}{f_2(x_i)} > \frac{n_2}{n_1} \\
2 & \text{otherwise}
\end{cases}
\] (13)

### 2.2.3 Multiple Linear Regression

Multiple linear regression [72] performs a summary of the relationship between the module types, fault prone or non-fault prone, and the software complexity metrics, which is represented as a multivariate linear regression model. Here the determined module type, so-called response variable or dependent variable, is denoted as \( Y \), and the software complexity metrics, which are composed of independent indicators, are represented as \( x_i \). Written mathematically, the standard multiple regression is,
\[
Y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_d x_{id} + \epsilon_i
\] (14)
where \( \beta_i \) are the coefficient parameters, and \( \epsilon_i \) are normally distributed random variables, called error terms on the assumption that mean equals to 0 and variance is unknown and constant. Some approaches are widely employed to estimate the parameters, such as least square estimations, least absolute value estimation, relative least squares and minimum relative error procedures [73]. Least square estimation is the most used method among them, and the estimated regression model parameters are yielded by minimizing \( \sum_{i=1}^{N} (\hat{Y}_i - Y_i)^2 \), where \( \hat{Y}_i = \hat{\beta}_0 + \hat{\beta}_1 x_{i1} + \hat{\beta}_2 x_{i2} + \ldots + \hat{\beta}_d x_{id} \), \( \hat{Y}_i \) and \( \hat{\beta}_i \) represent estimated values.

Multiple linear regression models are built from a set of potential large number of predictive terms, and a subset of significant independent terms should be determined to enter into the multiple regression models [74]. Some techniques are employed for adding or removing explanatory variables from the model: forward selection, backward elimination and stepwise regression, which are all iterative procedures. Forward selection starts with an empty subset in the model and add one explanatory variable (which most contribute to the model) at a time, continuing the iterations until reaching a certain stop criterion. On the contrary, backward elimination beginning with all the predictors, removes one of them (considered the most redundant) in every iterative procedure. Stepwise regression [74] can be referred
as a forward selection with replacement. In each subsequent iterative step, the model is evaluated, using computed statistical significance, with or without a potential predictor to see if it contributes to the explanatory power of the model. After determining the most significant complexity metrics and estimating the model parameters, the linear combination of the predictors can be used to predict if the future modules are high-risk or not.

2.2.4 Logistic Regression

Logistic regression [75] was extensively used in software engineering for both metrics validation [46] and modules classification [12, 18, 68, 76–78]. It is a widely applied statistical modeling technique when the dependant (i.e response) variable has only two possible values which is the case in our studied problem (fault-prone vs. non fault-prone). The independent variables (software metrics in our case), however, may be categorical, discrete or continuous. The logistic regression model is given by the following form [75]

\[
\ln \left( \frac{\pi(x_i)}{1 - \pi(x_i)} \right) = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_d x_{id}
\] (15)

where \(\pi(x_i)\) is the probability of the event: the module \(x_i\) is fault-prone, and has the following multivariate exponential form

\[
\pi(x_i) = \frac{\exp(\beta_0 + \beta_1 x_{i1} + \ldots + \beta_d x_{id})}{1 + \exp(\beta_0 + \beta_1 x_{i1} + \ldots + \beta_d x_{id})}
\] (16)

The ratio \(\frac{\pi(x_i)}{1 - \pi(x_i)}\) is usually interpreted as odds of occurrence, which compares the probability of the event fault-prone to the probability of the non fault-prone one. This odds ranges form zero to infinity, whereas its logarithm ranges from 0 to 1, and called the log odds or the logit. From Eq. 15, we can see that the \(\frac{\pi(x_i)}{1 - \pi(x_i)}\) has a linear relationship with \(x_i\), and the parameters \(\beta_1, \beta_2, \ldots, \beta_d\), so-called regression coefficients, embody the changes in the log odds. The estimation of these coefficients is in general based on the maximum likelihood approach and can be carried out with a wide variety of statistical software packages [75].

In practical applications, after the logistic regression model is set up, a threshold is experimentally designated to determine if the new modules are troublesome or not. For example, the threshold can be determined through a classification rule that minimize the expected cost of misclassification [18, 68, 69]:

\[
\text{class}(x_i) = \begin{cases} 
1: \text{fault - prone} & \text{if } \frac{\hat{\pi}(x_i)}{1 - \hat{\pi}(x_i)} > \frac{C_t}{C_{fp}} \frac{\pi_{fp}}{\pi_{tp}} \\
2: \text{non fault - prone} & \text{otherwise}
\end{cases}
\] (17)
where \( C_I \) and \( C_{II} \) are respectively the cost of type I (a non-fault prone is classified as fault-prone) and type II (a fault-prone is classified as non fault-prone) misclassification; and \( \pi_{nfp} \) and \( \pi_{fp} \) represent the prior probabilities of non fault-prone and fault-prone, respectively.

### 2.2.5 Support Vector Machine

Support Vector Machine (SVM) [79] is a two-class classification method that has been used successfully in many applications dealing with data classification in general and software modules in particular [80]. In the following, we briefly summarize the theory of SVM. For two-class pattern recognition, we try to estimate a function \( f : \mathbb{R}^d \to \{ \pm 1 \} \) using \( l \) training \( d \)-dimensional vectors \( x_i \) and class labels \( y_i \),

\[
(x_1, y_1), \ldots, (x_l, y_l) \in \mathbb{R}^d \times \{ \pm 1 \}
\]

(18) after the training the function \( f \) should be able to correctly classify new test vectors \( x \) into one of the two classes. Suppose that we have a hyperplane separating the first class (positive class) for the the second class (negative class). The idea behind SVM is to find the optimal hyperplane permitting a maximal margin of separation between the two classes and defined by

\[
w \cdot x + b = 0 \quad w \in \mathbb{R}^d, b \in \mathbb{R}
\]

(19) corresponding to decision function

\[
f(x) = \text{sign}(w \cdot x + b)
\]

(20) where \( b \) is the distance to the hyperplane from the origin and \( w \) is the normal of the hyperplane which can be estimated through the use of training data by solving a quadratic optimization problem [79]. \( w \) can be estimated by

\[
w = \sum_{i=1}^l v_i x_i
\]

(21) where \( v_i \) are coefficient weights.

In general, classes are not linearly separable. In order to overcome this problem, SVM can be extended by introducing a kernel \( K \) to map the data into another dot product space \( F \) using a nonlinear map

\[
\Phi : \mathbb{R}^d \to F
\]

(22) In this new space \( F \), the classes will be linearly separable. The kernel \( K \) is given by

\[
K(x, x_i) = (\Phi(x) \cdot \Phi(x_i))
\]

(23)
and measures the similarity between data vectors $x$ and $x_i$. Then, the decision rule is

$$f(x) = \text{sign} \left( \sum_{i=1}^{l} v_i K(x_i, x) + b \right)$$

(24)

An important issue here is the choice of the kernel function and some well-known classic choices are

- Polynomial with degree $d$:
  $$K(x_i, x) = (x_i^T x + 1)^d$$
  (25)

- Radial basis function (RBF) with parameter $\sigma$:
  $$K(x_i, x) = \exp\left(-\frac{\|x_i - x\|^2}{2\sigma^2}\right)$$
  (26)

- Sigmoid with parameters $\kappa$ and $\theta$:
  $$K(x_i, x) = \tanh(\kappa x_i^T x + \theta)$$
  (27)

2.2.6 Finite Mixture Models

Finite mixture models are among the most applied and accepted statistical approaches [81]. Finite mixture models have several clear attractions: they have a solid grounding in the theory of probability and statistics, they are flexible enough to approximate any other statistical model and they are a natural choice when the data to model is heterogenous [81]. Moreover, finite mixtures permit a formal approach to unsupervised learning. The use of finite mixture models as a statistical tool for early prediction of fault-prone program modules has been investigated, for instance, in [82]. Finite mixtures can be viewed as a superimposition of a finite number of component densities and thus adequately model situations in which each data element is assumed to have been generated by one (unknown) component. More formally, a finite mixture model with $M$ components is defined as

$$p(x_i|\Theta) = \sum_{j=1}^{M} p(x_i|\theta_j)p_j$$

(28)

The parameters of a mixture for $M$ clusters are denoted by $\Theta = (\theta_1, \ldots, \theta_M, P)$, where $P = (p_1, \ldots, p_M)$ is the mixing parameter vector. Of course, being probabilities, the $p_j$ must satisfy $0 < p_j \leq 1$, $j = 1, \ldots, M$ and $\sum_{j=1}^{M} p_j = 1$. The choice of the component model $p(x_i|\theta_j)$ is very critical in mixture decomposition. The number of components required to model the mixture and the modeling capabilities are directly related to the component model used [81]. In the past two decades, much effort has been devoted to Gaussian mixture models estimation and selection (i.e determination of the number of
The multivariate Gaussian probability density function is the common assumption when using finite mixture models and is given by

\[ p(x_i|\theta_j) = \frac{\exp\left[\frac{1}{2}(x_i - \mu_j)^T \Sigma_j^{-1} (x_i - \mu_j)\right]}{(2\pi)^{d/2} |\Sigma_j|^{1/2}} \]  

(29)

where \( \mu_j \) and \( \Sigma_j \) denote the mean and covariance matrix of each component respectively. Thus, in the case of a finite Gaussian mixture model, we have \( \theta_j = (\mu_j, \Sigma_j) \).

An important problem in the case of finite mixture models is the estimation of the parameters. During the last two decades, the method of maximum likelihood (ML) has become the most common approach to this problem [81]. It is well known that the maximum likelihood (ML) estimate:

\[ \hat{\Theta}_{ML} = \arg \max_\Theta \{L(\Theta, \mathcal{X})\} \]  

(30)

where \( L(\Theta, \mathcal{X}) \) is the log-likelihood corresponding to a \( M \)-component is:

\[ L(\Theta, \mathcal{X}) = \log \prod_{i=1}^N p(x_i|\Theta) = \sum_{i=1}^N \log \sum_{j=1}^M p(x_i|\theta_j)p_j \]  

(31)

The maximization defining the ML estimates is subject to the constraints over the mixing parameters and can not be found analytically [81]. However, the ML estimates of the mixture parameters can be obtained using expectation maximization (EM) and related techniques [81]. The EM algorithm is a general approach to maximum likelihood in the presence of incomplete data. In EM, the “complete” data are considered to be \( y_i = \{x_i, z_i\} \), where \( z_i = (z_{i1}, \ldots, z_{iM}) \), with:

\[ z_{ij} = \begin{cases} 1 & \text{if } x_i \text{ belongs to class } j \\ 0 & \text{otherwise} \end{cases} \]  

(32)

constituting the “missing” data. The relevant assumption is that the density of an observation \( x_i \), given \( z_i \), is given by \( \prod_{j=1}^M p(x_i|\theta_j)^{z_{ij}} \). The resulting complete-data log-likelihood is:

\[ L(\Theta, \mathcal{Z}, \mathcal{X}) = \sum_{i=1}^N \sum_{j=1}^M z_{ij} \log(p(x_i|\theta_j)p_j) \]  

(33)

where \( \mathcal{Z} = (z_1, \ldots, z_N) \). The EM algorithm produces a sequence of estimates \( \{\Theta^t, t = 0, 1, 2, \ldots\} \) by applying two steps in alternation until some convergence criterion is satisfied:

1. E-step: Compute \( \hat{z}_{ij} \) given the parameter estimates from the initialization:

\[ \hat{z}_{ij} = \frac{p(x_i|\theta_j)p_j}{\sum_{l=1}^M p(x_i|\theta_l)p_l} \]
2. **M-step**: Update the parameter estimates according to:

$$\hat{\Theta} = \arg \max_{\Theta} L(\Theta, Z, X)$$

The quantity \(\hat{z}_{ij}\) is the conditional expectation of \(z_{ij}\) given the observation \(x_i\) and parameter vector \(\Theta\). The value \(z_{ij}^*\) of \(\hat{z}_{ij}\) at a maximum of equation (33) is the conditional probability that observation \(i\) belongs to class \(j\) (the *a posteriori* probability); the classification of an observation \(x_i\) is taken to be \(\{k/z_{ik}^* = \max_j z_{ij}^*\}\), which is the Bayes rule. When we maximize the function given by equation 9, we obtain:

$$p_j^{(t+1)} = \frac{1}{N} \sum_{i=1}^{N} \hat{z}_{ij}$$

$$\mu_j^{(t+1)} = \frac{\sum_{i=1}^{N} \hat{z}_{ij} x_i}{\sum_{i=1}^{N} \hat{z}_{ij}}$$

$$\Sigma_j^{(t+1)} = \frac{\sum_{i=1}^{N} \hat{z}_{ij} (x_i - \mu_j^{(t)}) (x_i - \mu_j^{(t)})^T}{\sum_{i=1}^{N} \hat{z}_{ij}}$$

Another important problem now is the selection of the number of components \(M\) which best describes the data. For this purpose, many approaches have been suggested. From a computational point of view, these approaches can be classified into three classes: deterministic, stochastic, and resampling methods [81]. The most used approaches, however, are the deterministic methods which can themselves be classified in two main classes: in the first, we have approximate Bayesian criteria like the Schwarz’s Bayesian information criterion (BIC) [83] and the Laplace-empirical criterion (LEC) [81]. The second class contains approaches based on information/coding theory concepts such as the minimum message length (MML) [84], Akaike’s information criterion (AIC) [85], and minimum description length (MDL) criterion [86]. A more detailed survey of selection criteria approaches can be found in [81]. For instance, the authors in [82, 87], have used the AIC criterion given by

$$AIC(M) = -2L(\Theta, X) + 2N_p$$

where \(N_p\) is the number of parameters in the model and is equal to \(Md + (M - 1) + Md(d + 1)/2\) in the case of finite Gaussian mixture models. The selection of the optimal number of clusters \(M^*\) is done by \(M^* = \arg \min_M AIC(M)\).
2.3 Experimental Results

In this section, we experimentally evaluate the performance of the different approaches presented in the previous section on a real data set called Medical Imaging System (MIS) [2]. In the following, we first describe the data set, the metrics used and the experimental methodology, then we give and analyze the experimental results.

2.3.1 The MIS Data Set, Metrics and the Experimental Methodology

MIS is a widely used commercial software system consisting of about 4500 routines written in approximate 400,000 lines of Pascal, FORTRAN, and PL/M assembly code. The practical number of changes (faults) as well as 11 software complexity metrics of each module in this program were determined during three-years system testing and maintenance. Basically, the MIS data set used in this thesis, is composed of 390 modules and each module is described by 11 complexity metrics acting as variables:

- LOC is the number of lines of code, including comments.
- CL is the number of lines of code, excluding comments.
- TChar is the number of characters.
- TComm is the number of comments.
- MChar is the number of comment characters.
- DChar is the number of code characters.
- \( N = N_1 + N_2 \) is the program length, where \( N_1 \) is the total number of operators and \( N_2 \) is the total number of operands.
- \( \tilde{N} = \eta_1 \log_2 \eta_1 + \eta_2 \log_2 \eta_2 \) is an estimated program length, where \( \eta_1 \) is the number of unique operators and \( \eta_2 \) is the number of unique operands.
- \( N_F = (\log_2 \eta_1)! + (\log_2 \eta_2)! \) is Jensen’s [39] estimator of program length.
- V(G), McCabe’s cyclomatic number, is one more than the number of decision nodes in the control flow graph.
- \( BW \) is Belady’s bandwidth metric, where

\[
BW = \frac{1}{n} \sum_i iL_i
\]

(38)

and \( L_i \) represents the number of nodes at level \( i \) in a nested control flow graph of \( n \) nodes [39]. This metric indicates the average level of nesting or width of the control flow graph representation of the program.
Figure 2.1 shows the number of faults found in the software as a function of the different complexity metrics. According to this figure, it is clear that the number of changes (or faults) increases as the metrics values increase.

In documented MIS data set, modules 1 to 114 are regarded as non fault-prone (number of faults less than 2), and those with 10 to 98 faults are considered to be fault-prone. Thus, there are 114 non fault-prone and 89 fault-prone modules.

Resampling is an often used technique to test classification algorithms by generating training and test sets. The training set is used to build the software quality prediction model, and the test set is used to validate the predictive accuracy of the model. In our experiments, we have used \( k \)-fold cross validation where original data sets are divided into \( k \) subsamples of approximately equal size. Each time one of the \( k \) subsamples is selected as test data set to validate the model, and the remaining \( k - 1 \) subsamples acts as training data sets. Then, the process is repeated \( k \) times, with each of the \( k \) subsamples used exactly once as test data set. The \( k \) results are averaged to produce a misclassification error. Our specific resampling choice was 10-fold cross validation. In the case of our problem, there are two types of misclassification, type I and type II. Type I misclassification occurs when a non fault-prone module is wrongly classified as fault-prone and type II misclassification occurs when a fault-prone modules is mistakenly classified as non fault-prone. In our experiments, type I and type II misclassification rates are used as the measure of effectiveness and efficiency to compare the different selected classification algorithms. In order to assess the statistical significance of the different results achieved by supervised algorithms, we have used Student’s \( t \) test; and for unsupervised one (i.e finite mixture model), a test for the difference of two proportions has been employed [88].

To conduct Student’s \( t \) test, let \( p_A^{(i)} \) be the misclassification rate of test data set \( i \) (\( i \) from 1 to 10) by algorithm A, and \( p_B^{(i)} \) represents the same meaning. If we suppose 10 differences \( p_A^{(i)} - p_B^{(i)} \) are achieved independently, then we can use Student’s \( t \) test to compute the statistic \( t = \bar{p}_A \sqrt{n}/\sqrt{\sum_{i=1}^{10} (p_A^{(i)} - \bar{p})^2/n} \), where \( n=10 \) and \( \bar{p} = \frac{1}{n} \sum_{i=1}^{10} p_A^{(i)} \).

Using the null hypothesis, this Student’s distribution has 9 \((n-1)\) degrees of freedom. In this case, the null hypothesis can be rejected if \(|t| > t_{0.0.975} = 2.262\). To compare the results achieved by unsupervised algorithms, we adopt another statistical test to measure the difference. Let \( p_A \) represents the proportion of misclassified modules by algorithm A, so does \( p_B \). Suppose \( p_A \) and \( p_B \) are normally distributed, so that their quantity of difference \((p_A - p_B)\) is normally distributed as well. The null hypothesis is rejected if \(|z| = |(p_A - p_B)/\sqrt{2p(1-p)/n}| > Z_{0.0.975} = 1.96\), where \( p = (p_A + p_B)/2 \).
2.3.2 Experimental Results and Analysis

PCA Results

As a first step in our experiments, we have applied PCA to the MIS data set. Table 2.1 shows highest five eigenvalues as well as their corresponding eigenvectors and they express 98.57% of the features of the datasets in all. The columns from domain 1 to domain 5 are the principal component scores. According to this table, we can see that the first two largest eigenvalues express up to 90.8% information of the original dataset and then could be considered as comprehensive to some extent to describe the MIS dataset. Fig. 2.2 shows the PCA results by considering the first two components. Each of

<table>
<thead>
<tr>
<th>Complexity Matrix</th>
<th>Domain 1</th>
<th>Domain 2</th>
<th>Domain 3</th>
<th>Domain 4</th>
<th>Domain 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOC</td>
<td>0.3205</td>
<td>0.0903</td>
<td>-0.0526</td>
<td>-0.2928</td>
<td>-0.4016</td>
</tr>
<tr>
<td>CL</td>
<td>0.3159</td>
<td>0.0270</td>
<td>0.1029</td>
<td>0.3481</td>
<td>-0.5452</td>
</tr>
<tr>
<td>TChar</td>
<td>0.3226</td>
<td>0.1287</td>
<td>-0.1794</td>
<td>0.1792</td>
<td>0.1572</td>
</tr>
<tr>
<td>TComm</td>
<td>0.2992</td>
<td>0.1577</td>
<td>-0.2484</td>
<td>-0.6689</td>
<td>-0.0144</td>
</tr>
<tr>
<td>MChar</td>
<td>0.2729</td>
<td>0.2911</td>
<td>-0.6850</td>
<td>0.2304</td>
<td>0.2915</td>
</tr>
<tr>
<td>DChar</td>
<td>0.3230</td>
<td>0.0191</td>
<td>0.2246</td>
<td>0.0319</td>
<td>0.0341</td>
</tr>
<tr>
<td>N</td>
<td>0.3176</td>
<td>0.0056</td>
<td>0.2785</td>
<td>-0.0172</td>
<td>0.0772</td>
</tr>
<tr>
<td>Ń</td>
<td>0.3167</td>
<td>0.0092</td>
<td>0.3312</td>
<td>-0.0078</td>
<td>0.3617</td>
</tr>
<tr>
<td>NF</td>
<td>0.3166</td>
<td>0.0120</td>
<td>0.3358</td>
<td>0.0007</td>
<td>0.3589</td>
</tr>
<tr>
<td>V(G)</td>
<td>0.3052</td>
<td>-0.2011</td>
<td>-0.0763</td>
<td>-0.4917</td>
<td>-0.3771</td>
</tr>
<tr>
<td>BW</td>
<td>0.1751</td>
<td>-0.9077</td>
<td>-0.2593</td>
<td>0.1319</td>
<td>0.1502</td>
</tr>
</tbody>
</table>

The eleven predictors is represented in this figure by a vector, the direction and length of which denote how much contribution to the two principal components the predictor provides. The first principal component, represented by the horizontal axis, has positive coefficients for all components. The second principal component, represented by the vertical axis, has positive coefficients for the components $BW'$, $V(G)$, almost no coefficients for the components $DChar$, $N$, $N$, and negative coefficients for the remaining five. Note that in Fig. 2.2, the components $BW'$, $V(G)$ and $MChar$ are standing out, which indicate that they have less correlation with other indicators. On the contrary, the indicators $DChar$, $N$, $N$, and $NF$ are highly correlated.
Classification Result

In this subsection, we present the results obtained using the different classification approaches that we have presented in the previous section. Table 2.2 shows these results with and without PCA pretreatment. In this table, type I and type II errors, and the accuracy rates which represent the ratio of the corrective classification modules to the total, are employed as the indicators to compare the overall classification capabilities. Comparing the different approaches using the accuracy rates, it is clear that the PCA pre-process improves generally the results and that LDA with PCA pretreatment performs best in our case, achieving highest accuracy rate 88.76%.

Table 2.3 lists the results achieved by using only the first two principal components as input to the selected algorithms except multiple linear regression (it is inappropriate to evaluate multiple linear regression by only two predictors). By comparing these results with the results shown in table 2.2, it is clear that in most of the cases, the results are better when we consider all principal components. The only exception is the results achieved by Gaussian finite mixture model. When tracking the intermediate variables, it occurs that, for each module, the two procedures with or without PCA pretreatment, respectively, arrive at the same probability of being fault-prone, as well as being non fault-prone. Table 2.3 also shows that, Logistic Regression with PCA performs best, orderly followed by NDA with PCA and LDA with PCA. SVM technique still functions here, but when classifying with Sigmoid kernel function, the accuracy rate decreases a lot.

Tables from 2.4 to 2.8 show the absolute value results of Student’s $t$ test when using different approaches with and without PCA. The statistical significance tests are conducted in order to make extensive comparisons under various circumstances. Tables 2.4 and 2.5 show comparisons between the different classification methods using the total eleven software complexity metrics with and without PCA, respectively. Table 2.6 shows also cross-comparisons, but with the first two significant principal components. In table 2.7 and 2.8, we investigate the statistical significance of the difference between the results achieved by each approach when we apply it with and without PCA by considering all the principal components and the first two most important components, respectively. The results in these four tables are computed using the outputs of every two algorithms, and any absolute value larger than $t_{9.975} = 2.262$ represents a statistical difference. The inspection of these two tables reveals, that on the one hand the disparity do exist between some of the algorithms, being wise to select simpler algorithm if the classification accuracy is not significantly different between the two; on the other hand we must point out that using merely the evaluation results with MIS data sets to measure the candidate
Table 2.2: Type I and Type II errors, and the accuracy rates using different approaches with and without PCA.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Type I error</th>
<th>Type II error</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>9.22%</td>
<td>16.47%</td>
<td>87.24%</td>
</tr>
<tr>
<td>LDA + PCA</td>
<td>6.92%</td>
<td>17.40%</td>
<td>88.76%</td>
</tr>
<tr>
<td>NDA</td>
<td>1.60%</td>
<td>30.79%</td>
<td>85.71%</td>
</tr>
<tr>
<td>NDA + PCA</td>
<td>2.43%</td>
<td>24.12%</td>
<td>88.17%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>9.08%</td>
<td>18.51%</td>
<td>87.21%</td>
</tr>
<tr>
<td>Logistic Regression + PCA</td>
<td>6.43%</td>
<td>20.43%</td>
<td>88.14%</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>22.37%</td>
<td>10.64%</td>
<td>82.69%</td>
</tr>
<tr>
<td>Multiple Linear Regression + PCA</td>
<td>12.04%</td>
<td>13.08%</td>
<td>85.69%</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>10.67%</td>
<td>28.11%</td>
<td>81.59%</td>
</tr>
<tr>
<td>SVM (Polynomial) + PCA</td>
<td>12.94%</td>
<td>24.61%</td>
<td>81.76%</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>14.33</td>
<td>27.22</td>
<td>79.95%</td>
</tr>
<tr>
<td>SVM (RBF) + PCA</td>
<td>13.14%</td>
<td>20.55%</td>
<td>82.88%</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>30.25%</td>
<td>26.63%</td>
<td>70.88%</td>
</tr>
<tr>
<td>SVM (Sigmoid) + PCA</td>
<td>33.10%</td>
<td>25.31%</td>
<td>72.28%</td>
</tr>
<tr>
<td>Gaussian Mixture Model</td>
<td>1.75%</td>
<td>41.57%</td>
<td>80.78%</td>
</tr>
<tr>
<td>Gaussian Mixture Model + PCA</td>
<td>1.75%</td>
<td>41.57%</td>
<td>80.78%</td>
</tr>
</tbody>
</table>

algorithms is inappropriate to reach an absolute conclusion about the performance of the different approaches. Recent studies show that some factors seriously affect the performance of the classification algorithms [89]. Data set characteristics and training data set size are dominating factors. According to some empirical research, "best" prediction technique, depends on the context or data set characteristics. For example, generally LDA outperforms for data sets coming from Gaussian Distribution or with some outliers. Moreover, increasing the size of training data sets is always welcomed and improve the prediction results.

To sum up what we mentioned above, even if all the candidate classification algorithms have certain ability to partition data sets, choosing proper classifier strongly depends on the data sets characteristics and the comparative advantages of each classifier. LDA is more suitable for data sets following Gaussian distribution and with unequal within-class proportion. The essence of this algorithm is trying to find the linear combination of the predictors which most separate the two populations, by maximizing the between-class variance, and at same time minimizing the within-class variance. However, to analyze non-Gaussian data which are not linearly related or without common covariance within all groups, the logistic regression is preferred. But, logistic regression has its own underlying assumptions and inherent restrictions. In empirical applications, logistic regression is better for discrete outcomes. Besides, under the circumstances of continuous responses, multiple regression is more powerful. As logistic regression
Table 2.3: Type I and Type II errors by processing first two principal components.

<table>
<thead>
<tr>
<th>Method</th>
<th>Type I error</th>
<th>Type II error</th>
<th>Accuracy Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>1.77%</td>
<td>37.53%</td>
<td>82.81%</td>
</tr>
<tr>
<td>LDA + PCA</td>
<td>1.55%</td>
<td>36.37%</td>
<td>83.23%</td>
</tr>
<tr>
<td>NDA</td>
<td>2.25%</td>
<td>38.83%</td>
<td>82.85%</td>
</tr>
<tr>
<td>NDA + PCA</td>
<td>2.25%</td>
<td>38.00%</td>
<td>83.36%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>5.63%</td>
<td>22.27%</td>
<td>86.67%</td>
</tr>
<tr>
<td>Logistic Regression + PCA</td>
<td>3.76%</td>
<td>24.48%</td>
<td>87.09%</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>9.09%</td>
<td>88.17%</td>
<td>60.54%</td>
</tr>
<tr>
<td>SVM (Polynomial) + PCA</td>
<td>13.49%</td>
<td>23.63%</td>
<td>81.74%</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>24.17%</td>
<td>18.23%</td>
<td>78.38%</td>
</tr>
<tr>
<td>SVM (RBF) + PCA</td>
<td>16.46%</td>
<td>19.09%</td>
<td>82.26%</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>71.73%</td>
<td>35.32%</td>
<td>45.28%</td>
</tr>
<tr>
<td>SVM (Sigmoid) + PCA</td>
<td>51.27%</td>
<td>31.69%</td>
<td>58.24%</td>
</tr>
<tr>
<td>Gaussian Mixture Model</td>
<td>20.17%</td>
<td>15.73%</td>
<td>81.77%</td>
</tr>
<tr>
<td>Gaussian Mixture Model + PCA</td>
<td>20.17%</td>
<td>15.73%</td>
<td>81.77%</td>
</tr>
</tbody>
</table>

NDA has no requirement concerning the distribution of data. Multiple Linear Regression is very effective when dealing with small quantity of independent variables, but easily being affected by outliers, so identifying and removing these outliers before building the model is necessary. The linear regression model generates unique coefficient parameters to every predictor. So, if the undesired outliers exist in training data sets, the built model with these fixed parameters can not provide reliable prediction for the software modules to test. In this context, other methods robust to the contamination of data (e.g. robust statistics) should be used. Regarding SVM, it transfers data sets into another high-dimensional feature space by means of kernel function, and finds support vectors as the determinant boundary to separate data set. Because the classification is achieved by maximizing the margin between the two classes, that process maximizes the generalization ability of this learning machine, which will not be deteriorated even if the data are somewhat changed within their original range. However, a drawback of SVM is that the kernel function computation is time-consuming. Finite mixture model is an unsupervised statistical approach which permits the partition of data without the training procedure. This technique should be favored when historical data is very costly or hard to collect.
Table 2.4: Absolute-value results of resampled paired t test with 11 software complexity metrics without PCA pretreatment.

<table>
<thead>
<tr>
<th></th>
<th>t test (type I error)</th>
<th>t test (type II error)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vs. LDA</td>
<td>vs. LDA</td>
</tr>
<tr>
<td>NDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>2.0775</td>
<td>2.0360</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>0.0358</td>
<td>0.2456</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>2.0962</td>
<td>1.1881</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>0.3233</td>
<td>1.3729</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>1.6156</td>
<td>1.1884</td>
</tr>
<tr>
<td></td>
<td>3.8010</td>
<td>1.2808</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>vs. NDA</td>
<td></td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>1.9266</td>
<td>5.7418</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>3.9220</td>
<td>3.7158</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>3.2742</td>
<td>0.4011</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>3.8099</td>
<td>0.8718</td>
</tr>
<tr>
<td></td>
<td>4.9427</td>
<td>0.6865</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>vs. Logistic Regression</td>
<td></td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>1.7345</td>
<td>1.1734</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>0.4001</td>
<td>1.1290</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>1.2063</td>
<td>2.1146</td>
</tr>
<tr>
<td></td>
<td>4.3904</td>
<td>1.1760</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>vs. Multiple Linear Regression</td>
<td></td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>1.7914</td>
<td>2.7224</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>1.3103</td>
<td>2.5823</td>
</tr>
<tr>
<td></td>
<td>0.8530</td>
<td>2.4620</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>vs. SVM (Polynomial)</td>
<td></td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>0.7176</td>
<td>0.1114</td>
</tr>
<tr>
<td></td>
<td>3.6469</td>
<td>0.2349</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>vs. SVM (RBF)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.4779</td>
<td>0.0879</td>
</tr>
</tbody>
</table>
Figure 2.1: The relationship between the metrics and number of CRs.
Figure 2.2: Two-dimensional plot of variable coefficients and scores.
Table 2.5: Absolute-value results of resampled paired $t$ test with PCA pretreatment.

<table>
<thead>
<tr>
<th></th>
<th>$t$ test (type I error)</th>
<th>$t$ test (type II error)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vs. LDA</td>
<td>vs. LDA</td>
</tr>
<tr>
<td>NDA</td>
<td>1.6656</td>
<td>1.3882</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.1304</td>
<td>0.5349</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>1.0977</td>
<td>1.0609</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>1.1543</td>
<td>1.9027</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>1.1567</td>
<td>0.5309</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>2.6381</td>
<td>1.4429</td>
</tr>
<tr>
<td>vs. NDA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>1.3731</td>
<td>0.5315</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>2.2245</td>
<td>3.4619</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>2.7321</td>
<td>0.0803</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>3.0483</td>
<td>0.6148</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>2.9724</td>
<td>0.2211</td>
</tr>
<tr>
<td>vs. Logistic Regression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>1.3211</td>
<td>1.3369</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>1.7492</td>
<td>0.7191</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>0.0405</td>
<td>0.1845</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>0.0405</td>
<td>0.1845</td>
</tr>
<tr>
<td>vs. Multiple Linear Regression</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>0.6748</td>
<td>2.0658</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>1.6699</td>
<td>0.0130</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>2.8554</td>
<td>0.5899</td>
</tr>
<tr>
<td>vs. SVM (Polynomial)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>0.0452</td>
<td>0.5443</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>2.3825</td>
<td>0.0881</td>
</tr>
<tr>
<td>vs. SVM (RBF)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>1.9211</td>
<td>0.7198</td>
</tr>
</tbody>
</table>
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Table 2.6: Absolute-value results of resampled paired $t$ test with PCA pretreatment and using the first two significant principal components.

<table>
<thead>
<tr>
<th></th>
<th>$t$ test (type I error)</th>
<th>$t$ test (type II error)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vs. LDA</td>
<td>vs. LDA</td>
</tr>
<tr>
<td>NDA</td>
<td>1.6656</td>
<td>1.3882</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>1.6560</td>
<td>2.2456</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>3.3642</td>
<td>1.0491</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>3.0496</td>
<td>1.0105</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>4.2935</td>
<td>0.4204</td>
</tr>
<tr>
<td>vs. NDA</td>
<td>1.1709</td>
<td>3.1772</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>3.2828</td>
<td>1.2730</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>3.0664</td>
<td>1.3567</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>4.0206</td>
<td>0.4859</td>
</tr>
<tr>
<td>vs. Logistic Regression</td>
<td>3.3619</td>
<td>0.1842</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>2.6313</td>
<td>0.2801</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>3.6404</td>
<td>0.7881</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>0.3338</td>
<td>0.0288</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>0.0525</td>
<td>0.6106</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>vs. SVM (Sigmoid)</td>
<td>0.3903</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>vs. SVM (RBF)</td>
<td>0.7060</td>
</tr>
</tbody>
</table>

Table 2.7: Absolute-value results of resampled paired $t$ test with 11 software complexity metrics with and without PCA-pretreatment.

<table>
<thead>
<tr>
<th></th>
<th>$t$ test(type I error)</th>
<th>$t$ test(type II error)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>vs. LDA</td>
<td>vs. LDA</td>
</tr>
<tr>
<td>LDA</td>
<td>0.5167</td>
<td>0.1782</td>
</tr>
<tr>
<td>NDA</td>
<td>1.0000</td>
<td>2.6938</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.5295</td>
<td>0.2353</td>
</tr>
<tr>
<td>Multiple Linear Regression</td>
<td>3.1840</td>
<td>0.6866</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>0.5374</td>
<td>0.3915</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>0.2134</td>
<td>1.0780</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>0.2854</td>
<td>0.2130</td>
</tr>
</tbody>
</table>
Table 2.8: Absolute-value results of resampled paired $t$ test with 11 and 2 software complexity metrics.

<table>
<thead>
<tr>
<th></th>
<th>$t$ test(type I error)</th>
<th>$t$ test(type II error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LDA</td>
<td>2.2048</td>
<td>2.4728</td>
</tr>
<tr>
<td>NDA</td>
<td>0.1329</td>
<td>2.0252</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.2088</td>
<td>0.3632</td>
</tr>
<tr>
<td>SVM (Polynomial)</td>
<td>2.7016</td>
<td>0.0303</td>
</tr>
<tr>
<td>SVM (RBF)</td>
<td>2.7200</td>
<td>0.4772</td>
</tr>
<tr>
<td>SVM (Sigmoid)</td>
<td>1.5541</td>
<td>0.7272</td>
</tr>
</tbody>
</table>
Software Modules Categorization Through Likelihood and Bayesian Analysis of Finite Dirichlet Mixtures

In this chapter we will explore a new unsupervised learning algorithm, finite Dirichlet mixture model, to classify software modules, by employing deterministic maximum likelihood and Bayesian estimation. The selection of the number of clusters for both approaches is based on the Bayesian Information Criterion (BIC). Experimental results are presented using simulated data, as well as the Medical Imaging System (MIS) data sets. A shorter version of this chapter is accepted by IEEE International Conference on Intelligent Systems [90], and extended version is submitted to Journal of Applied Statistics [91].

3.1 Introduction

The increasing availability of data in different fields has triggered the need for its analysis and modeling using statistical approaches [92]. The ultimate goal of these approaches is to describe and explain data with a probabilistic model. Finite mixture models [81, 93, 94] have been widely used to achieve this goal, since their introduction by Pearson [95], and are now applied in several disciplines. Indeed, finite mixture models allow the clustering of data into groups that are internally homogeneous. Mixture models could also be used to approximate distributions that cannot be modeled by standard parametric families. There are, however, three important issues that need to be addressed when dealing with finite mixture models: the choice of the component’s densities, the estimation of the mixture parameters, and the selection of the number of clusters which best describes the data. The component’s densities should
be chosen depending on the data being examined. For the estimation of the mixture parameters, some researchers have used the method of moments. The common current approaches to solve this problem are, however, based on the maximum likelihood or Bayesian techniques. An important part of the modeling problem is mainly concerned about determining the number of consistent components which best describe the data. For this purpose, many approaches have been suggested. From a computational point of view, these approaches may be divided into two main categories: deterministic and Bayesian methods (See [81] for a detailed survey of selection criteria approaches).

In this thesis, we are interested in modeling data using a rich class of finite mixture distributions called the Dirichlet mixture, which is a multivariate generalization of the Beta mixture. Finite Beta mixtures have been studied by Bouguila et al. in [96], highlighting some difficulties when performing the likelihood approach and proposing a Bayesian inference to estimate the parameters. In this thesis, we extend this study to the multidimensional case. Despite the fact that this distribution plays an important role in statistical inference, and also in contrast to the vast amount of theoretical work that exists regarding the characterization of the Dirichlet distribution (for instance, See [97–103]), very little work has been done, however, on its practical applications. The majority of the studies either consider a single Dirichlet distribution [104,105] or use it as a prior to the multinomial [106–108]. Indeed, many researchers consider finite Gaussian mixtures for data modeling. The Dirichlet mixture, however, could offer better modeling capabilities as shown in [109–111] where it was used as a parent distribution and not as a prior for different image processing tasks.

If the random vector \( \mathbf{X} = (X_1, \ldots, X_d) \) follows a Dirichlet distribution with parameters \( \alpha = (\alpha_1, \ldots, \alpha_d) \), then the joint density function is given by

\[
p(\mathbf{X}|\alpha) = \frac{\Gamma(|\alpha|)}{\prod_{i=1}^{d} \Gamma(\alpha_i)} \prod_{i=1}^{d} X_i^{\alpha_i-1}
\]

where \( \sum_{i=1}^{d} X_i = 1 \), and \(|\alpha| = \sum_{i=1}^{d} \alpha_i\), \( \alpha_i > 0 \ \forall i = 1 \ldots d \). This distribution is the multidimensional extension of the 2-parameter Beta distribution [96]. Unlike the normal distribution, the Dirichlet does not have separate parameters describing the mean and variation. The mean and the variance, however, can be calculated using \( \alpha \) as follows

\[
\mu_i = E(X_i) = \frac{\alpha_i}{|\alpha|}
\]

\[
Var(X_i) = \frac{\alpha_i (|\alpha| - \alpha_i)}{|\alpha|^2 (|\alpha| + 1)}.
\]

The Dirichlet distribution can be extended easily to be defined in any \( d \)-dimensional rectangular domain \([a_1, b_1] \times \ldots \times [a_d, b_d]\) where \((a_1, \ldots, a_d) \in \mathbb{R}^d\) and \((b_1, \ldots, b_d) \in \mathbb{R}^d\).
Substituting Eq. (2) into Eq. (1), we may rewrite the Dirichlet distribution as follows

$$p(X|\alpha, \mu) = \frac{\Gamma(|\alpha|)}{\prod_{i=1}^{d} \Gamma(\mu_i |\alpha|)} \prod_{i=1}^{d} X_i^{\mu_i |\alpha|-1},$$

where $\mu = (\mu_1, \ldots, \mu_d)$. Note that this alternative parametrization was also adopted in the case of the Beta distribution by Bouguila et al. [96], providing interpretable parameters because $\mu$ and $|\alpha|$ represent the mean and a measure of the sharpness of the distribution, respectively [107]. A large value of $|\alpha|$ produces a sharply peaked distribution around the mean $\mu$. And when $|\alpha|$ decreases, the distribution becomes broader as depicted in Fig. 3.1. An additional advantage of this parametrization is that $\mu$ lies within a bounded space, leading to an increase in computational efficiency. Therefore, this parametrization will be adopted throughout the thesis.
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Figure 3.1: The Dirichlet distribution for different parameters. (a) $|\alpha| = 14$, $\mu_1 = 0.25$, $\mu_2 = 0.5$, $\mu_3 = 0.25$. (b) $|\alpha| = 21$, $\mu_1 = 0.16$, $\mu_2 = 0.68$, $\mu_3 = 0.16$. (c) $|\alpha| = 28$, $\mu_1 = 0.125$, $\mu_2 = 0.75$, $\mu_3 = 0.125$.

A Dirichlet mixture with $M$ components is defined as

$$p(X|\xi) = \sum_{j=1}^{M} p(X||\alpha_j|, \mu_j) p(j)$$

where $p(j)$ ($0 < p(j) < 1$ and $\sum_{j=1}^{M} p(j) = 1$) are the mixing parameters and $p(X||\alpha_j|, \mu_j)$ is the Dirichlet distribution. The symbol $\xi$ denotes the entire set of parameters to be estimated, that is

$$\xi = (\mu_1, \ldots, \mu_M, |\alpha_1|, \ldots, |\alpha_M|, p(1), \ldots, p(M)).$$

This set of parameters can be divided into three subsets $\xi_1 = (|\alpha_1|, \ldots, |\alpha_M|)$, $\xi_2 = (\mu_1, \ldots, \mu_M)$, and $\xi_3 = (p(1), \ldots, p(M))$. Then, these three different parameters $\xi_1$, $\xi_2$ and $\xi_3$ can be estimated independently.
Most currently used statistical estimation techniques are deterministic. With deterministic approaches, a random sample of observations is drawn from a distribution or a mixture of distributions with unknown parameters assumed to be fixed. In contrast to deterministic methods, Bayesian approaches consider the parameters as random variables and allow probability distributions to be associated with them. In recent years, Bayesian estimation has become feasible due to the development of simulation-based numerical integration techniques such as Markov chain Monte Carlo (MCMC) methods, which simulate required estimates by running appropriate Markov Chains using specific algorithms such as Gibbs sampler.

In this chapter, we consider two procedures for finite Dirichlet mixture estimation, namely, the deterministic maximum likelihood (ML) estimation that will be developed in the next section and the Bayesian estimation that will be explained in details in Section 3.3. Section 3.4 is devoted to an important problem in the case of mixture models, which is the selection of the number of clusters. In Section 3.5 we present our experimental results where both procedures are compared in different applications.

### 3.2 ML Estimation of a Dirichlet Mixture

Now we consider ML estimation for an \( M \)-component mixture of Dirichlet distributions. Given the set of independent vectors \( \mathcal{X} = \{X_1, \ldots, X_N\} \), the log-likelihood corresponding to an \( M \)-component mixture is given by

\[
L(\xi, \mathcal{X}) = \log \prod_{i=1}^{N} p(X_i|\xi) = \sum_{i=1}^{N} \log \sum_{j=1}^{M} p(X_i|\alpha_j, \mu_j)p(j).
\]

(6)

It is well-known that the ML estimate

\[
\hat{\xi}_{ML} = \arg \max_{\xi} \{L(\xi, \mathcal{X})\}
\]

(7)

cannot be found analytically. The maximization defining the ML estimates is subject to the constraints \( 0 < p(j) \leq 1 \) and \( \sum_{j=1}^{M} p(j) = 1 \). It is worth pointing out that obtaining ML estimates of the mixture parameters is possible using the expectation-maximization (EM) algorithm and related techniques [112]. The EM algorithm [113,114] is a general approach to maximum likelihood in the presence of incomplete data. In EM, the "complete" data are considered to be \( Y_i = \{X_i, Z_i\} \), where \( Z_i = (Z_{i1}, \ldots, Z_{iM}) \) with

\[
Z_{ij} = \begin{cases} 
1 & \text{if } X_i \text{ belongs to class } j \\
0 & \text{otherwise}
\end{cases}
\]

(8)
constituting the "missing" data. The relevant assumption is that the density of an observation $X_i$ given $Z_i$ is given by $\prod_{j=1}^{M} p(X_i|\alpha_j, \mu_j)^{Z_{ij}}$.

The resulting complete-data log-likelihood is therefore

$$L(\xi, Z, \mathcal{X}) = \sum_{i=1}^{N} \sum_{j=1}^{M} Z_{ij} \log(p(X_i|\alpha_j, \mu_j)p(j)),$$

where $Z = \{Z_1, \ldots, Z_N\}$.

The EM algorithm produces a sequence of estimates $\{\xi^t, t = 0, 1, 2 \ldots\}$ by applying two steps in alternation (until some convergence criterion is satisfied)

1. **E-step**: Compute $\hat{Z}_{ij}$ given the parameter estimates from the initialization

   $$\hat{Z}_{ij} = \frac{p(X_i|\alpha_j, \mu_j)p(j)}{\sum_{j=1}^{M} p(X_i|\alpha_j, \mu_j)p(j)}$$

2. **M-step**: Update the parameter estimates according to

   $$\hat{\xi} = \arg \max_{\xi} L(\xi, Z, \mathcal{X})$$

The quantity $\hat{Z}_{ij}$ is the conditional expectation of $Z_{ij}$ given the observation $X_i$ and the parameter vector $\xi$. The value $Z_{ik}^{*}$ of $\hat{Z}_{ik}$ at a maximum of Eq. (9) is the conditional probability that observation $i$ belongs to class $j$ (the posterior probability); the classification of an observation $X_i$ is taken to be $\{k/Z_{ik}^{*} = \max_j Z_{ij}^{*}\}$, which is the Bayes rule. When we maximize Eq. (11) by taking into consideration the constraints $\sum_{j=1}^{M} p(j) = 1$ and $p(j) > 0 \ \forall j \in \{1, M\}$, we obtain

$$p(j)^{(t)} = \frac{1}{N} \sum_{i=1}^{N} \hat{Z}_{ij}^{(t-1)}$$

### 3.2.1 Estimation of the $\xi_1$ Parameters

For fixed $\mu_j$, the likelihood for $\xi_1$ alone is given by

$$p(\mathcal{X}|\xi_1) \propto \prod_{i=1}^{N} \left[ \sum_{j=1}^{M} p(j)p(X_i|\alpha_j) \right]$$

where

$$p(X_i|\alpha_j) = \frac{\Gamma(|\alpha_j|)}{\prod_{i=1}^{d} \Gamma(\mu_j|\alpha_j)} \prod_{l=1}^{d} X_{iil}^{\alpha_{jl}-1}$$
Maximizing the log-likelihood function is equivalent to solving the following equation

$$\frac{\partial \log p(X|\xi_1)}{\partial |\alpha_j|} = 0, \quad j = 1, \ldots, M \quad (15)$$

The first-order partial derivative of \( \log p(X|\xi_1) \) with respect to \(|\alpha_j|\) is given by

$$\frac{\partial \log p(X|\xi_1)}{\partial |\alpha_j|} = \sum_{i=1}^{N} \frac{\partial}{\partial |\alpha_j|} \log \left[ \sum_{j=1}^{M} p(j)p(X_i||\alpha_j) \right] = \sum_{i=1}^{N} \frac{\partial}{\partial |\alpha_j|} \left[ \sum_{j=1}^{M} p(j)p(X_i||\alpha_j) \right]$$

$$= \sum_{i=1}^{N} \frac{\partial}{\partial |\alpha_j|} \left[ p(X_i||\alpha_j) \right] = \sum_{i=1}^{N} \frac{\partial}{\partial |\alpha_j|} \log p(X_i||\alpha_j)$$

$$= \left( \Psi(|\alpha_j|) - \sum_{l=1}^{d} \mu_{jl}\Psi(\mu_{jl}|\alpha_j) \right) \sum_{i=1}^{N} \hat{z}_{ij} + \sum_{i=1}^{N} \left( \hat{z}_{ij} \sum_{l=1}^{d} \mu_{jl} \log(X_{il}) \right),$$

where \( \Psi \) denotes the digamma function. Note that from Eq. (16), it is clear that we do not have a closed-form solution to Eq. (15). Thus, to estimate \( |\alpha_j| \) we use the Newton-Raphson method as follows

$$|\alpha_j|^{(t)} = |\alpha_j|^{(t-1)} - \left( \frac{\partial^2 \log p(X|\xi_1^{(t-1)})}{\partial^2 |\alpha_j|} \right)^{-1} \frac{\partial \log p(X|\xi_1^{(t-1)})}{\partial |\alpha_j|} \quad (16)$$

On the other hand, the second-order partial derivative of \( \log p(X|\xi_1) \) with respect to \(|\alpha_j|\) is given by

$$\frac{\partial^2 \log p(X|\xi_1)}{\partial^2 |\alpha_j|} = \left( \Psi(|\alpha_j|) - \sum_{l=1}^{d} \mu_{jl}\Psi(\mu_{jl}|\alpha_j) \right) \sum_{i=1}^{N} \hat{z}_{ij} \quad (17)$$

### 3.2.2 Estimation of the \( \xi_2 \) Parameters

For fixed \( |\alpha_j| \), the likelihood function for \( \xi_2 \) alone is given by

$$p(X|\xi_2) = \prod_{i=1}^{N} \left[ \sum_{j=1}^{M} p(j)p(X_i|\mu_j) \right], \quad (18)$$

where

$$p(X_i|\mu_j) = \frac{\Gamma(|\alpha_j|)}{\prod_{i=1}^{d} \Gamma(\mu_{jl}|\alpha_j)} \prod_{l=1}^{d} \chi_{l|\alpha_j}^{\mu_{jl}|\alpha_j|} = \prod_{l=1}^{d} \frac{\Gamma(\mu_{jl}|\alpha_j)}{\Gamma(\mu_{jl}|\alpha_j)}, \quad (19)$$

The maximization of the likelihood function \( \log p(X|\xi_2) \), subject to the constraints \( \sum_{i=1}^{d} \mu_{jl} = 1, \ j \in \{1, \ldots, M\} \), leads to the maximization of the following objective function

$$\Phi_{Mean}(X, \xi_2, \Lambda) = \log p(X|\xi_2) + \Lambda_1 \left( 1 - \sum_{l=1}^{d} \mu_{1l} \right) + \ldots + \Lambda_M \left( 1 - \sum_{l=1}^{d} \mu_{Ml} \right), \quad (20)$$

where \( \Lambda = (\Lambda_1, \Lambda_2, \ldots, \Lambda_M) \) denotes the Lagrange multipliers vector.
To solve this optimization problem, we first need to determine the solutions to the following equations

\[ \frac{\partial}{\partial \mu_{jl}} \Phi_{\text{Mean}}(X, \xi_2, \Lambda) = 0 \]  \hspace{2cm} (21)

\[ \frac{\partial}{\partial \Lambda} \Phi_{\text{Mean}}(X, \xi_2, \Lambda) = 0 \]  \hspace{2cm} (22)

where \( j = 1, \ldots, M \) and \( l = 1, \ldots, d \).

Setting the equation

\[ \frac{\partial}{\partial \mu_{jl}} \Psi_{\text{Mean}}(X, \xi_2, \Lambda) = \sum_{i=1}^{N} \hat{Z}_{ij} \frac{\partial}{\partial \mu_{jl}} \log(p(X_i|\mu_j)) - \Lambda_j \]  \hspace{2cm} (23)

\[ = |\alpha_j| \sum_{i=1}^{N} \hat{Z}_{ij} \left( \log(X_{it}) - \Psi(\mu_{jl}|\alpha_j) \right) - \Lambda_j \]

to 0 yields

\[ \mu_{jl}^{(t)} = \frac{\mu_{jl}^{(t-1)} |\alpha_j|^{(t)} \sum_{i=1}^{N} \hat{Z}_{ij}^{(t)} \left( \log(X_{it}) - \Psi(\mu_{jl}^{(t-1)}|\alpha_j^{(t)}) \right)}{\Lambda_j}. \]  \hspace{2cm} (24)

Similarly, setting the equation

\[ \frac{\partial}{\partial \Lambda} \Psi_{\text{Mean}}(X, \xi_2, \Lambda) = 1 - \sum_{l=1}^{d} \mu_{jl} \]  \hspace{2cm} (25)

to 0 yields

\[ \sum_{l=1}^{d} \mu_{jl} = 1. \]  \hspace{2cm} (26)

Substituting Eq. (24) into Eq. (26), we obtain

\[ \sum_{l=1}^{d} \mu_{jl} |\alpha_j| \sum_{i=1}^{N} \hat{Z}_{ij} \left( \log(X_{it}) - \Psi(\mu_{jl}|\alpha_j) \right) \]

\[ \Lambda_j \]  \hspace{2cm} (27)

Therefore, we get

\[ \Lambda_j = \sum_{l=1}^{d} \mu_{jl} |\alpha_j| \sum_{i=1}^{N} \hat{Z}_{ij} \left( \log(X_{it}) - \Psi(\mu_{jl}|\alpha_j) \right). \]  \hspace{2cm} (28)

And substituting Eq. (28) in Eq. (24), we obtain

\[ \mu_{jl}^{(t)} = \frac{\mu_{jl}^{(t-1)} |\alpha_j|^{(t)} \sum_{i=1}^{N} \hat{Z}_{ij}^{(t)} \left( \log(X_{it}) - \Psi(\mu_{jl}^{(t-1)}|\alpha_j^{(t)}) \right)}{\sum_{l=1}^{d} \mu_{jl}^{(t-1)} |\alpha_j|^{(t)} \sum_{i=1}^{N} \hat{Z}_{ij}^{(t)} \left( \log(X_{it}) - \Psi(\mu_{jl}^{(t-1)}|\alpha_j^{(t)}) \right)}. \]  \hspace{2cm} (29)

Having all these estimation equations, the complete algorithm for the parameters estimation may be summarized as follows:
1. Apply the initialization algorithm proposed in [110]

2. **E-Step:** Compute the *a posteriori* probabilities:
   \[
   \hat{Z}_{ij} = \frac{p(X_i|\xi_j)p(j)}{\sum_{l=1}^{M} p(X_i|\xi_l)p(l)}
   \]

3. **M-Step:**
   (a) Update the \(\alpha_j\) using Eq. (16), \(j = 1, \ldots, M\).
   (b) Update the \(\mu_{jl}\) using Eq. (29), \(j = 1, \ldots, M,\) and \(l = 1, \ldots, d\).
   (c) Update the \(p(j)\) using Eq. (12), \(j = 1, \ldots, M\).

4. If the convergence test is passed, terminate, else go to 2.

### 3.3 Bayesian Estimation of a Dirichlet Mixture

Bayesian estimation is based on learning from data using Bayes's theorem in order to combine both the prior information and the information brought by the data to produce the posterior distribution [115, 116]. The prior information represents our prior belief about the parameters before looking at the data. The posterior distribution summarizes our belief about the parameters after we have analyzed the data. The posterior distribution can be expressed as

\[
p(\xi|\mathcal{X}) \propto p(\mathcal{X}|\xi)p(\xi).
\]  

From Eq. (30), we can see that Bayesian estimation requires a prior distribution \(p(\xi)\) specification for the mixture parameters. As in the case of the EM algorithm, the introduction of the \(Z\) vectors simplifies the Bayesian analysis [117]. This is done by associating with each observation \(X_i\) a missing multinomial variable \(Z_i \sim \mathcal{M}(1; Z_{i1}, \ldots, Z_{iM})\), and the complete MCMC algorithm is given by [118]

1. **Initialization**

2. **Step t:** For \(t=1,\ldots\)
   (a) Generate \(Z_i^{(t)} \sim \mathcal{M}(1; Z_{i1}^{(t-1)}, \ldots, Z_{iM}^{(t-1)})\)
   (b) Generate \(\xi_3^{(t)}\) from \(p(\xi_3|Z^{(t)})\)
   (c) Generate \((\xi_1, \xi_2)^{(t)}\) from \(p(\xi_1, \xi_2|Z^{(t)}, \mathcal{X})\)
First we start with the distribution \( p(\xi_3 | \mathcal{I}) \), which is given by
\[
p(\xi_3 | \mathcal{I}) \propto p(\xi_3) p(\mathcal{I} | \xi_3) \tag{31}
\]
and then we determine \( p(\xi_3) \) and \( p(\mathcal{I} | \xi_3) \). It is known that the vector \( \xi_3 \) is defined on the simplex \( \{(p(1), \ldots, p(M)) : \sum_{j=1}^{M-1} p(j) < 1\} \), thus a natural choice, as a prior, for this vector would be the Dirichlet distribution [118]
\[
p(\xi_3) = \frac{\Gamma(\sum_{j=1}^{M} \eta_j)}{\prod_{j=1}^{M} \Gamma(\eta_j)} \prod_{j=1}^{M} p(j)^{\eta_j-1} \tag{32}
\]
where \( \eta = (\eta_1, \ldots, \eta_M) \) is the parameter vector of the Dirichlet distribution. Moreover, we have
\[
p(\mathcal{I} | \xi_3) = \prod_{i=1}^{N} p(Z_i | \xi_3) = \prod_{i=1}^{N} p(1)^{Z_{i1}} \cdots p(M)^{Z_{iM}} = \prod_{i=1}^{N} \prod_{j=1}^{M} p(j)^{Z_{ij}} = \prod_{j=1}^{M} p(j)^{n_j}.
\]
Hence
\[
p(\xi_3 | \mathcal{I}) = \frac{\Gamma(\sum_{j=1}^{M} \eta_j)}{\prod_{j=1}^{M} \Gamma(\eta_j)} \prod_{j=1}^{M} p(j)^{\eta_j-1} \prod_{j=1}^{M} p(j)^{n_j} = \frac{\Gamma(\sum_{j=1}^{M} \eta_j)}{\prod_{j=1}^{M} \Gamma(\eta_j)} \prod_{j=1}^{M} p(j)^{\eta_j+n_j-1}
\]
where \( \mathcal{D} \) is a Dirichlet distribution with parameters \( (\eta_1 + n_1, \ldots, \eta_M + n_M) \). Note that both the prior and the posterior distributions, \( p(\xi_3) \) and \( p(\xi_3 | \mathcal{I}) \), are Dirichlet. In this case we say that the Dirichlet distribution is a conjugate prior for the mixture proportions. We held the hyperparameters \( \eta_j \) fixed at 1 which is a classical and a reasonable choice.

For a mixture of Dirichlet distributions, it is therefore possible to associate with each \( |\alpha_j| \) a prior \( p_j(|\alpha_j|) \) and with each \( \mu_j \) a prior \( p_j(\mu_j) \). For the same reasons as the mixing proportion, we can select a Dirichlet prior for \( \mu_j \)
\[
p(\mu_j) = \frac{\Gamma(\sum_{l=1}^{d} \tilde{\theta}_l)}{\prod_{l=1}^{d} \Gamma(\tilde{\theta}_l)} \prod_{l=1}^{d} \mu_j^{\tilde{\theta}_l-1}. \tag{34}
\]
For \( |\alpha_j| \), we adopt a vague prior of inverse Gamma shape \( p(|\alpha_j|^{-1}) \sim \mathcal{G}(1, 1) \) as proposed in [119]
\[
p(|\alpha_j|) \propto |\alpha_j|^{-3/2} \exp \left( -1/(2|\alpha_j|) \right). \tag{35}
\]
Having these priors, the posterior distribution is then given by
\[
p(|\alpha_j|, \mu_j | \mathcal{I}, \mathcal{X}) \propto p(|\alpha_j|) p(\mu_j) \prod_{z_{ij}=1} p(X_i | |\alpha_j|, \mu_j)
\]
\[
\propto |\alpha_j|^{-3/2} \exp \left( -1/(2|\alpha_j|) \right) \frac{\Gamma(\sum_{l=1}^{d} \tilde{\theta}_l)}{\prod_{l=1}^{d} \Gamma(\tilde{\theta}_l)} \prod_{l=1}^{d} \mu_j^{\tilde{\theta}_l-1}
\]
\[
\times \left( \frac{\Gamma(|\alpha_j|)}{\prod_{l=1}^{d} \Gamma(\mu_j|\alpha_j|)} \right)^{n_j} \prod_{l=1}^{d} \left( \frac{\prod_{z_{ij}=1} X_{il}}{\Gamma(\mu_j|\alpha_j|)} \right)^{\mu_j|\alpha_j|-1}. \tag{36}
\]
The hyperparameters $\vartheta_l$ are chosen to be equal to 1. Having all these posterior probabilities in hand, the steps of the Gibbs sampler are as follows:

1. Initialization

2. Step t: For $t = 1, \ldots$
   
   (a) Generate $Z_i^{(t)} \sim \mathcal{M}(1; \hat{Z}_{i1}^{(t-1)}, \ldots, \hat{Z}_{iM}^{(t-1)})$
   
   (b) Compute $n_j^{(t)} = \sum_{i=1}^N I(Z_{ij}^{(t)} = j)$
   
   (c) Generate $P^{(t)}$ from Eq. (33)
   
   (d) Generate $|\alpha_j|, \mu_j^{(t)}$ ($j = 1, \ldots, M$) from Eq. 36 using the Metropolis-Hastings (M-H) algorithm.

The M-H algorithm, originated in the 1950’s in the literature of statistical physics [120–122], offers a solution to the problem of simulating from the posterior distribution. Starting from point $(|\alpha_j|^{(0)}, \mu_j^{(0)})$, the corresponding Markov chain explores the surface of the posterior distribution. At iteration $t$, the steps of the M-H algorithm can be described as follows:

1. Generate $(\hat{\alpha}_j, \hat{\mu}_j) \sim q(|\alpha_j|, \mu_j|\alpha_j|^{(t-1)}, \mu_j^{(t-1)})$ and $U \sim \mathcal{U}[0, 1]$

2. Compute $r = \frac{p(|\hat{\alpha}_j|, \hat{\mu}_j|Z, x) q(|\alpha_j|^{(t-1)}, \mu_j^{(t-1)}|\hat{\alpha}_j, \hat{\mu}_j)}{p(|\alpha_j|^{(t-1)}, \mu_j^{(t-1)}|Z, x) q(|\hat{\alpha}_j|, \hat{\mu}_j|\alpha_j|^{(t-1)}, \mu_j^{(t-1)})}$

3. If $r < u$ then $(|\alpha_j|^{(t)}, \mu_j^{(t)}) = (|\hat{\alpha}_j|, \hat{\mu}_j)$ else $(|\alpha_j|^{(t)}, \mu_j^{(t)}) = (|\alpha_j|^{(t-1)}, \mu_j^{(t-1)})$

A major problem with this algorithm is the need to choose the proposal distribution $q$. The most generic proposal is the random walk Metropolis-Hastings algorithm, where each unconstrained parameter is the mean of the proposal distribution for the new value. Since $|\alpha_j| > 0$, we have chosen the following proposal:

$$|\hat{\alpha}_j| \sim \mathcal{LN}(|\alpha_j|^{(t-1)}, \sigma^2),$$

where $\mathcal{LN}(|\alpha_j|^{(t-1)}, \sigma^2)$ denotes the log-normal distribution with mean $\log(|\alpha_j|^{(t-1)})$, and variance $\sigma^2$ chosen to be equal to 0.01. Note that Eq. (37) is equivalent to

$$\log(|\hat{\alpha}_j|) = \log(|\alpha_j|^{(t-1)}) + \epsilon_j,$$

where $\epsilon_j \sim \mathcal{N}(0, \sigma^2)$. However, for constrained parameters, this proposal is not efficient [123]. This is the case for the parameter $\mu_{j1}$ (since $\mu_{j1}$ belongs to the simplex $[0, 1]$). To circumvent this problem, we
first transform $\mu_{jl}, l = 1, \ldots, d + 1, j = 1, \ldots, M$ to $\mu_{jl}^* = \log(\mu_{jl}/(1 - \mu_{jl}))$, and then we use the following proposal

$$
\mu_{jl}^* \sim \mathcal{N}(\log(\mu_{jl}^{(t-1)}), \Sigma^2),
$$

where $\Sigma^2 = \text{diag}[0.01, \ldots, 0.01]$ is a diagonal matrix.

With these proposals, the random walk M-H algorithm is composed of the following steps:

1. Generate $|\alpha_j| \sim \mathcal{N}(\log(|\alpha_j|), \sigma^2)$, $\mu_{jl}^* \sim \mathcal{N}(\log(\mu_{jl}^{(t-1)}), \sigma^2)$ and $U \sim \mathcal{U}[0,1]$.

2. Compute $r = \frac{p(|\alpha_j|, \mu_{jl}^* | \mathcal{Z}, \mathcal{X}) \mathcal{N}(\mu_{jl}^{(t-1)} | \log(\mu_{jl}^*), \Sigma^2) \mathcal{N}(|\alpha_j| | \log(|\alpha_j|), \sigma^2)}{p(|\alpha_j|^{(t-1)}, \mu_{jl}^{(t-1)} | \mathcal{Z}, \mathcal{X}) \mathcal{N}(\mu_{jl}^{(t-1)} | \log(\mu_{jl}^{(t-1)}), \Sigma^2) \mathcal{N}(|\alpha_j| | \log(|\alpha_j|), \sigma^2)}$.

3. If $r < u$ then $(|\alpha_j|^{(t)}, \mu_{jl}^{(t)}) = (|\alpha_j|, \mu_{jl}^*)$ else $(|\alpha_j|^{(t)}, \mu_{jl}^{(t)}) = (|\alpha_j|^{(t-1)}, \mu_{jl}^{(t-1)})$

where

$$
p(|\alpha_j|, \mu_{jl}^* | \mathcal{Z}, \mathcal{X}) \propto |\alpha_j|^{-3/2} \exp\left(-1/(2|\alpha_j|)\right) \frac{\Gamma\left(\sum_{l=1}^{d} \theta_l\right)}{\prod_{l=1}^{d} \Gamma(\theta_l)} \prod_{l=1}^{d} T(\mu_{jl}^*)^{\theta_l-1} \times \left(\frac{\Gamma(|\alpha_j|)}{\prod_{l=1}^{d} \Gamma(T(\mu_{jl}^*) | |\alpha_j|)}\right)^{n_j} \prod_{l=1}^{d} X_{ll}^{T(\mu_{jl}^*) | |\alpha_j|} \prod_{l=1}^{d} J(\mu_{jl}^*)
$$

with $T(\mu_{jl}^*) = e^{\mu_{jl}^*}/(1 + e^{\mu_{jl}^*})$, and $J(\mu_{jl}^*) = e^{\mu_{jl}^*}/(1 + e^{\mu_{jl}^*})^2$ denotes the Jacobian of the transformation $T(\mu_{jl}^*)$.

Having our algorithm in hand, an important problem that needs to be addressed now is to determine the number of iterations needed to reach convergence [124]. This problem is discussed next.

### 3.3.1 Convergence

The development of appropriate diagnostic tools to establish Bayesian estimation convergence is an active research area, and different qualitative and quantitative approaches have been proposed in the literature [125, Chapter 6] [126–129]. Note that the convergence in the Bayesian case refers to the convergence to a density and not to a single point as in the case of deterministic approaches. In general, it is not possible to provide a reliable convergence diagnostic through a single sequence of simulation [128]. Indeed, it is better to use two or more parallel chains to allow a complete coverage of the parameters space [130]. One of the most successfully used approaches was presented in [128]. However, this approach is useful only for univariate problems. Fortunately, an extension to multivariate problems was proposed in [129], and was applied with success in the case of finite multivariate $t$-mixtures [131]. The
method of Brooks and Gelman [129] requires the simulation of \( m \) parallel chains with over-dispersed initial values, and then the comparison of between and within variances of these chains. Therefore, we define

\[
\hat{V} = \frac{L - 1}{L} W + \left( 1 + \frac{1}{m} \right) \frac{B}{L}
\]  

(40)

as the posterior variance-covariance matrix of \( \xi \), where the length of each simulated sequence is \( 2L \) and

\[
W = \frac{1}{m(L - 1)} \sum_{j=1}^{m} \sum_{l=L+1}^{2L} (\xi_j^{(t)} - \bar{\xi}_j)(\xi_l^{(t)} - \bar{\xi}_j)^T
\]  

(41)

\[
B/L = \frac{1}{m - 1} \sum_{j=1}^{m} (\bar{\xi}_j - \bar{\xi}_.)(\bar{\xi}_j - \bar{\xi}_.)^T
\]  

(42)

\[
\bar{\xi}_j = \frac{1}{L} \sum_{t=1}^{2L} \xi_j^{(t)}
\]  

(43)

\[
\bar{\xi}_. = \frac{1}{m} \sum_{j=1}^{m} \bar{\xi}_j
\]  

(44)

Then the value of the following measure, called multiple potential scale reduction factor (MPSRF) [129], is used to test the convergence

\[
\hat{R} = \frac{L - 1}{L} + \left( 1 + \frac{1}{\lambda_1} \right) \lambda_1,
\]  

(45)

where \( \lambda_1 \) is the largest eigenvalue of \( W^{-1}B/L \). Note that as the simulation converge \( \hat{R} \) will tend to 1 (See [129] for more details about this convergence diagnostic approach).

### 3.4 Selection of the Number of Clusters

The choice of the number of components \( M \) affects the flexibility of the model. For the selection of the number of clusters, we use integrated (or marginal) likelihood that has been used by both deterministic and Bayesian approaches [59, 132–135], and it is defined as

\[
p(\mathcal{X}|M) = \int \pi(\xi|\mathcal{X}, M) d\xi = \int p(\mathcal{X} | \xi, M) \pi(\xi|M) d\xi,
\]  

(46)

where \( \xi \) is the vector of parameters of a finite mixture model, \( \pi(\xi|M) \) is its prior density, and \( p(\mathcal{X} | \xi, M) \) is the likelihood function.

The main problem now is reduced to computing the integrated likelihood. In order to solve this problem, let \( \hat{\xi} \) denote the posterior mode satisfying

\[
\nabla \log(\pi(\hat{\xi}|\mathcal{X}, M)) = 0
\]  

(47)
where $\nabla \log(\pi(\xi|\mathcal{X}, M))$ denotes the gradient of $\log(\pi(\xi|\mathcal{X}, M))$ evaluated at $\xi = \hat{\xi}$. The Hessian matrix of $-\log(\pi(\xi|\mathcal{X}, M))$ evaluated at $\xi = \hat{\xi}$ is denoted by $H(\hat{\xi})$. To approximate the integral given by Eq. (46), the integrand is expanded in a second-order Taylor series about the point $\xi = \hat{\xi}$, and the Laplace approximation gives

$$p(\mathcal{X}|M) = \int \exp\left( \log(\pi(\xi|\mathcal{X}, M)) - \frac{1}{2}(\Theta - \hat{\xi})^T H(\hat{\xi})(\xi - \hat{\xi}) \right) d\xi$$

$$= \pi(\xi|\mathcal{X}, M) \int \exp\left( -\frac{1}{2}(\xi - \hat{\xi})^T H(\hat{\xi})(\xi - \hat{\xi}) \right) d\xi$$

$$= \pi(\xi|\mathcal{X}, M) (2\pi)^{\frac{N_p}{2}} \sqrt{|H(\hat{\xi})|}$$

$$= p(\mathcal{X}|\hat{\xi}, M) \pi(\hat{\xi}|M) (2\pi)^{\frac{N_p}{2}} \sqrt{|H(\hat{\xi})|},$$

(48)

where $N_p$ is the number of parameters to be estimated, which is equal to $(d + 2)M$ in our case, and $|H(\hat{\xi})|$ denotes the determinant of the Hessian matrix. Note that the Laplace approximation is very accurate as shown by Kass et al. [133,136]. Indeed, the relative error of this approximation, given by

$$\frac{p(\mathcal{X}|M)_{\text{Laplace}} - p(\mathcal{X}|M)_{\text{correct}}}{p(\mathcal{X}|M)_{\text{correct}}}$$

is $O_p(1/N)$. For numerical reasons, it is better to work with the Laplace approximation on the logarithm scale. Taking logarithms, we can rewrite Eq. (48) as

$$\log(p(\mathcal{X}|M)) = \log(p(\mathcal{X}|\hat{\xi}, M)) + \log(\pi(\hat{\xi}|M)) + \frac{N_p}{2} \log(2\pi) + \frac{1}{2} \log(|H(\hat{\xi})|).$$

(50)

In order to compute the Laplace approximation, we have to determine $\hat{\xi}$ and $H(\hat{\xi})$. However, in many practical situations an analytic solution is not available. Furthermore, the computation of $|H(\hat{\xi})|$ is difficult especially for high-dimensional data. Therefore, we use another efficient approximation [133] which can be deduced from Eq. (50) by retaining only the terms that increase linearly with $N$ [134], and we obtain

$$\log(p(\mathcal{X}|M)) = \log(p(\mathcal{X}|\hat{\xi}, M)) - \frac{N_p}{2} \log(N),$$

(51)

which is the Bayesian information criterion (BIC) proposed by Schwarz [137]. This criterion coincides formally (but not conceptually) with the minimum description length criterion (MDL) proposed by Rissanen [86]. Using Eq. (51), the number of components in the mixture model is given by

$$\{M/ \log(p(\mathcal{X}|M)) = \max_M \log(p(\mathcal{X}|M)), M = M_{\text{min}}, \ldots, M_{\text{max}} \}.$$
3.5 Experimental Results

3.5.1 Synthetic Data

We first use synthetic data to examine and compare the properties and effectiveness of both the likelihood and the Bayesian approaches for finite Dirichlet mixture models estimation and selection. Four synthetic two-dimensional data sets were generated using different parameters. The parameters of the four generated data sets are listed in Table 3.1, and the resulting mixtures are shown in Fig. 3.2.

![Figure 3.2: Mixture densities for the generated data sets](image)

Then, we estimate the parameters and the number of clusters of the mixtures representing these data sets. Table 3.2 gives the estimated parameters using both the likelihood and Bayesian approaches. It is worth noting that the estimates obtained by both approaches are similar and very accurate. Fig. 3.3-3.4 depict the computed number of clusters for the generated data sets using the likelihood and Bayesian approaches, respectively. Note that in Fig. 3.3 the values Further, we run 20 independent parallel chains of 7000 iterations each to monitor the convergence of the proposed Bayesian algorithm. The multiple potential scale reduction factor discussed in subsection 3.3.1 came down to 1 within 3250, 3600, 3820 and 4200 iterations for data sets 1, 2, 3 and 4, respectively. It is clear that the correct number of clusters is favored for all data sets, yet the Bayesian approach appears to be better at discriminating between models.

3.5.2 Real Application

Nowadays software products play an important role in different disciplines such as medicine and telecommunications. Improving the quality and reliability of these software products is an active research area, and different approaches, generally based on data analysis techniques, have been proposed [138, 139].
Table 3.1: Parameters of the different generated data sets ($n_j$ represents the number of the elements in cluster $j$).

<table>
<thead>
<tr>
<th></th>
<th>$\alpha_j$</th>
<th>$\mu_{j1}$</th>
<th>$\mu_{j2}$</th>
<th>$\mu_{j3}$</th>
<th>$p(j)$</th>
<th>$n_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data set 1</td>
<td>1</td>
<td>66</td>
<td>0.16</td>
<td>0.24</td>
<td>0.60</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>105</td>
<td>0.22</td>
<td>0.48</td>
<td>0.30</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40</td>
<td>0.37</td>
<td>0.47</td>
<td>0.16</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92</td>
<td>0.31</td>
<td>0.09</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td>Data set 2</td>
<td>1</td>
<td>66</td>
<td>0.16</td>
<td>0.24</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>105</td>
<td>0.22</td>
<td>0.48</td>
<td>0.30</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40</td>
<td>0.37</td>
<td>0.47</td>
<td>0.16</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92</td>
<td>0.31</td>
<td>0.09</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>116</td>
<td>0.52</td>
<td>0.34</td>
<td>0.14</td>
<td>0.2</td>
</tr>
<tr>
<td>Data set 3</td>
<td>1</td>
<td>66</td>
<td>0.16</td>
<td>0.24</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>105</td>
<td>0.22</td>
<td>0.48</td>
<td>0.30</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40</td>
<td>0.37</td>
<td>0.47</td>
<td>0.16</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92</td>
<td>0.31</td>
<td>0.09</td>
<td>0.60</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>116</td>
<td>0.52</td>
<td>0.34</td>
<td>0.14</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>90</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.1</td>
</tr>
<tr>
<td>Data set 4</td>
<td>1</td>
<td>64</td>
<td>0.16</td>
<td>0.22</td>
<td>0.62</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>105</td>
<td>0.22</td>
<td>0.48</td>
<td>0.30</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>40</td>
<td>0.37</td>
<td>0.47</td>
<td>0.16</td>
<td>0.2</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>92</td>
<td>0.31</td>
<td>0.09</td>
<td>0.60</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>116</td>
<td>0.52</td>
<td>0.34</td>
<td>0.14</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>90</td>
<td>0.33</td>
<td>0.33</td>
<td>0.34</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>60</td>
<td>0.16</td>
<td>0.16</td>
<td>0.68</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Figure 3.3: Number of clusters found for the different generated data sets using likelihood approach. (a) Data set 1, (b) Data set 2, (c) Data set 3, (d) Data set 4. Here X axis represents the number of clusters, and Y axis represents the MDL value.

A software is composed of a great number of relatively independent units, performing certain functionalities, called modules. The classification of these modules into fault-prone and non fault-prone categories is important for software quality prediction and the identification of high-risk software components [15, 19, 80]. This classification is based on the description of the modules using software complexity metrics which have been shown to be related to the faults in a given software [140]. In this section we use our mixture model for the clustering of software modules. The data used in our experiments is taken from a software for a Medical Imaging System (MIS) widely used by the software
Table 3.2: Estimated parameters for the different generated data sets using both the likelihood and Bayesian approaches. $\hat{\alpha}_j^L$, $\hat{\mu}_j^L$, $\hat{\mu}_j^B$, $\hat{\mu}_j^B$ and $\hat{\phi}(j)^L$ are the estimated parameters using the likelihood approach. $\hat{\alpha}_j^B$, $\hat{\mu}_j^B$, $\hat{\mu}_j^B$, $\hat{\mu}_j^B$ and $\hat{\phi}(j)^B$ are the estimated parameters using the Bayesian approach.

<table>
<thead>
<tr>
<th></th>
<th>$\hat{\alpha}_j^L$</th>
<th>$\hat{\mu}_j^L$</th>
<th>$\hat{\mu}_j^B$</th>
<th>$\hat{\mu}_j^B$</th>
<th>$\hat{\phi}(j)^L$</th>
<th>$\hat{\alpha}_j^B$</th>
<th>$\hat{\mu}_j^B$</th>
<th>$\hat{\mu}_j^B$</th>
<th>$\hat{\mu}_j^B$</th>
<th>$\hat{\phi}(j)^B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>65.21 0.14 0.25 0.61 0.28</td>
<td>65.07 0.17 0.26 0.57 0.27</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>105.42 0.20 0.51 0.29 0.31</td>
<td>104.68 0.23 0.47 0.30 0.31</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>41.23 0.35 0.48 0.17 0.18</td>
<td>41.75 0.38 0.44 0.18 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>94.03 0.30 0.11 0.59 0.23</td>
<td>93.88 0.29 0.12 0.59 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>66.19 0.17 0.24 0.59 0.19</td>
<td>66.34 0.16 0.26 0.58 0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>104.77 0.21 0.55 0.24 0.18</td>
<td>104.69 0.20 0.47 0.33 0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40.28 0.36 0.46 0.18 0.2</td>
<td>39.56 0.38 0.47 0.15 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>90.17 0.28 0.11 0.61 0.21</td>
<td>91.46 0.30 0.10 0.60 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>118.02 0.50 0.35 0.15 0.22</td>
<td>117.66 0.51 0.36 0.13 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>65.09 0.14 0.25 0.61 0.21</td>
<td>65.71 0.15 0.24 0.61 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>105.56 0.24 0.47 0.29 0.18</td>
<td>104.78 0.21 0.47 0.32 0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40.44 0.38 0.46 0.16 0.2</td>
<td>40.34 0.39 0.45 0.16 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>91.12 0.30 0.10 0.60 0.2</td>
<td>92.18 0.31 0.10 0.59 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>114.98 0.50 0.36 0.14 0.1</td>
<td>117.18 0.51 0.33 0.16 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>90.94 0.32 0.34 0.34 0.11</td>
<td>88.96 0.35 0.34 0.31 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Set 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>65.17 0.17 0.23 0.60 0.19</td>
<td>64.97 0.15 0.22 0.63 0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>107.19 0.20 0.49 0.31 0.19</td>
<td>104.01 0.21 0.50 0.29 0.19</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>40.25 0.36 0.45 0.19 0.21</td>
<td>39.74 0.35 0.47 0.18 0.21</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>91.20 0.30 0.08 0.62 0.11</td>
<td>92.88 0.30 0.10 0.60 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>114.99 0.53 0.32 0.15 0.09</td>
<td>114.87 0.51 0.36 0.13 0.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>90.77 0.32 0.31 0.37 0.08</td>
<td>89.80 0.32 0.34 0.34 0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>61.05 0.15 0.14 0.71 0.13</td>
<td>60.95 0.15 0.17 0.68 0.12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

engineering community and can be found in [2]. More details about all these metrics can be found in [2, 31, 39]. Using these metrics each module was described by an 11-dimensional vector.

Our Bayesian and deterministic algorithms were applied to the 203 vectors representing the different modules. To monitor the convergence of the Bayesian algorithm, we run 5 parallel chains of 9000 iterations each. The values of the multiple potential scale reduction factor are shown in Fig. 3.5. According to this figure convergence occurs around the 7500 iteration.

Two types of errors can occur in our case. A Type I error when a non fault-prone module is classified as fault prone and a Type II error when a fault-prone is classified as non fault-prone. Table 3.3 shows the values of Type I and Type II errors when using both the deterministic and Bayesian algorithms. According to this table the two approaches give the same type I error which corresponds to 4 misclassified modules. The Bayesian approach outperforms the deterministic one in the case of type II error.
Figure 3.4: Number of clusters found for the different generated data sets using the Bayesian approach. (a) Data set 1, (b) Data set 2, (c) Data set 3, (d) Data set 4. Here X axis represents the number of clusters, and Y axis represents the MDL value.

Figure 3.5: Plot of multiple potential scale reduction factor values.

Table 3.4 shows the classification probabilities of the 4 misclassified modules causing Type I errors. From this table, we can clearly see that the Bayesian approach has increased estimated probabilities, associated with the misclassified data samples, of belonging to the correct class (i.e., non-fault-prone).
Table 3.3: Type I and Type II errors using both the deterministic and Bayesian approaches.

<table>
<thead>
<tr>
<th></th>
<th>Type I error</th>
<th>Type II error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum Likelihood</td>
<td>3.51%</td>
<td>28.08%</td>
</tr>
<tr>
<td>Bayesian</td>
<td>3.51%</td>
<td>26.96%</td>
</tr>
</tbody>
</table>

Table 3.4: Classification probabilities (probabilities to be in the non fault-prone class) of the misclassified modules causing type I errors.

<table>
<thead>
<tr>
<th>Module Number</th>
<th>Bayesian</th>
<th>Maximum Likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>0.31</td>
<td>0.27</td>
</tr>
<tr>
<td>41</td>
<td>0.34</td>
<td>0.29</td>
</tr>
<tr>
<td>69</td>
<td>0.41</td>
<td>0.42</td>
</tr>
<tr>
<td>80</td>
<td>0.37</td>
<td>0.32</td>
</tr>
</tbody>
</table>
CHAPTER 4

Conclusion

In this thesis, we have studied the software modules classification problem which is a fundamental issue in software engineering, and different techniques were employed to accomplish it. Indeed, a lot of work has been devoted to locate high-risk modules in early software life-cycle by using modeling techniques including supervised and unsupervised learning approaches. These software quality prediction models can point out “hot spots” modules that are likely to have a high error rate or that need high development effort and further attention.

First, we performed a survey to compare and evaluate several selected modeling techniques using a real data set. The detailed experimental results and analysis were provided. Despite the success of many approaches, same problems still exist. An important problem is the choice of the number of metrics to describe a given module [53]. The description of the modules may include attributes based on subjective judgements which may give rise to errors in the values of the metrics. Besides, the collection of historical modules used for training may include some modules for which an incorrect classification was made. Another problem is the lack of sufficient data for learning in some cases.

Secondly, we proposed an unsupervised learning approach for software modules categorization. We present two algorithms for finite Dirichlet mixture estimation and selection. The first approach is deterministic based on maximum likelihood estimation using the EM algorithm. The second approach is purely Bayesian and is based on Gibbs sampling. Although the results obtained with these two approaches are frequently nearly similar, the approaches are conceptually different and can perform differently in some cases. The Bayesian approach is coherent and flexible compared to the deterministic one, but it has the disadvantage of being computationally expensive. From the experimental result, we can conclude that the finite Dirichlet mixture model successfully accomplish software categorization with relatively smaller misclassification rates. Although the achieved partial results in chapter 2 are
better than what we got in chapter 3, the little discrepancy in these two sets of results does not deny the advantages of the finite Dirichlet mixture model, as a unsupervised learning technique which has no need of labelled collected training data sets, and possesses little inherent restrictions. Further work can be devoted to the selection of the most relevant software complexity metrics for a given classification problem. In addition, the explanation of unsupervised algorithms for the complexity-based classification problem still needs more work. Another promising future work could be the use of semi-supervised approaches.
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