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ABSTRACT 

Aerodynamic Inverse Design of Multistage Turbomachinery Blading 

Benedikt Roidl 

A recently developed inverse method for single blade rows is extended to 2-D 

and quasi 3-D multi-stage application. In that method, the pressure distribution on 

the blade surfaces or alternatively, the blade loading and their thickness distribution 

are specified and the blade shape is sought using a virtual wall movement. The blade 

walls move with a virtual velocity distribution that is derived from the difference 

between the current and the target pressure distribution on the blade surfaces. The 

scheme is fully consistent with the viscous flow assumption and it is implemented in

to the time accurate solution of the Reynolds-Averaged Navier-Stokes equations that 

are expressed in an arbitrary Lagrangian-Eulerian (ALE) form to account for mesh 

movement. A cell-vertex finite volume method of the Jameson type is used to dis-

cretize the equations in space; time accurate integration is obtained using dual time 

stepping. An algebraic Baldwin-Lomax turbulence model is used for turbulence clos

ure. In order to extend the present method to multistage applications a mixing plane 

approach using flux averaged flow conditions is employed to couple the vane (stator) 

and blade (rotor) regions and non-reflecting boundary conditions are implemented at 

the interface between the two regions to account for short distances between blade lea

ding and trailing edges and the corresponding inlet and exit boundaries. The method 

is validated on two different cases. Finally three different stages are redesigned: The 

E/TU-3 single stage turbine, the E/TU-4 2.5 stage turbine and the E/CO-5 2.5 stage 

compressor. For all cases presented in this thesis the blade pressure distributions and 

pressure loadings, respectively were selected as design variables, and, by modifying 

the original profile, it was possible to improve the aerodynamic performance. 
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Chapter 1 

Introduction 

Today, inverse design methods are used for many engineering problems and design 

cases. One application among them is, in combination with CFD techniques, to 

guide and support the aerodynamic design of turbomachine blades. Although CFD 

analysis methods evolved rapidly in the last decades, the development of aerodynamic 

design tools have not improved that fast. Many designers who work in the field of 

turbomachinery still use CFD analysis tools in combination with their own design 

experience to shape a blade. The time factor as well as the resulting design efficiency 

might suffer from these traditional design approaches. 

There are sophisticated design methodologies that a designer can use to improve 

the performance of single blade rows or even multistage applications. One of them 

is automatic numerical optimization [1, 2, 3], where blade geometry parameters of 

a single blade row or entire stages [4] are iteratively modified to satisfy a particular 

objective function. These functions are computed using CFD flow simulations. The 

major advantage of a numerical optimization method is its flexibility in implementing 

it in (or combing it with) any type of flow solver and objective function. However, they 

are computationally very expensive as a great number of flow simulations is needed 

to obtain results which satisfy the objective function. Thus, numerical simulations 
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are generally appropriate for design cases where a detailed target performance is not 

known and where an optimum performance constitutes the sole goal. However, in 

cases where this mentioned target performance is already known, e.g., target pressure 

loading or pressure distributions on the blade surfaces, the inverse design method 

constitutes the most appropriate approach for aerodynamic design. In an inverse 

shape design problem, the flow governing equations are written in a form that would 

give the blade shape, that produces a detailed target performance as well as the 

flow field, simultaneously. The time that the redesign process with an inverse method 

would take is of the order of one to five analysis runs. Therefore this method is more 

time efficient than most numerical optimization approaches. 

The main object of this work is to extend the existing inverse method from 

single blade application to multistage applications. The present code is modified to 

accommodate additional fields in boundary conditions and restructuring the whole 

approach for establishing inverse design process for multistage turbomachine blades. 

1.1. Inverse design approach 

An alternative to an analysis approach, where the performance of a given blade is 

calculated from the flow governing equations, constitutes the inverse shape design. 

There, the performance of a blade is prescribed and the corresponding geometry is 

obtained as part of the flow solution. The main goal of an inverse design process is 

to achieve a blade shape which is satisfying a particular target quantity, while the 

computational time remains comparable to the corresponding flow analysis. Although 

inverse design is used in industry it is still far from being considered as sophisticated 

as analysis methods. 
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1.1.1 Previous investigations 

Ordinarily, two-dimensional inverse blade design methods assume a target distribution 

along the blade surfaces, be it pressure [5, 6, 7, 8, 9], Mach number [10], or velocity 

[11]. Other inverse methods assume a target distribution of the blade pressure loading 

and its thickness distribution [12, 13, 14, 15]. Starting from an initial guess for the 

blade shape, these methods use a flow analysis tool to compute the flow field, then 

the difference between the calculated and the target e.g. pressure distribution on the 

blade surfaces is used to change the blade shape and the process is repeated until 

convergence. 

Some inverse blade design methods for viscous flows were shown to be quite 

efficient [7, 8, 13, 15, 9], however they still carry some traces of inviscid flow imple

mentation. Some methods [7] involve viscous-inviscid interaction (so that the metal 

profile has to be obtained by subtracting the displacement thickness), some [13, 15] 

use the tangency condition to find the new blade camber line, while other methods 

[8] use the transpiration approach where a velocity tangent to the blade is needed. 

The most recent approach of de Vito et al. [9] consists of blending a Navier-Stokes 

solver, for the flow analysis, with an Euler solver for the inverse design. In all the 

preceding methods, it is assumed that the flow is attached and the boundary layers 

are well behaved, so that the velocity at the edge of the boundary layer can be used 

to get the new blade profile. A recent example of the use of inverse methods in the 

design of multistage compressor to improve stage matching is given in van Rooij et 

al. [16], which is based on the work of Dang [12, 13] 

Most inverse design methods solve the problem as a time-marching (quasi-

steady) problem and do not account for the blade movement in the problem for

mulation. The errors resulting from the quasi-steady assumption will propagate into 

the new blade shape which will affect the pressure field computed at the next ite

ration. In some design approaches and for some target pressure distributions, such 
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errors can result in an inaccurate blade shape or in the divergence of the iterative 

process. A possible example of this situation is the work of Yang and Ntone [17], who 

extended the work of Thompkins and Tong [5, 18] to viscous flow, where the blade 

shape obtained for subsonic viscous flow was rather wavy. Moreover that approach 

[17] was not successful in designing transonic blades. The elimination of these errors 

by using a time accurate formulation will result in a more robust method that can 

handle relatively 'difficult' design cases. This fact is verified in part by Demeulenaere 

et al. [8] who used a time marching (but not time accurate) approach where they ac

counted for the mesh movement into the formulation, thus improving the convergence 

of the inverse method. The merits of using a time accurate solution on a moving mesh 

were demonstrated by Daneshkhah and Ghaly [19] who showed that the conventional 

quasi-steady formulation fails to converge for two cases out of three where the time 

accurate formulation converged without any problems. 

Daneshkhah and Ghaly [19, 20, 21] presented an inverse blade design method 

[20, 19] that is fully consistent with the viscous flow assumption, and used it in the 

redesign of the VKI-LS89 transonic turbine vane [21]. The main features of that 

inverse method are: a- The blade walls move with a virtual velocity distribution 

derived from the difference between the current and the target pressure distributions 

on the blade surfaces; b- The method is implemented into the time accurate solution 

of the Reynolds-Averaged Navier-Stokes (RANS) equations, written for a moving 

and deforming computational domain. An inverse design approach similar to that of 

Daneshkhah and Ghaly [20, 19] was independently developed by Mileshin et al. [22] 

and was used in the 3D inverse design of a transonic fan rotor. 

1.1.2 Present investigations 

In this work, the method developed by Daneshkhah and Ghaly [20, 19] which was 

applied to the redesign of a single 2D blade row, is extended to handle one or more 
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stages in two-dimensional flow. The stator-rotor interaction is based on the steady 

mixing plane model advanced by Giles [23]. The NRBC, developed by Giles [24] and 

Chima [25], respectively, were implemented at the mixing planes that are located 

at the interface between any two blade regions where flow inlet and exit boundary 

conditions are applied to ensure a proper communication of mass, momentum and 

energy fluxes. 

1.2. Flow analysis in turbomachines 

Powerful 3D-Reynolds-Averaged-Navier-Stokes (RANS) solver are widely available 

and are able to capture the challenging flow behavior which is occurring in a turbo-

machine passage. Most of the flow pattern in turbine or compressor blades have a 

three dimensional nature and therefore 3D solver are needed to capture these effects. 

Some amongst others are endwall-, tip, corner separations or secondary flows. Figure 

1.1 and 1.2 shows a compilation of flow characteristics in a 3D blade passage of a com

pressor and a turbine, respectively. Unsteady effects such as rotor/stator interaction, 

stalled flows, or flutter also contribute to the flow complexity. 

Within the last two decades turbomachinery CFD has evolved from isolated 

blade row methods to hierarchical multistage analysis in order to simulate the men

tioned flow physics in multistage compressors and turbines [12, 26, 27, 28]. These 

codes apply a time accurate solution of the unsteady Navier-Stokes equations. The 

grid is partitioned into stationary parts for the stator sections and moving/rotating 

grids for the rotor sections. Steady/unsteady inflow and outflow boundaries are mo

deled using quasi 3D or fully 3D non-reflecting boundary conditions (NRBC), while 

flux averaged mixing plane models are mainly used [26, 25] to model the steady state 

rotor-stator interaction. Unsteady blade row coupling schemes get more interesting 

with the advent of more powerful CPUs and parallelization methods. Moving grids 
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have excelled at any type of unsteady calculation such as stator/rotor interaction [29], 

dynamic response predictions of stall nutter [30], aeroelastic [31] or mistuning effects 

[32]. 

As efficient mixing plane models were introduced at the same time where 3D 

CFD codes became computationally affordable there are not many 2D CFD codes 

which account for a multistage environment [24]. Furthermore, there is not much 

useful data provided to assess 2D multistage codes as present turbomachinery stages 

have aspect ratios of about 1 . 5 - 3 which of course push 3D effects more in the 

spotlight. 

Nevertheless, interesting investigations can still be made in a 2D multistage tur-

bomachine such as aerodynamic matching studies or coupled inverse design. Typical 

flow phenomena of turbomachines are exhibited in 2D flow, i.e. shock waves and their 

interaction with boundary layers and wakes or flow separation. Furthermore, compa

red to their 3D counterparts, 2D flow analysis is computationally cheap, and hence 

reasonably fast, but yet it provides accurate simulation results. Furthermore, when 

extended to quasi 3D, major ID flow effects caused by flaring annulus geometries and 

endwall boundary layer growth. 2D simulations are also an imperative design step to 

take before going to the 3D flow simulation. 

1.2.1 Present analysis method 

In the present work, the Reynolds-averaged Navier-Stokes (RANS) equations are used 

to describe the flow field both in the analysis and design modes of the computations. 

The Baldwin-Lomax model [33], adapted for the use on unstructured meshes [34] is 

used for turbulence closure. The governing equations are written for unsteady flow 

in a domain with moving and deforming boundaries using an Arbitrary Lagrangian-

Eulerian (ALE) formulation. The spatial discretization of the governing equations is 

performed using a second order cell-vertex Finite Volume (FV) method of Jameson's 
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Abbildung 1.1: Flow characteristics in a compressor blade row [taken from Lakshmi-
narayana [38]] 

type on a fully unstructured triangular mesh [35]. The method uses an explicit Runge-

Kutta pseudo-time stepping procedure to obtain the stationary solution where local 

pseudo-time stepping and implicit residual smoothing are employed for convergence 

acceleration. During the design process, a time accurate solution is ensured using a 

dual time stepping scheme [36]. The grid velocities for a moving mesh are computed 

from the space conservation law (SCL) [37]. The flux averaged mixing plane approach 

[23] was introduced to couple the successive blade rows and non-reflecting boundary 

conditions [24] were imposed at inflow, outflow and at the mixing plane(s). 

In this mixing plane, the conservation variables are averaged over one pitch 

and the resulting flux averaged variables are conserved across the mixing plane, as 

suggested by Giles [23]. Although this approach is known to generate slightly higher 

losses in the averaging procedure compared with other methods, it was used since it 

conserves all fluxes across the mixing plane. 

In a turbomachinery stage, the gap between stator trailing edge and rotor lea

ding edge is normally less then 25% axial chord, therefore NRBC, introduced by Giles 

[24], were implemented. They reduce the magnitude of the nonphysical wave reflecti

ons at the mixing plane by employing a discrete Fourier transform to take into account 
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Abbildung 1.2: Flow characteristics in a turbine blade row [courtesy of NASA-Lewis 
Research Center] 

the local changes in the characteristic variables that are updated with each time step. 

Another approach, which was introduced by Chima [25], was also implemented and 

used as it showed an advantageous behavior in applications where several stages were 

simulated simultaneously. Both approaches are detailed in Chapter 2 and validated 

in Appendix B. 

1.2.2 Mesh considerations 

Structured and unstructured grids have both their advantages and disadvantages 

when applied in internal flow methods. In 3D computations there is an increased 

demand of computational power when unstructured grids are used to represent the 

flow domain. However, in order to properly model complex geometry features such as 

thick LE/TE sections, cooling holes, etc. unstructured grids present an advantageous 

choice compared to structured grids in internal flows. Unstructured grids, too, can 

be easily coupled with mesh adaptation routines to satisfy increased standards in 

efficiency and accuracy. 
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In the present code a sheared H-mesh as well as a hybrid mesh were used to 

model different flow cases. The hybrid mesh consists of two different types of grids; 

an O-mesh near the blade surface where large aspect ratios are required to resolve 

properly the boundary layer behavior near the blade, this mesh blends into a Delauny 

mesh that fills the rest of the computational domain. The hybrid mesh delivers very 

good results for viscous flows and is superior compared to an H-mesh in terms of 

convergence and accuracy. Figure 1.3 depicts a hybrid grid around the blades of a 2.5 

stage compressor. 

1.3. Thesis outline 

This thesis consists of five chapters including the introduction. The second chapter 

presents the numerical implementation of various mixing plane models, NRBC and 

quasi-three-dimensional effects. Chapter three discusses the inverse design formula

tion and its implementation and it discusses the different choices of design variables 

as well as general design considerations. The design method is validated for a rotor 

blade in a hypothetical subsonic turbine environment and the stator blade of the 

E/TU-3 turbine. Chapter four presents the application of the design method to diffe

rent turbine and compressor stage cases. First, the E/TU-3 turbine is redesigned to 

increase the efficiency level by modifying different performance aspects. The second 

case investigates a 2.5-stage E/TU-4 turbine where a parallel redesign of two blades 

was performed. The last case consists of a 2.5 stage E/CO-5 subsonic compressor 

where three blades were redesigned in order to improve the overall performance of 

the compressor stages. These three cases demonstrate the usefulness and practicality 

of the method. The final chapter concludes the thesis by summarizing the main achie

vements and providing recommendations for future work. The main text is followed 

by several appendices that complement the work. Appendix A gives a validation on 
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the quasi-three dimensional flow and Appendix B reviews the different approaches 

of the NRBC. Appendix C denotes to the validation of the multistage code where 

an E/TU-3 single stage turbine and an E/TU-4 multistage turbine are analyzed. In 

Appendix D the implementation of time-accurate RANS equations is presented. 
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Abbildung 1.3: Hybrid mesh for a 2.5 multistage compressor 
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Chapter 2 

Governing Equations and 

Numerical Implementation 

After a short introduction of the governing flow equations, a thorough explanation on 

implementation of the quasi 3-D algorithm, steady mixing plane models and steady 

non-reflecting boundary conditions (NRBC) are presented in this chapter. Two dif

ferent mixing plane models are presented as well as two different NRBC models. At 

the end a brief description on the numerical scheme of a multistage computation is 

given. 

Mixing planes and NRBC are required to couple blade rows and bring the inflow 

and outflow boundaries relatively close to the regarding leading edge and trailing edge 

without affecting the flow field in the neighborhood of the blades. The implementation 

of quasi 3-D effects enables the flow simulation to take variations in stream tube 

thickness into account. 

A validation on quasi 3-D and NRBC is given in Appendices A and B. Further

more, a description of the general characteristics of the flow solver, i.e. governing 

equations, artificial dissipation, etc., is given in Appendix D. 
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2.1. Governing equations 

The most complete description of compressible turbulent flow is by the Reynolds 

Averaged Navier-Stokes (RANS) equations. The equations are formulated in an ab

solute frame of reference but solved in a relative reference frame by applying an ALE 

formulation for domains with time-dependent boundaries. In the Cartesian frame the 

flux vectors are split up in inviscid components, i.e. F, and viscous components, i.e. 

G. The integral form of the RANS equations for an arbitrary control volume Q(t) 

where n represents the outward unit vector of this control volume which is bounded 

by the surface T(t), can be written in vector notation. 

4 ![ UdVL+ I F-ndT = ~ I G-ndY 
dt JJn Jdu Re Jm 

(2.1) 

Herein is 

U = 

P 

pw 

pe 

, F = U(w-wg) + 

0 

Wjp 

G 
11] 

_ w*rtt + ^ j ( ^ + ^ ) 

(2.2) 

Here, Sij represent the Kronecker delta function and w — wg is the velocity in the 

relative frame of reference. The viscous stress tensor r^ is expressed using the eddy 

viscosity concept which assumes that, in analogy with viscous stress in laminar flows, 

the turbulent stresses are proportional to mean velocity gradients: 

Ti y V 
dwi duu 
dxi dx, 

+ X6ij(V -w) (2.3) 

where /i; represents the molecular viscosity, pt denotes the turbulent eddy-viscosity, 

which must be determined by a suitable turbulence model. Therefore, p, = [X\ + p,t 

is the total viscosity of the fluid. The value of A is given by the Stokes relation 
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A = — 1/U, while the laminar Prandtl number Prl is taken is 0.7 for air. The turbulent 

Prandtl number, Prt, is taken as 0.9. The turbulent viscosity is determined by the 

Baldwin-Lomax turbulence model [33] which is implemented due to its simplicity and 

success in simulating turbomachinery flow [39, 40]. In Appendix D a description of 

the turbulence model is given. 

For an ideal gas, thermally and calorically, the pressure p and the total enthalpy 

h are related to density p, absolute velocity v and internal energy e 

V ~ (7 - 1)P 
\w\2 

e — h = e + - (2.4) 

where 7 is the constant specific heat ratio. All flow quantities are non-dimensionalized 

with total temperature and/or total pressure. 

p = n' T = T0-
 M'" = 7SJ' p = ̂ Wo (2'5) 

2.2. Quasi-three-dimensional-flow 

There are many examples for applying quasi-3D Navier-Stokes equations in passage 

flow models [41, 42, 43]. In this work, 'quasi 3D' refers to the fact that the streamtube 

thickness varies in the axial direction. Moreover, no effort was made to implement 

centrifugal and Coriolis body forces into the governing equations. The stream tube 

thickness variation is considered to be the most important three dimensional effect at 

midspan in an axial turbomachine [23]. The nearly conservative form of the modified 

Navier-Stokes-Equations reads 

fc^+V.(A(f+G)) = | s (2-6) 
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where h represents the stream tube thickness which is a known function in the x-

direction and S denotes a source term in the form of 

/ 

P 

V 

o 

" 111' 

0 

0 

\ 

(2.7) 

1 

where TS are the stresses related to the source term. Equation 2.7 can be recast to 

separate the 2-D from the quasi-3-D terms [44]. 

£+v.(,+G,-i£(G-,-fl (2.8) 

The stream tube thickness variation has also to be taken into account for the stress 

term calculation in the viscous flux vector G, thus Eq. 2.3 is extended to: 

_ du 2 (du dv udh^ 

dx 3 \dx dy hdx, 

du dv 

udh 2 /du dv udh\ 
hdx 3 \dx dy hdxj 

(2.9) 

(2.10) 

As a cell vertex finite volume scheme is used the discretized form of Eq. 2.6 can be 

written as a set of coupled ordinary differential equations: 

d_ 

Jt mu*Y,(jF*.-j£G*. Kxe + Fy< ~Gye ) nye 

ldh ( 1 

hdx \Re 
-Gi — Fi — Si 

(2.11) 

where the summation is taken over all edges of control volume % (with node i as its 

center), $7$ is the control volume area, Ui is the solution vector, Gxe, Gye, Fxe and 
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Fye are components of the flux vector on edge e, nxe, nye are the components of the 

outward normal to edge e and Gi, F; are the flux values at node i. The calculation of 

the fluxes on edge e amounts to a trapezoidal integration rule around the boundaries 

of the control surface and is second order accurate. 

To determine the thickness of the stream surface, a first approximation is the 

blade height and its variation in the axial direction. More accurate stream tube thick

ness approximations are given in [45] where the endwall boundary layer is also taken 

into account. Appendix D presents the implementation of Eq. 2.11 in an explicit 

Runge-Kutta scheme. In Appendix A a validation case for inviscid flow is presented. 

2.3. Mixing planes 

Many averaging techniques have been introduced over the years [46, 27, 47] and 

were applied for 2D and 3D stage calculations. For a steady state interaction between 

adjacent blade rows a mixing plane is defined so as to communicate the flow properties 

which are associated with mass flow rate, momentum and energy fluxes. Instead of 

using an area- or mass averaged approach to obtain averaged values at the mixing 

plane the so-called „ mixed out "-approach after Giles [24] is implemented. The reason 

therefore is the non-linear nature of the Euler equations so that common averaged 

values of flow properties cannot be calculated by using other averaged values. For 

example, 

^ ( 7 - l ) p ( e - ^ 2 + ^ 2 ) ) (2.12) 

A „mixed-out" flow field is the only rigorous definition [24] to perform an averaging 

procedure at inlet and outlet boundaries. The „mixed out" flow field approach starts 
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from the 2D Euler equations which are integrated in y-direction over the pitch, hence 

dx 

rv 

Jo 
Fdy 

-dy 

fpdF , 

'p _d£ 
dx 

= G(0)-G(P) 

= 0 

(2.13) 

This leads to the assumption that - if the flow field is uniform - the average flux F 

must be equal to a flux F which is based on uniform values of the primitive state 

vector UF. Thus, 

pFuF = Fi 

pFuF +pF = F2 

pFuFvF = F3 

ppUFHF = F 4 

(2.14) 

Rearranging Eqs. 2.14 yields 

PF = 

Up 

h y2+\/F'+ (T2 ~1} ( 7 + 

F2 -pF 

F2
2 + Fl~2F1F4 

) ) 

^ i 

VF b 
F, 

(2.15) 

PF 
Up 

This procedure gives rise to fictitious viscous losses at the outflow boundary and 

hence produces higher losses than other averaging techniques. The jump in pressure 

occurs downstream the mixing plane and during the iteration process the goal is to 
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match both sides of this interface. While the flux-averaged values at the outlet plane 

are calculated using the above mentioned method, at the corresponding inflow plane 

mass averaged values are applied. This method is valid due to the fact that the flux 

averaged quantities are compared after passing the mixing plane [25]. 

Another possibility to transfer the flow properties appropriately downstream 

is using the kinetic mixing approach [25]. While the mixed-out average assumes a 

uniform flow downstream, this approach is meant to represent the local state of the 

flow. As the kinetic energy average conserves mass and total enthalpy explicitly, the 

total pressure is not affected by mixing losses. Compared with Eq. 2.14 there is a fifth 

integrated property which is used to re-scale the averaged velocities: up + vF = V . 

The integrated properties are expressed by: 

pFuF = Fi 

pFu2
F = F2 

pFuFvF = F~3 (2.16) 

pFuFHF = F4 

pFuFV2 = T5 

That leads directly to the average properties, given by 

^ 1 
PF = — 

Up F 

rr* r- — 

" \ 

^ 5 

^ 1 ( ^ 2 + ^ 3 ) 

uF — rFF2 

vp = r} ̂ Fz 

(2.17) 
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This mixing plane approach generally produces higher mass flow deviations than the 

„mixed out" counterpart [25]. 

2.4. Characteristic models in non-reflecting boun

dary conditions (NRBC) 

Generally speaking, all subsonic boundaries are following the same principle: At inlet 

there are three incoming waves and one outgoing and at outlet there are three out

going and one incoming wave. These waves are hereby referred to as characteristics. 

In this work Giles' [24] and Chima's [25] versions of non-reflecting boundaries are 

implemented. Both approaches have in common that they start from a linearized ID 

Euler approach at the boundaries, given by 

— A — - 0 
dt dx 

(2.18) 

where U is the conservation variable vector (see Eq. 2.2) and A is 

A = 

fu p 0 0 ^ 

0 u 0 i 
p 

0 0 u 0 

~2 0 u \ 0 p& 

(2.19) 

After several transformations we get (see [24]). 

— A — - 0 
dt dx 

(2.20) 
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where <j> = K • Up and 

(„\ 
Un 

u 

v 

(2.21) 

and with the general form of the changes in <f>: 

<ty = K • 5UP (2.22) 

K 

\ 

(2.23) 

Eqs. 2.22 and 2.21 are the basic equations of linearized, one-dimensional Euler boun

dary conditions. For non-reflecting boundary conditions the matrix K has the follo

wing form: 

' - c 2 0 0 1 

0 0 pc 0 

0 pc 0 1 

y o -pc o 1 1 

By combining Eqs. 2.21 and 2.20 A can be rearranged to A = K _ 1 AK. The incor

poration of the left and right Eigenvalues, K and K_ 1 , is derived in [24] where the 

interested reader might explore the entire background of this theory. Equation 2.23 

holds for steady/unsteady one-dimensional boundary conditions and - by incorpora

ting slight modifications - for steady two dimensional boundary conditions. Equation 

2.22 is the guiding term for calculations of flow properties at the inlet and outlet 

boundaries in this work. 

2.5. 2-D N R B C 

This approach refers to exact 2D steady boundary conditions and it basically requires 

two distinct treatments of characteristic variables. First, a ID Euler environment is 
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created where the characteristic variables can be formulated as a perturbation of the 

flux averaged primitive variables at inlet or exit of a flow domain. 

( <t>i \ ( -c2 0 0 1 N 

0 2 0 0 pc 0 

h o pc o i 

y<t>4 J \ 0 -pa 0 1 J 

or 

</> = K-(Up- Up) (2.25) 

Where the properties of matrix K refer to the flux averaged properties at the boun

dary. In this approach the results of Eq. 2.24 are required to compute the changes in 

characteristic variables. These changes 5<fi are of primary importance as they are used 

to calculate final primitive variables at the boundary and they are determined in a 

way such that outgoing waves are not reflected at the boundaries. Here, 5UP refers to 

the update of primitive variables at the boundaries. 

8UP = K-6(j> (2.26) 

The variable 6<p of an incoming wave is composed of two parts. The first part refers to 

the average incoming characteristics which are specified in subsequent sections. The 

second part consists of local changes in incoming 6<j> specified by the non-reflecting 

boundary theory. The outgoing changes of characteristic variables are calculated by 

using the predicted changes in primitive flow variables at the boundary provided by 

the flow simulation of the internal flow field. The Jameson scheme, which is employ

ed in this code, distributes properly the flow residuals of the primitive variables to 

the inlet and exit boundaries. Once all four S(j> have been defined the changes of 

P-P 

u — u 

v — v 
(2.24) 
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characteristic variables can be converted back into changes of primitive variables. 

8UP = K - l 5(f) (2.27) 

For an inlet plane the changes in characteristic variables constitutes as 

a (50i + 6<j>u) * 

a (54>2 + 5<f>2i) 

a (<503 + 5(f)3i) 

{ Hi ^ 

5<f>2 

803 

\ 8(t>A ) 

/ 

\ 

and for an exit plane: 

(i*\ 

5(j)2 

8 fa 

\ HA ) 

8fa,out 

Sfa,out 

5fa,out 

^ a (8 fa + 8fat) 

\ 

) 

(2.28) 

(2.29) 

An under relaxation factor a is used to guarantee the wellposedness of the mathe

matical formulation. The ratio a = jj, where N is the number of boundary nodes, 

was found to work well. After substituting Eqs. 2.28/2.29 into Eq. 2.26 the updated 

primitive variables are calculated as 

Ut p,new — Up,old i OUp (2.30) 

Subsonic exit 

In cases where an adjacent blade row inlet boundary is communicating with an out

let boundary the average change (see Eq. 2.29) of the sole incoming change of the 
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characteristic variable Scj)^ can be written as 

504 = 0"A04 (2.31) 

where A04 is calculated from 

(Ml \ 
A02 

A03 

^ A04 j 

f""2 
0 

0 

I ° 

0 0 1^ 

0 pa 0 

pa 0 1 

—pa 0 1 , 

PFstator PFrotor 

^Fstator ^Frotor 

^Fstator ^Frotor 

Y PFstator ~ PFrotor ) 

(2.32) 

According to Giles [24] the local changes of the fourth characteristic are determined 

as follows: the discrete Fourier transform of the characteristic variables two and three 

is calculated for a range of values of k from —N/2 + 1 to +N/2 — 1, where N is the 

number of equally spaced nodes at the boundary and j is the corresponding counter. 

N 

8<t>2,k = "77 J2 fa'i eXP 
N ^ T*'J r V N 

. 7 = 1 

~i27rjk^ 

N 

8<f>3,k = -T7 J 3 ^3 j exp 
J = l 

—i2-KJk 

iv 

(2.33) 

(2.34) 

or in Cartesian form: 

N 

5^k = 77 5Z ^ cos 
'27rjA;\ {2njk\ 

iV J - ^ - J T ; 

^ = 7 V ^ (^,i cos ( - ^ - j - i sin ( - ^ - j j 

(2.35) 

(2.36) 

02j and <f>3j refer to the node-wise characteristics based on Eq. 2.24 which are taken 

from extrapolation from the interior flow field. To get the desired local changes of the 

fourth characteristic variable, the next step is to calculate its steady state amplitude 
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for every single mode (e.g. k). This amplitude is given by a linear combination of the 

amplitudes of the second and third characteristics. 

6^k = T=rwy
b^k ~ J^Wy

6^k (2-37) 

where 

(5 = isgn {k) Vl-M2 (2.38) 

To obtain the ideal non-reflecting steady-state values of the incoming fourth cha

racteristic variable, the principle of complex conjugate pairs is used on the Fourier 

decomposition of the steady state amplitudes, 

Sfaj = 2Re J ̂  ( V , (cos ( ^ ) - i sin ( ^ * ) ) H (2.39) 

Eq. 2.39 is applied on every single exit boundary node. Finally, the local change of the 

fourth characteristic variable consists of the value of the fourth characteristic variable 

calculated in Eq. 2.24 and the value of the ideal non-reflecting steady state which was 

determined in Eq. 2.39. 

8<f>4,local,j = <j>A,s,j - <l>4,j (2.40) 

Thus, 

6(j)4j = a (504 - Sfajoadj) (2.41) 

The result of Eq. 2.41 is inserted in Eq. 2.29 together with the predicted changes at 

the boundary from the residual calculation of the interior flow field. Once the flow 

simulation converged the values of 8(f) are driven to zero and steady conditions at the 

boundary are reached. In cases where no further blade row is following the average 
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part of 5(j>4 is calculated from a specified exit pressure instead of using Eq. 2.32, 

5fa = -2(pF-pexit) (2.42) 

where pp is the average pressure extrapolated from the interior flow field. 

Subsonic inlet 

For inlet boundaries there are also two possible scenarios: The case where the flow 

has passed an upstream blade row is presented first. At rotor inlet for example, after 

the flow has passed the mixing plane, the average changes in incoming characteristic 

variables are (similar to Eq. 2.31): 

<tyi = crA^! (2.43) 

5(j)2 = aA(f)2 (2.44) 

503 = <TA03 (2.45) 

The local changes of the characteristic variables are based on the amplitude of the 

outgoing fourth characteristic. Again, the number of modes k goes from —N/2 + 1 to 

+N/2 - 1. 

sfo,k = ̂  E fa* exp ( - i r ^ ) (2-46) 
In Cartesian form it reads: 

***.*= jf E (*«J cos (^r) - *sin (^r)) (2-47) 

Similar to the subsonic exit, the correct steady state amplitude can be found by 

applying 

5fc,k = Y^Sfa* (2.48) 
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The Transformation back into the physical domain gives the ideal non-reflecting stea

dy state value. 

[JV/2-1 . 

8fa,s,j = 2Re < ^jT f h,k cos f (2t)-'^-f) (2.49) 

The ideal steady state changes of the local second characteristic are: 

5<f> 2,local,j — <P2,s,j <hj (2.50) 

In order to obtain the local changes of the first and the third characteristic, we assume 

that perturbations from the average entropy and enthalpy are providing the necessary 

local residuals. 

Rld = V & - S) 

Rsj = P (Hj - H) 

(2.51) 

(2.52) 

To convert these residuals into local characteristic changes the Newton-Raphson me

thod is applied: 

Rij 

R2,j 

Hence, the solution is 

1 0 0 

- i j My ±{1 + MX) 

( M ^ 

O(f>l,local,j 

8<f>2,localj 

L &4>3,local,j J 

(2.53) 

$4>l,local,j = ~Rl,j 

^3,local,j = ~\TWX \^l5(t)1's'j + Mv5fa,*J + R3*) (2 '54) 
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Equation 2.54 gives the local changes of the first and third characteristics and com

bined with the average global changes from Eq. 2.43, we get the final necessary mo

difications. 

8(f>l,j = CT (5(j)i - 8(j)itlocal,j) 

5<f>2,j = CT (5<])2 - 5(/>2,local,j) 

8fo,j = & {S<p3 - 8<j>3,local,j) 

(2.55) 

(2.56) 

(2.57) 

The outgoing fourth characteristic is calculated by using Eq. 2.22 and the distributed 

flow residuals coming from the interior flow calculation. The next case refers to a 

subsonic inflow boundary with no adjacent upstream blade row. There, the average 

changes of incoming characteristic variables are calculated based on the assumption 

that average entropy, flow angle a stagnation enthalpy are specified. In the present 

case the entropy and total enthalpy were set to zero which corresponds to the non-

dimensionalization given in Eq. 2.5. The inlet flow angle is specified per-se. The 

resulting local residuals at the inlet boundary are expressed as: 

R1=pS 

R2 = pc (vF - tan (aini) uF) (2.58) 

Rs = p[H- 7 
7 - 1 

By applying a Newton-Raphson procedure the average changes of the incoming cha

racteristic variables can be written as 

KR3J 

+ 
d(Ri, R2,R3) 

<9(ci,c2,c3) 

(>(Pl 

5<fi2 

\ 5fo ) 

= 0 (2.59) 
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After some tedious math these average changes are expressed as 

5(f)2 

{ 5<h J 

-1 
1 + Mx + My tan (ainl) 

1 + Mx + My tan (a in/) 0 0 

- ^ tan (ainl) 1 + MX tan (aM) 

(2.60) 

The result of Eq. 2.60 can be inserted into Eq. 2.28 which leads to the final changes 

of incoming characteristic variables. 

2.6. 1-D NRBC 

The approach of Chima [25], who is also referring to Giles non-reflecting approach, 

is comparatively simple as it is based on one-dimensional unsteady boundary condi

tions only. In this approach there is no need for local characteristic changes as the 

updated primitive variables are directly extracted from Eq. 2.24. The corresponding 

characteristic variables can be regarded as local deviations from a specified average 

value. In this approach these average values as well as the elements of matrix K are 

taken from the mixing plane of the adjacent blade row exit or inlet. At inlet the first 

three incoming characteristics are set to zero and at outlet the fourth characteristic 

is set to zero. 

Subsonic inlet 

At a subsonic rotor inlet boundary for example the corresponding primitive variables 

can be calculated by respecting the fact that the first three characteristics are set to 
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zero and the fourth, 4>4tex> is extrapolated from the interior flow field. 

_ 04,ea; 
P — PF,stator + 77^2 

^cF,stator 

u 

V 

p 

= ^F,stator 

— VF,stator 

= PF,stator 

+ 

+ 

<?4,ex 
2 

4>4,ex 
o 

\PCJF,stator 

> 

(2.61) 

where 

4>4,ex, = ~ (pc)F,stator (U™ ~ uF,stator) + {Pex ~ PF,stator) • (2.62) 

Density, pressure and axial velocity are dependent on the fourth characteristic variable 

while the local circumferential velocity at inlet is assumed to be constant over the 

pitch. Equation 2.61 directly presents the updatedprimitive variables at the boundary. 

Subsonic exit 

At the exit of a blade row, e.g. stator, the fourth characteristic variable is supposed 

to be zero and the other three are extrapolated from the upstream flow field. This 

leads to: 

P ~ PF,rotor H JT-jj 
^CF,rotor 

U = UF,rotor + , , ^ (2.63) 
*• \PC)F, rotor 

V = Vp^rotar 

4>2,ex + 4>4, ex 
P = PF,rotor + 

where 

01,ex, — CFrotor (pex - PF,rotor) + (Pex ~ PF,rotor) • (2.64) 
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and 

(/>2,ex, = (PC2) Frotar {Uex ~ UF,rotor) + (Pex ~ PF,rotor) • (2-65) 

Substituting Eq. 2.65 into the pressure term of Eq 2.63 gives: 

1 
P PF,stator + Pe^ + (pC2) ^ ^ (uex - UF,rotor) (2-66) 

In order to reduce pressure disturbances at the boundary caused by entropy non-

uniformities, Chima proposes a small modification in Eq. 2.66 by replacing the con-

vective speed cFtStator with \u\Fstator. Thus, 

1 
P=~ PF,stator + Pe% + \p\u\ 

F.stator I V^ex '^•F,rotor) 
V / F.rotor 

(2.67) 

2.7. Comments on NRBC-models 

NRBC based on characteristic methods present the common way to model exit and 

inlet boundaries in multistage turbomachinery flow simulation [26, 16, 48]. Combined 

with a mixing plane using flux-averaged primitive variables it is supposed to provide 

satisfactory results. Giles already stated in his article [24] that his solution holds for 

specific exit flow conditions only, namely flows with uniform exit entropies. Chima's 

modification (see Eq. 2.67) was supposed to suppress pressure disturbances caused by 

entropy non-uniformities at the exit boundaries, however, its success highly depends 

on the choice of the flow solver [49]. The application of these modified ID Euler 

equations in the present code [20, 50] caused a local non-physical pressure source 

near the exit boundary. Furthermore, the deviation of mass flow at the mixing plane 

between any two adjacent blade regions is increasing substantially. 

Giles' approach is suitable for calculations where a rapid convergence of the 

flow solution is a secondary objective. Due to the under relaxation factor (see Eqs. 
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2.28, 2.29) the update at the inflow and outflow boundaries is delayed and especially 

in multistage inverse design a rapid match of flow conditions at inlet and adjacent 

outlet boundary is essential. For a single stage Giles' approach gives satisfying results. 

Inverse design of a multistage turbomachine, e.g., in a 2.5 stage, requires a fast mean 

of communication between adjacent blade rows; this was resolved by using Chima's 

approach. In Appendix B Giles' and Chima's approaches are compared and analyzed 

for viscous and inviscid flow cases and the result showed that Giles' approach gives 

slightly better results than Chima's approach for both inviscid and viscous flows. 

2.8. Numerical scheme for multistage calculation 

The numerical scheme of five blade rows required an efficient organization of pre

processing, flow simulation and post processing modules in order to decrease the 

computational time of a multistage simulation. The basic code is organized in a way 

such that parallel computation can easily be applied to the present scheme. Figure 

2.1 presents the main blocks of the program. First, the mesh and initial conditions are 

set up for every blade region before running the RANS solver. The flow information 

at each mixing plane is exchanged after every pseudo-time step. This was considered 

to be frequent enough for a rapid overall convergence. Details on the flow solver are 

given in Appendix D. The inverse mode is executed after all blade rows have reached 

a required convergence level. In Chapter 3 the inverse algorithm is described more 

thoroughly. This algorithm was found to be efficient and modular so that it can be 

easily parallelized in the future. 
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Input sheet 

Set up meshes for blade rows 1 to N 
Read initial solutions 
Read design parameters for Inverse 

mode, if applicable 

No 

No 

Execute RANS calculations, 
one entire set of Runge-Kutta 

steps of blade row i 

Transfer flow 
conditions at 
boundaries to 

blade row i+1 and 
i - 1 

Execution of Inverse Design for 
concerned BLADE ROWS 

Yes pi Post processing 

Stop 

Abbildung 2.1: Numerical scheme for multistage calculation 
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Chapter 3 

Inverse Design Methodology 

In this chapter, the inverse design methodology is presented and is validated for two 

different turbine stages. The basic idea is that, as long as the pressure distribution on 

the blade surfaces is different from the target distribution, the blade will move with 

a virtual velocity that is proportional to the difference between the current and the 

target pressure distribution. It follows that the virtual velocity will tend to zero as 

the pressure approaches. This virtual blade velocity is derived from the difference in 

momentum fluxes between the current and the target ones on the blade surfaces; this 

velocity drives the blade shape to the one that would produce the target, e.g. loading, 

while the RANS equations are solved in a time accurate fashion. The governing 

equations which are solved in Arbitrary Lagrangian-Eulerian (ALE) form update the 

flow field by taking the movement and deformation of the computational grid into 

account. The design process requires first a specified target performance on each 

blade surface. In a multistage environment the target is most often connected to a 

pressure loading. A hypothetic subsonic single stage turbine and the E/TU-3 turbine 

stage are used to validate the inverse method and to demonstrate the flexibility and 

robustness of the methodology. 
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3.1. Inverse design formulation 

The blade motion, which basically describes a wall movement approach, is derived 

from the difference between the actual and target performance on the blade suction 

and pressure sides. A balance of transient momentum flux F and design momentum 

flux F d results in a virtual velocity distribution v = (uv,vv) which is applied on the 

blade suction and pressure surfaces. When the blade is moving with a virtual velocity 

the momentum flux in the Navier-Stokes equations takes the form: 

F = 
(puvuv +p)nx + (puvvv) ny 

(puvvv) nx + (pvvvv + p) ny 

(3.1) 

where the vector normal to the blade surfaces is n = (nx,ny). The initial blade 

geometry will be modified according to Eq. 3.1 and eventually it will reach a shape 

that would satisfy the target pressure. Once the target condition is reached, the virtual 

velocities vanish and the design momentum flux reads: 

F d = 
(pdnx) 

(P%) 

(3.2) 

By equating the two momentum fluxes F and F d , given in Eq. 3.1 and Eq. 3.2, the 

virtual velocity components in x- and y- directions are obtained: 

= ± nt \pd - P\ 

nZ + ri 
u = v 

n„ 
(3.3) 

A positive difference between target and actual pressure on the suction side induces 

a positive virtual velocity and vice versa on the pressure side. For convenience the 
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normal velocity vector to the wall is used and it is calculated from: 

< = v" • n (3.4) 

The corresponding wall displacement 5s is proportional to v%, however, it points in 

the opposite direction to fulfill the no-penetration condition on the wall. Hence, 

Ss = -co vv
n St (3.5) 

where St is the user defined physical time step of the calculation, and u is introduced 

as a relaxation factor. The negative sign in Eq. 3.5 indicates that the wall moves in 

a direction opposite to v%. 

A stability analysis of the scheme shows that the virtual velocity distribution 

must be heavily under-relaxed to ensure convergence of the scheme to a steady state 

solution [5]. The relaxation factor is found to have the following form: 

u = e-{l/c)^\Kp\Tp (3.6) 

where c is the speed of sound and e is a constant. The suggested value of s was 0.01-

0.02 [18], however the present implementation allows for higher values of e, namely 

e = 0.2 or 0.1 for subsonic or transonic outflow design cases. 

The presented formulation works well for inviscid and viscous flows although in 

Eq. 3.1 the viscous terms were neglected and the balance of convective terms only was 

used to move the walls towards a shape which satisfies a target pressure distribution 

[51]. 
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3.2. Inverse design variables 

The differences in design philosophy between a multistage and a single blade row are 

substantial [16]. In a single blade row redesign case the designer ordinarily handles 

prescribed boundary conditions such as fixed inlet flow angles and inlet Mach number. 

Having these constraints in mind the designer can choose between imposing a target 

pressure loading and thickness distribution or pressure distribution on the blade surfa

ces. In a stage case the inlet flow conditions after the first blade row might vary due to 

various reasons and it directly affects the pressure distribution of the blade row which 

is inversely designed. If the pressure level drops or rises, due to a transient variation 

of pressure loading for example, an imposed absolute target pressure distribution can 

no longer be matched. On this account it is more convenient in a multistage environ

ment to define a target blade loading, i.e. the pressure difference between the blade 

suction and pressure side. To a designer it might be also important to prescribe the 

blade thickness distribution as structural and manufacturing conditions are already 

defined. 

For a single stage it is possible to design for a target pressure distribution as 

the mentioned transient pressure variations are ordinarily small. When the pressu

re distribution is prescribed on the blade pressure side and suction side, the blade 

displacement is directly found by solving Eqs. 3.1-3.6. 

In case of a prescribed loading distribution as the design input, the correspon

ding surface pressure distributions need to be computed, because the numerical im

plementation requires these pressures to compute the virtual wall velocity in Eq. 3.1. 

The required pressure distributions can be derived from the prescribed target loading 

distribution as follows: 

P^l[(p++p-)±APd) (3.7) 

where p+ and p~ are the calculated blade suction and pressure side pressures. In some 
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cases, Eq. 3.7 may result in a non-physical value for p% namely, p% > 1 during the 

convergence process. Usually, the pressure distribution on the pressure side is less 

sensitive to modifications in geometry, so for such cases, p% is taken to be the current 

value computed from the flow field: 

Pd = P+ and Pd =Pd ~ APd (3-8) 

Note that p+ will change with the iterations since the tangential thickness is fixed. 

To satisfy the imposed blade thickness, the new blade shape is generated as 

follows. The camberline f(x) is displaced by the average change in blade shape on 

both blade surfaces which are obtained from Eq. 3.5. The imposed blade thickness is 

then applied to this new camberline in order to generate new suction and pressure 

side profiles. 

f(x)neu> = f(x)old ± 0.5((Js+ + 5s~) (3.9) 

y(x)tew = f(x)new±0.5T(x) (3.10) 

In case of multistage application, the resulting blade geometry is scaled to maintain 

the initially defined chord length which is not necessarily equal to one. The grid 

points are brought back to their initial x-location which leads to a blade movement 

in y-direction only. To ensure a smooth blade profile, the blade camberline f(x)new 

is smoothed before generating the blade profiles, y(x)^eun by applying the following 

formulation: 

fi = fi+ <*s[\fj+i - Mfi+i - fj) + l/i-i - / i l( / j- i - fi)] (3-11) 

where j refers to discrete points on the blade camberline. A typical value for the 

smoothing coefficient is u>s = 0.2. This smoothing is supposed to eliminate small non-

physical geometry oscillations that can appear in the final blade shape. However, the 
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correct blade camberline for an arbitrary prescribed loading may not be genuinely 

smooth and the application of Eq. 3.11 may introduce a real position error. Therefore 

it is necessary to find the correct balance between a smooth blade profile and a well 

matched target pressure distribution. 

3.3. Inverse design algorithm 

The design technique described in the previous section was implemented into the 

unsteady RANS equations where the blade movement is the source of unsteadiness. 

Another source is the upstream and downstream traveling pressure wave which ori

ginates from the back pressure adjustment. After each geometry modification step, a 

time-accurate solution is obtained for the flow fields in every single blade row region. 

As mentioned in Chapter 1, the time accurate formulation eliminates the temporal 

errors and hence it improves the scheme robustness. 

Figure 3.1 shows the inverse design algorithm in detail. Starting from a semi-

converged solution on a trial geometry and prescribed target loading or pressure 

distributions (Eq. 3.7), the difference between actual and target pressure distribution 

is used to compute a virtual velocity distributions from Eq. 3.3 for the blade surfaces 

from which the local geometry modifications are deduced. After the geometry modifi

cations, the computational mesh is adjusted using trans-finite interpolation. The grid 

displacements and hence the grid velocities are then computed for the entire com

putational domain of the corresponding blade row using the space conservation law 

[37]. The unsteady governing equations are marched in pseudo-time to converge the 

local problem and obtain the transient pressure distribution on the modified geome

try. The overall computational time for an inverse calculation depends on the number 

of geometry modifications, the computing time required to obtain the time accurate 

solution after each geometry modification and the number of parallel simulated blade 
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Abbildung 3.1: Computation algorithm for multistage inverse design 
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rows. The process is repeated until the L2 norm of the grid velocities is decreased to 

the desired tolerance, which ensures that a steady state condition is reached, where 

the virtual velocity is asymptotically vanishing and the target pressure distribution 

is achieved on the latest blade profile. 

3.4. Design considerations 

Detailed blade shapes are obtained towards the end of a compressor or turbine design 

cycle. The blade shapes must satisfy several geometric and non-geometric constraints. 

Typically the blade chord, number of blades, inlet flow angle at the first blade row, 

mass flow rate, degree of stage reaction, rotational speed, limits of incidence angles 

and desired static and total pressure ratios will be specified before the aerodynamic 

design process starts. In addition, geometric constraints may exist e.g. maximum 

or minimum blade thickness or prescribed leading and trailing edge radii should be 

closely matched. 

The present inverse technique allows for some of these constraints to be readily 

satisfied. Most non-geometric constraints are directly satisfied through the selection of 

inflow and outflow boundary conditions. Basic blade geometric constraints are defined 

by the conditions given above as well as preliminary considerations of stage matching. 

Specific geometric constraints e.g. LE/TE shapes can be obtained by imposing a 

specific geometry in the blade LE/TE regions, which usually extend between 1% and 

3% chord, and running the code in analysis mode in these two regions. To ensure the 

profile smoothness at the transition from design mode to analysis mode, the slope 

of the camberline and the blade thickness in the analysis regions are matched with 

that prevailing in the design region; thus ensuring that the blade LE/TE shapes are 

closely controlled and that the blade shape is also closed [20]. 
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3.5. Inverse design validation 

This section presents the validation of the inverse method when applied on two sub

sonic single stage cases. In the first case the initial and modified stator and rotor 

geometries are hypothetical. The validation is focused on recovering of the original 

rotor geometry starting from a modified rotor blade shape, and the original blade 

pressure distribution as target. The second case deals with the recovery of the origi

nal stator geometry of the E/TU-3 single stage turbine [52]. If the inverse method is 

valid in a stage environment, it should recover the original blade rows geometry and 

match the prescribed pressures. 

3.5.1 Hypothetical single turbine stage 

The geometrical parameters of this stage are condensed in Tab. 3.1 and the initial 

flow conditions are presented in Tab. 3.2. At design point the maximum Mach number 

along the stator is close to 0.6 while the maximum flow Mach number at the original 

rotor does not exceed 0.85. The stage reaction is on the high side namely 0.8. The 

modified rotor shows a similar maximum flow Mach number of 0.85 but it stretches 

across 30% chord. The error in mass flow rate at the mixing plane was 0.04% which is 

very low. For the original and the modified rotor cases the flow is subsonic throughout 

and is well behaved. Figure 3.2 shows the stage set up and isentropic Mach number 

contours. 

The stage was first analyzed and the pressure distribution that was obtained 

on the rotor surfaces was used as input to the inverse design mode but starting from 

a modified rotor geometry. In other words, the Navier-Stokes program was run in 

inverse mode in the rotor region while it was run in analysis mode in the stator 

region. Starting from a rotor geometry which has a 10% higher maximum thickness 

than the target, the imposed pressure distributions p+ and p~~ are supposed to guide 
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the blade shape towards the original one. Figure 3.5 shows initial, target and design 

isentropic Mach number which corresponds to the pressure distribution of the rotor 

blade row. 

The target pressure distribution was achieved relatively fast after 150 design 

steps and the I/2-norm of the displacements went down to 10~4 which indicated that 

the target pressure distribution was achieved. At each time step, the geometry is 

modified and solution of the local problem is obtained after 50 Runge-Kutta iterations 

in pseudo-time. The inlet flow angle at rotor changed by 0.03°, and the mass flow rate 

differed by 0.08% compared to the original one. Figure 3.4 presents the initial, target 

and design rotor geometry where it can be seen that the target shape was obtained. 

The achieved design showed a good agreement to the original stage results. 

Figure 3.6 shows the blade shape of a validation case where the design process 

was not solved in a time-accurate fashion but as a steady state problem. Hence, 

the mesh movement was not taken into account and Ghaly and Daneshkhah [19] 

demonstrated that such a quasi-steady formulation may fail to converge or at least 

spoil the solution. The reason therefore is that errors resulting from a quasi-steady 

solution are propagating into the blade shape which in turn is affecting the pressure 

distribution at the next iteration step. It can be depicted that the original blade shape 

was not exactly recovered but slightly and constantly displaced towards the trailing 

edge. The major shape modifications were executed at 25% chord and there the 

deviation from the original shape starts. This fact confirms once more the conclusion 

reached by Ghaly and Daneshkhah [19] concerning the necessity of computing a time-

accurate solution when inverse designing a blade. 

3.5.2 E/TU-3 single turbine stage 

The second case validates the inverse approach by recovering the stator of the E/TU-3 

turbine stage. The results of the stage analysis is summarized in Appendix C, where 
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the CPD-multistage code is assessed on this E/TU-3 turbine stage. The pressure 

distributions of the original stator were used as input to the inverse design mode 

but starting from a modified stator geometry. Figure 3.9 shows the initial guess of 

the stator profile, the target profile and the inversely designed profile, where the last 

two profiles are almost identical. The target and the inversely calculated pressure 

distributions, presented in Fig. 3.10, indicate a rather excellent agreement. The flow 

characteristics of the target and inversely designed stator blades are summarized in 

Table 3.3, which shows an acceptable difference in the reduced mass flow rate of 0.23% 

and in inlet flow angle of 0.2°. (To obtain a unique blade shape, the mass flow rate has 

to be specified [21]; that was accomplished by varying the back pressure downstream 

of the rotor.) 

The target stator profile was well recovered and the target pressure distribution 

was achieved rather accurately, see Figs. 3.9 and 3.10. Due to this fact, the stage 

calculation produced the expected performance when the inverse design process had 

converged. It took about 450 time steps (each involving a geometry modification) 

to recover the original stator profile and to obtain the target stage performance. A 

time accurate solution of the local problem was achieved after 200 iterations after 

each geometry modification which represents a 25% increase compared to the single 

blade row inverse design method [19] because of the unsteady interaction between 

the stator and rotor regions. The aerodynamic characteristics of the original profile, 

the inversely computed profile and the one used as initial guess for the inverse design 

calculation, are listed in Tab. 3.3, which shows that the original and the inversely 

computed profiles are in good agreement. 
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Tabelle 3.1: Hypothetical single stage geometric characteristics 

Pi 
02 
Pitch to chord ratio 
Axial gap to stator chord 

Stator 

25° 
55° 
1.74 
0.10 

Rotor 

30° 
57° 
1.62 
0.10 

Tabelle 3.2: Summary of design validation for the hypothetical stage 

Initial Target Design Error 

^rotor "60.4° -59.9° -59.9° 0.0° 

mrotor 0.2525 0.2503 0.2501 0.08% 

Crotor 15.8% 12.9% 12.93% 0.03% 

Tabelle 3.3: Summary of design validation of E/TU-3 stage 

Initial Target Design Error 

-66.2° -67.9° -67.7° 0.2° 

0.2061 0.2120 0.2115 0.23% 

6.82% 6.10% 6.11% 0.20% 

89.2% 89.7% 89.8% 0.11% 

®-2,stator 

^stator 

S> stator 

Vis 
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Abbildung 3.2: Isentropic Mach contour lines for the original stage 

Abbildung 3.3: Isentropic Mach contour lines for the modified stage 



Abbildung 3.4: Initial, target and design rotor geometry 

Abbildung 3.5: Initial, target and design rotor isentropic Mach number distribution 

46 



Initial 
Target 
Design, quasi-steady 

Abbildung 3.6: Initial, target and design rotor geometry near trailing edge where a 
quasi-steady solution was applied 
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Abbildung 3.7: Isentropic Mach contour lines for the original E/TU-3 stage 

Abbildung 3.8: Isentropic Mach contour lines for the modified E/TU-3 stage 
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Abbildung 3.9: Initial, target and design stator geometry 

Abbildung 3.10: Initial, target and design stator Mach number distribution 
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Chapter 4 

Redesign Cases 

In this chapter three redesign cases are studied and presented. These cases represent 

single and multistage subsonic turbomachines. A single stage subsonic turbine, called 

E/TU-3 [52] is addressed first where several distinct redesign scenarios are studied. 

The second case presents a 2.5 E/TU-4 [52] subsonic turbine and the redesign setting is 

focused on the second and third stators in order to reduce local suction side diffusion. 

Finally, an E/CO-5 2.5 stage compressor geometry [52], which is running at an off 

design operation point, is investigated and redesigned of the first rotor as well as the 

first and second stators. The goal of these three cases is to improve their performance, 

e. g. efficiencies and loss coefficients or pressure ratios. 

4.1. Redesign of E/TU-3 turbine, part I 

Two different redesign scenarios are investigated in this first part. First, the rotor 

pressure loading is modified while its thickness distribution is fixed which results in 

a modification of the camber distribution. Second, both stator and rotor pressure 

loadings are simultaneously modified, while fixing their thickness distribution. The 

goal is to control the pressure loading so that stage performance is improved and the 

stage reaction is fixed. 
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Rotor redesign 

The rotor is redesigned by changing the pressure loading distribution while keeping 

the original blade thickness distribution, mass flow rate and stage reaction. The mass 

flow rate is controlled by modifying the rotor back pressure [9], which is a boundary 

condition in the flow simulation; and the reaction is controlled by having the same 

total pressure loading (given by the area under the original and the target pressure 

loading curves). 

Figure 4.1 shows the original and three suggested pressure loading distributions 

for the rotor where it is noted that the original blade is front-loaded and the maximum 

loading is relatively high. The three different loadings are investigated; all of them 

have about the same total loading (area under the curve), hence same pressure drop 

across the rotor, which results in approximately the same reaction. The suggested 

pressure loadings explore the effect of varying the magnitude and location of the 

maximum loading on the blade performance as well as the acceleration on the last 

third of the chord. The same camber line shape is maintained in the first and last 

2% chord. When the maximum loading is moved downstream, it makes it possible to 

avoid a large flow acceleration before turning, which results in reducing the diffusion 

coefficient on the blade suction surface. That, however, can introduce higher pressure 

loading gradients towards the trailing edge where the local thickness is relatively 

small. This detail might be important for the blade structural design. 

The rotor geometry that satisfies Case 1 target loading distribution and the 

corresponding pressure distribution and loading are shown in Fig. 4.2, which shows 

a reduction of suction side diffusion that results in an improvement in loss coefficient 

and isentropic efficiency. The rotor geometry and the corresponding pressure loading 

for Case 2 are given in Fig. 4.3 and lead to an increase in total-to-total efficiency 

of around 0.1% because of the reduced diffusion on the blade suction side. Case 3 

is presented in Fig. 4.4 and it shows a performance deterioration as the diffusion 
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coefficient was larger and slightly shifted downstream. Deviations in mass flow rate 

and reaction were within acceptable limits in all three cases. The final results of these 

three cases are summarized in Table 4.1. An efficiency increase was difficult to obtain 

as the total-to-total efficiency is already at 92.1%. Nevertheless, this parametric study 

shows clearly the influence of the loading distribution on the blade performance and 

stage output. 

Stage redesign 

The E/TU-3 stator and rotor were simultaneously redesigned by changing the pressure 

loading distribution for both rows. The original mass flow rate and the reaction were 

kept unchanged. This was accomplished by running the Navier-Stokes program in 

inverse mode in both stator and rotor regions. Figure 4.5, giving the original and 

design blade shapes as well as pressure distribution and loading, shows that the 

prescribed loading between 10% and 60% chord is smoother that the original profile 

and has a slightly reduced maximum value. For the rotor target loading, the maximum 

value was reduced and was moved slightly downstream, see Fig. 4.5. The changes in 

stator and rotor pressure loadings result in a decrease in the suction side diffusion, 

which results in an improvement in the pressure loss coefficients in both rows and in 

stage efficiency; Table 4.2 summarizes the results of the stage redesign, note that the 

original stage is quite efficient. 

Figure 4.5 shows that the redesigned rotor and stator profiles are slightly diffe

rent from the original ones. This slight change in profiles resulted in a reduction in 

pressure loss coefficients for the stator of 0.1% and rotor of 0.7% and an increase in 

stage total-to-total efficiency of 0.4%. The design incidence angle did not change as 

the mass flow and flow Mach number at stator outlet deviated only by about 0.01%. 

Reaction differed by 1.3%, which is due to the fact that the design total loadings of 

the stator and rotor are slightly different from the original ones. 
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4.2. Redesign of E/TU-3 turbine, part II 

In the previous section the stage redesign was done for fixed reaction, mass flow rate 

and blade speed. In this redesign the stage reaction is increased from 0.32 to 0.4 as 

it is thought that this measure would raise the total-to-total stage efficiency. 

This increase in reaction was accomplished through two different scenarios. 

First, the rotor loading was increased so as to increase the reaction, and therewith to 

increase the pressure ratio and ideally the total-to-total efficiency. The second case 

involves a redesign of both stator and rotor where the stator loading is decreased 

while that of the rotor is increased. 

Rotor redesign 

The rotor is redesigned by increasing the rotor pressure loading by 10 %. In Fig. 4.6 

the target pressure loading is presented. The area gain of the loading curve is focused 

on 50% chord for both cases. Furthermore the maximum loading is slightly decreased 

to decrease of the suction side diffusion and thus the rotor loss coefficient. The mass 

flow is supposed to be constant over the entire design process which is achieved by 

controlling the stage exit pressure ratio. 

After 750 design steps the final geometry was obtained. Figure 4.6 presents the 

modified rotor geometry and the initial, target, and design isentropic Mach numbers. 

The suction side diffusion peak was replaced by a nearly constant pressure distribu

tion along the suction side which led to a reduction of diffusion losses of 0.5%. The 

increase in pressure loading raised the stage pressure ratio by 15%. Although this 

pressure ratio was increased the efficiency did not drop but was raised by 0.2%. The 

results are outlined in Tab. 4.3. A further augmentation of the stage pressure ratio 

without choking the throat is barely possible as the flow is already close to sonic 

conditions there. Changing the stage pressure ratio generally leads to a shift of the 
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design operation point as well as the incidence angles of possibly adjacent blade rows 

which is not always advisable, as a proper stage matching is of the highest importance 

[53]. 

Stage redesign 

This redesign case has the goal to increase the efficiency by changing the stage re

action at constant pressure ratio. Stator and rotor blade geometries are modified 

simultaneously in order to increase the stage reaction. To maintain the same pressure 

ratio the sum of the area under the pressure loading curves of stator and rotor was 

kept constant. The stator pressure loading was reduced by about 3% and the rotor 

pressure loading was increased by corresponding 3% (not visible in Fig 4.7 as non-

dimensionalized pressures in rotor frame refer to different stagnation pressures). The 

shape of the loadings were chosen to be similar compared to previous cases in order to 

take advantage of the flow field improvements on the suction side. The stator loading 

resembles the one of the stage redesign case where the reaction was kept constant 

reaction (see Fig. 4.5) but with a reduced area under the loading curve. For the rotor 

a related pressure loading shape to the previous rotor redesign case was selected (see 

Fig. 4.3) in order to reduce suction side diffusion. 

After 800 design steps the target pressure distributions were achieved. The stage 

performance is summarized in Tab. 4.4 and Fig. 4.7 shows the finale blade geometries 

and the corresponding initial, target and design isentropic Mach numbers. Due to the 

changes in pressure loading the reaction increased by 10 points from 0.32 to 0.42. The 

combination of decreased pressure loading on the stator side and decreased diffusion 

losses at the rotor led to an increase of total-to-total efficiency was raised by 0.6% 

because of the shift in reaction and the accompanied reduction in loss coefficient. The 

stator coefficient did not change at all and the rotor loss coefficient dropped 0.5%. The 

conventional practice, founded on turbomachinery theory, would predict a difference 
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in rotor and stator stagger angles due to the shifted stage reaction [54]. This would 

hold true if the stagger angle was the only modification on the geometries and the 

inlet rotor flow angle was constant. However, in these redesign cases the camber line 

and its inlet and outlet blade angles are locally modified to reach the target pressure 

distribution. This might implicitly alter the stagger angle but it does not necessarily 

have to. Furthermore, in the present case the rotor inlet flow angle is deviating from 

the original value due to the change in stator loading. 

4.3. Redesign of E/TU-4 2.5 stage turbine 

In this section the E/TU-4 2.5 stage subsonic turbine are redesigned. The results of 

the analysis of this case are presented in Appendix C. Figure 4.8 shows the pressure 

distributions of all five blade rows of the E/TU-4 turbine. Rotors 1 and 2 are showing 

a decent pressure distribution without any pronounced diffusion regions or an incon

venient suction side flow behavior. The redesign of the 2.5 stage turbine focuses on 

the second and third stator blade rows. Figure 4.8 depicts the pressure distributions 

along the five blade rows. It can be seen that the 2nd and 3 r d stators have a pronoun

ced diffusion region on the blade suction side in the last 20% chord (see Figs. 4.9 and 

4.10). The 1st stator shows a slight diffusion region which is not as pronounced as for 

the other two stators downstream (Figure 4.9) and therefore, it is not regarded. 

To compare the original and the redesigned turbine, a multistage loss coefficient 

was defined as: 

C = i ^ r (4-1) 

where 5 refers to the position at outlet of the third stator. This coefficient reflects the 

losses caused by the boundary layer, diffusion and 2D mixing. 

In order to reduce the suction side diffusion the blade pressure loading was 
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selected as design variable in combination with a retained tangential thickness dis

tribution. For both stators the maximum loading was decreased and the loading was 

slightly increased in the first half of the blade. Figures 4.9 and 4.10 present the initi

al, target and design pressure distributions based on the target pressure loading for 

stators 2 and 3. 

During the first few design steps, the relaxation factors for grid displacement 

and virtual velocity were given a low value to prevent high initial mesh velocity 

gradients. This problem is similar to the one given in the second part of the E/TU-4 

redesign where the reaction was supposed to increase. In the present case the stage 

reaction should not change but a sudden start of blade movement causes substantial 

changes in the flow field which are propagating up- and downstream to the adjacent 

blade rows. These unintended flow field changes coming from a neighboring blade row 

decrease the global convergence rate and affect negatively the inverse procedure at 

the next design step. 

The variations in mass flow can be reduced by fixing the inlet mass flow rate 

at the turbine inflow plane. Hence, the total pressure varies implicitly and no further 

intervention in the design process to stabilize the mass flow rate is needed. This 

procedure can be recommended if the reaction in every single stage is not supposed 

to vary much during the design process and therefore just for minor corrections of 

a loading distribution. As the changes in pressure loading were rather substantial 

for both stator blade rows, a constant reaction during the design process could not 

be guaranteed. Therefore, instead of fixing the reduced mass flow at inlet, the back 

pressure was adjusted very carefully to maintain a constant mass flow rate. 

After about 1400 design steps, which takes twice the computing time of one ana

lysis, the design process converged, i.e. the difference between the target and computed 

pressure loading was within an acceptable tolerance. Figures 4.9 and 4.10 present the 

initial, target and resulting pressure distributions of the redesigned stators. It can 
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be seen that the pressure diffusion regions on the suction side were reduced, which 

was the primary design intent. The modifications in blade geometry can be depicted 

in Figs. 4.9 and 4.10, respectively. Table 4.5 shows the design flow conditions and 

the deviations from the initial set up. The flow angles changed slightly due the small 

change in pressure loading of the second and third stators. The difference in mass flow 

rate between original and design multistage was 0.05% The multistage loss coefficient 

C dropped from 0.072 to 0.066 which was less than expected. Furthermore, the exit 

pressure ratio at the 3 r d stator was increased by 1.9%. In summary, this exercise de

monstrates the ability of this inverse method to achieve a prescribed pressure loading 

when several blade rows are simultaneously redesigned in a multistage environment 

and by carefully tailoring the blading it was possible to further improve an already 

well designed multistage turbine. 

4.4. Redesign of E/CO-5 2.5 stage compressor fan 

A 2.5 stage compressor represents the last redesign case in this work. The geometric 

characteristics of this compressor stage are given in Table 4.6. Originally, this stage 

was supposed to run at an inlet Mach number of around 0.07 [52, 55]. Attempts 

failed to obtain decent analysis results as the present flow solution scheme performs 

rather poorly at such low Mach numbers and would need to be preconditioned for 

low Mach number flows [56]. For that reason, an operating point where the flow Mach 

number is around 0.3 was chosen for the redesign exercise. This off-design point was 

reached by increasing the blade speed and back pressure. In Table 4.7 the performance 

characteristics of that operating design point are presented. 

A hybrid mesh, similar to the one which was used for the E/TU-3 case, was 

applied for all five blade rows. An unstructured mesh using Delauny triangulation was 

used for the interior flow field and an unstructured O-mesh was constructed around 
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the blade surfaces so as to properly resolve the boundary layer and to ensure that the 

average y+ < 1 near the blade surface. The inlet guide vane (IGV) and second stator 

were meshed with about 12500 nodes (23200 cells). The grid of the first and second 

rotor as well as the first stator consisted of about 9800 nodes (17100 cells). 

The growth in endwall boundary layer in the annulus was again not taken into 

account. Hub and tip radii are not varying in the axial or circumferential direction. 

As the IGV geometry was not available the stator geometry was used, which provided 

the first rotor with satisfying inlet flow angles [55]. Furthermore, the IGV is not object 

of investigation in this report and hence an exact representation of its geometry is 

not critical. Figure 4.11 represents the multistage blade row assembly showing the 

corresponding pressure distributions. 

This 2.5 stage compressor redesign focuses on the first stage, namely first rotor 

(Rl) and first stator (SI), as well as the second stator (S2). At the 2nd stator there is 

a pronounced suction side separation region within the last 25% chord which can be 

seen in Fig. 4.15. The goal was to remove, or at least weaken, this recirculating flow 

region near the TE of S2. As the diffusion factor [57] was low (0.1) for all five blade 

rows, the prescribed loading was increased for Rl, S2 and especially SI. The pressure 

loss should not substantially increase until a diffusion coefficient of 0.5 is reached 

which can be barely reached at the present design conditions. Figures 4.12, 4.13, 4.14 

present the initial, target and design pressure loadings of Rl, SI and S2. The loading 

of Rl was increased in order to raise the incidence angle at the downstream stator SI. 

It can be seen that the maximum loading near the LE of Rl and Si was increased and 

at S2 the total loading given by the area under the curve and its slope towards the 

TE was slightly raised. The latter measure was supposed to reduce the recirculation 

near the TE. The back pressure was adjusted to assure a minimum deviation of the 

mass flow rate over the entire design process. 

After 900 design steps the target pressure loadings were reached. Figures 4.12, 
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4.13, 4.14 present the modified blade geometry and the initial, target, and design 

isentropic Mach numbers. As the loading was increased on three blades the pressure 

jumped from 1.48 to 1.55 which is equal to an increase of about 5%. The mass 

flow deviation was less then 0.15%. Table 4.8 compares the pressure ratios and loss 

coefficient of the design with the original multistage. The suction side separation at 

the second stator was reduced from 25% chord to 15% chord (Fig. 4.15) which caused 

a drop in the enthalpy loss coefficient of about 0.3%. The loss coefficients of the other 

blades increased slightly as their loading was increased. The total-to-total efficiency 

was increased by 0.7%. Once again, by properly tailoring the blade loading, based on 

design experience, it was possible to improve the compressor performance. 

59 



Tabelle 4.1: E/TU-3, Part I: Rotor design summary 

Srotor 

Vt-t 

Mass flow deviation 

Original 

6.6% 

92.1% 

— 

Case 1 

5.9% 

92.2% 

0.08% 

Case 2 

6.4% 

92.2% 

0.11% 

Case 3 

6.6% 

91.9% 

0.09% 

Tabelle 4.2: E/TU-3, Part I: Stage design summary 

Sstator 

S,rotor 

&2,stator 

(%l,rotor 

Vt-t 

Mass flow deviation 

Reaction 

Original 

5.4% 

6.6% 

67.9° 

44.7° 

92.1% 

— 

0.32 

Design 

5.3% 

6.0% 

68.0° 

44.2° 

92.5% 

0.05% 

0.33 

Tabelle 4.3: E/TU-3, Part II: Rotor design summary 

Original Design 

(rotor 6.6% 5.9% 

Vt-t 92.1% 92.4% 

Mass flow deviation — 0.05% 

Reaction 0.32 0.43 

Pressure ratio PR 1.784 1.887 
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Tabelle 4.4: E/TU-3, Part II: Stage design summary 

Original Design 

5.4% 

5.9% 

67.1° 

41.4° 

92.6% 

0.05% 

0.42 

Tabelle 4.5: E/TU-4 Multistage design summary 

Original Design 

ai,stator2 97.7° 93.9° 

ahstator3 95.3° 95.8° 

Mass flow deviation — 0.05% 

Exit pressure ratio [ps/poi] 0.38 0.387 

Exit Mach number 0.73 0.72 

C 7.2% 6.7% 

Tabelle 4.6: E/CO-5 stage geometric characteristics 

Chamber angle d 

Stagger angle £ 

Number of blades 

Axial chord-to-pitch 

Aspect ratio 

ratio 

Axial gap to stator chord 

IGV 

17° 

14° 

55 

1.2 

1.92 

0.2 

Rl 

17° 

48° 

44 

1.33 

1.92 

0.19 

SI 

20° 

35° 

44 

1.33 

1.92 

0.18 

R2 

17° 

45° 

44 

1.33 

1.92 

0.19 

S2 

20° 

35° 

44 

1.33 

1.92 

-

Cstator 5.4% 

(rotor 6.6% 

Cstator 67.9° 

<Xl,rotar 44.7° 

Vt-t 92.1% 

Mass flow deviation — 

Reaction 0.32 
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Tabelle 4.7: E/CO-5 off-design operation point 

Incidence i 

Inlet Mach numbers 

IGV 

0° 

0.31 

Rl 

0° 

0.33 

SI 

3° 

0.45 

R2 

4° 

0.30 

S2 

5° 

0.46 

General conditions 

Blade s p e e d ^ 

Mass flow rate ^ ^ 
•n i l 

0.733 

0.220 

Tabelle 4.8: E/CO-5 Multistage design summary 

IGV Rl SI R2 S2 

static PR, (p„/pn+1),original 0.98 1.14 1.07 1.12 1.08 

static PR, (pn/pn+1),design 0.98 1.14 1.09 1.14 1.10 

C , original 0.006 0.026 0.051 0.049 0.107 

C , design 0.006 0.031 0.050 0.055 0.075 

original design 

Overall static pressure ratio 1.48 1.55 

Vt-t 0.877 0.884 
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Original 

Abbildung 4.1: Rotor redesign: original and target pressure loadings 

Design 
Initial 0.9 h 

Abbildung 4.2: E/TU-3, part I, Case 1: Rotor geometry, isentropic Mach number and 
pressure loading 
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Abbildung 4.3: E/TU-3, part I, Case 2: Rotor geometry, isentropic Mach number and 
pressure loading 

Abbildung 4.4: E/TU-3, part I, Case 3: Rotor geometry, isentropic Mach number and 
pressure loading 
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Initial 
Design 

Stator Rotor 

Abbildung 4.5: E/TU-3, part I, Stage case: Stator and rotor isentropic mach number 
and pressure loading, stator and rotor geometry 
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Abbildung 4.6: E/TU-3, part II, Rotor case: Rotor geometry, isentropic Mach number 
and pressure loading 
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1 

Stator Rotor 

Abbildung 4.7: E/TU-3, part II, Stage case: Stator and rotor isentropic raach number 
and pressure loading (bottom right corner), stator and rotor geometry 
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LOd/d 

Abbildung 4.8: Multistage blading and pressure distributions 
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Abbildung 4.9: E/TU-4, Stator 2: Stator geometry, isentropic Mach number distribu
tion and pressure loading 

Abbildung 4.10: E/TU-4, Stator 3: Stator geometry, isentropic Mach number distri
bution and pressure loading 

69 



o 
a 

I 
I 

II 
LOd/d 

Abbildung 4.11: Multistage blading and pressure distributions 
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Abbildung 4.12: E/CO-5, Rotor 1: Rotor geometry, isentropic Mach number distri
bution and pressure loading 

Design 
Target 

Design 
Initial 

Abbildung 4.13: E/CO-5, Stator 1: Stator geometry, isentropic Mach number distri
bution and pressure loading 
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Abbildung 4.14: E/CO-5, Stator 2: Stator geometry, isentropic Mach number distri
bution and pressure loading 

Abbildung 4.15: E/CO-5, Stator 2: Recirculation zones on suction side of second 
stator, left: initial, right: redesigned 
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Abbildung 4.16: Multistage blading and pressure distributions, initial& design 
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Chapter 5 

Conclusion 

5.1. Summary 

The present aerodynamic inverse design method has been successfully extended from 

linear 2D cascade to 2D and quasi 3D multistage application. In that method, the 

pressure distribution on the blade surfaces or alternatively, the blade loading and 

their thickness distribution were employed as design variables and the blade shape 

was modified using a virtual wall movement. The virtual velocity distribution, which 

was derived from the balance of design and target transient momentum fluxes, was 

calculated from the current and the target pressure distribution on the blade sur

faces. NRBCs and steady mixing planes were implemented in order to apply the ex

isting method to multistage applications. The unsteady RANS equations, which were 

blended with a quasi 3D formulation to account for axial variations of the streamtube 

thickness, were solved in a time-accurate fashion. 

The method was validated for two different subsonic turbines and the results 

indicate that the method is robust and capable of recovering blade geometries and 

stage performances. Three redesign cases gave a demonstration of the usefulness 

of this inverse method. The E/TU-3 turbine case was successfully redesigned in 
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scenarios where pronounced and carefully tailored pressure loadings and hence geo

metry modifications on both stator and rotor led to a considerable increase of stage 

efficiency. Simultaneous redesign of two stators of E/TU-4 2.5 stage turbine reduced 

efficiently the local suction side diffusion leading to a reduction of the profile losses. 

In the last case three blades of the E/CO-5 2.5 stage compressor fan were simulta

neously redesigned in order to increase the stage pressure ratio and to reduce the 

separated flow region at the suction side of the second stator. Once again these goals 

were achieved due to elaborated pressure loading modifications. 

The method is capable of leading the performance of single and multistage 

turbomachines to higher levels by reshaping multiple blade geometries simultaneously 

in order to match a prescribed pressure loading. Diffusion regions can be effectively 

removed or weakened but the merits of the methods are especially demonstrated in 

regions where the flow is rather largely separated. Experienced designers can use this 

inverse method efficiently to improve the performance of a multistage turbomachinery 

blading. 

5.2. Future work 

The following improvements should be considered to enhance its attractiveness as a 

blade design tool: 

• The development of a 3-D RANS solver or the implementation of the method 

into existing 3-D RANS-solver is necessary to bring the method to the next 

level. On basis of the present code the extension to multistage 3-D is possible 

where the boundary conditions would be implemented in a fully 3-D or at least 

quasi 3-D fashion. 

• In order to control the mass flow rate through a multistage more efficiently, 

advanced algorithms which are based on control theory are necessary to adjust 
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the back pressure accordingly. 

• Instead of using a preserved tangential thickness distribution, the thickness 

normal to the camber line should be applied, especially on blade rows with high 

stagger angles. 
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Appendix A 

Validation of 

Quasi-Three-Dimensional Method 

The quasi three dimensional approach after [44] which was presented in chapter 2 is 

validated on a diverging rectangular nozzle in inviscid, subsonic flow. As the flare 

angle is 1.5° and the flow inviscid, the one-dimensional isentropic relations are used 

to verify the results. Figure A.l represents the top and side view of a converging duct 

passage which is applied to validate the inviscid quasi 3-D code implementation. The 

area ratio is linearly decreasing from 1 to 0.85 and the outlet pressure ratio is 0.909. 

Figure A.2 presents the comparison of the axial varying pressure ratio values with the 

outcome computed from the 1-D theory. A good agreement can be seen where the 

axial pressure variation of the quasi 3-D approach is compared to the 1-D approach. 

Quasi 3-D approaches are very sensitive to the quality of the mesh they are applied 

on. Delauny meshes are ordinarily better suited for quasi 3-D computations than 

sheared H-meshes. Nevertheless, the E/TU-4 redesign case in chapter 4 case showed 

satisfying results as the mesh was set up carefully. 
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Top view 
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Abbildung A.l: Geometry of a converging duct passage 
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Abbildung A.2: Results of quasi 3-D and 1-D approach 
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Appendix B 

Analysis of N R B C Models 

The different approaches of non-reflecting boundary conditions, which were presented 

in Chapter 2, are compared and briefly discussed in this section. In section 2.7 it was 

already mentioned that the one-dimensional and two-dimensional, linearized Euler 

approach of Giles and Chima encounter problems for viscous flows at exit boundaries. 

B.l . Inviscid flow 

Figure B.l depicts the pressure contours of a subsonic flow in an E/TU-4 rotor blade. 

The contours at inlet and exit are traveling outwards without any disturbance and 

the results are comparable to those developed by Giles [24]. Chima's approach is 

presented in Fig. B.2. The result looks similar to what was shown in Fig. B.l, 

however, at the in the middle of the exit boundary, the pressure wave is not properly 

traveling out. Chima is using exact, one-dimensional approach which is not respecting 

the circumferential component of the outgoing and incoming flow. The amplitude of 

the artificially reflected wave is 0(92) where 6 is the flow angle. This artificially 

reflected wave is slightly damping the outgoing pressure contours which is clearly 

visible in Fig. B.2. 
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B.2. Viscous flow 

Figure B.3 shows Giles' exact, two-dimensional boundary conditions for a subsonic 

case. At inlet (not shown in Figures) the pressure contours are traveling outwards 

without any disturbance. The reason therefore is that the entropy is assumed to be 

constant over the inlet boundary. That means that second order non-linearities are not 

disturbing the inlet boundary. At the outlet however a non-physical pressure source is 

clearly visible. The reason is a non-uniform entropy distribution at the outlet which 

is expressed in a varying velocity distribution in circumferential direction. 

Chima [49] proposed to extrapolate second order terms from the interior flow to 

model properly the non-uniform entropy at the exit boundary. However, it is known 

that such an extrapolation, which deviates from the pure linearized Euler conditions 

at the boundary, is causing convergence instabilities in these regions. Especially Giles' 

exact, steady, two-dimensional non-reflecting boundaries, which are already inherently 

unstable (due to the inclusion of local changes of characteristic variables), might not 

converge. 

Figure B.4 presents the same case but with Chima's one-dimensional approach. 

The result is again very similar to Giles' two-dimensional conditions showing also the 

non-physical pressure source term at the exit boundary. However, the pressure lines 

are less smoother near the outlet which is again due to the artificially reflected pressu

re waves. In Chapter 2 Chima is proposing a minor modification at the pressure term 

to take the non-uniform entropy at outlet into consideration. The result of this modi

fication can be seen in figure B.5: there is no improvement in the behavior of outgoing 

pressure waves because the efficiency of these modifications is highly dependent on 

the viscous dissipation scheme (physical and artificial) and its implementation. Fur

thermore, the mass flow deviation at mixing plane increases substantially. In short, it 

can be stated that Giles' approach generally shows slightly more satisfactory results 

compared to Chima's approach. 
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Abbildung B.l: Giles' 2-D NRBC, inviscid flow, Ap/p = 0.03 

Abbildung B.2: Chima's 1-D NRBC, inviscid flow, Ap/p = 0.03 



non-physical pressure "source" 

Abbildung B.3: Giles' 2-D NRBC, viscous flow, Ap/p = 0.03 

non-physical pressure ^source" 

Abbildung B.4: Chima's 1-D NRBC, viscous flow, Ap/p = 0.03 
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non-physical pressure "source" 

Abbildung B.5: Chima's modified 1-D NRBC, viscous flow, Ap/p = 0.03 
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Appendix C 

Validation of CFD Multistage 

Code 

In this appendix, the CFD multistage code described in chapter two and Appendix D 

is assessed for two subsonic turbine cases. The first case is the E/TU-3 turbine which 

was subject of investigation in chapter 4. The second case is the E/TU-4 turbine 

which was also already redesigned in chapter four. Both cases are simulated at design 

point. The blade geometries are described in [52] and enough experimental data is 

provided to compare numerical results with the experimental outcome. 

C.l. E /TU-3 Analysis Validation 

The E/TU-3 single stage turbine was validated by comparing the simulation results 

with available experimental data such as the rotor flow angles, rotor average inlet 

velocities, and stage efficiency. Tables C.4 and C.5 list the geometric characteristics 

of the turbine stator and rotor, and the stage design point conditions, respectively. 

A hybrid mesh was applied for both stator and rotor regions. An unstructured 

mesh using Delauny triangulation was used for the interior flow field and an unstruc

tured O-mesh was constructed around the blade surface so as to properly resolve the 
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boundary layer and to ensure that y+ < 1 near the blade surface. The stator and 

rotor foreground meshes consisted of 9842 nodes (19266 cells) and 9659 nodes (18904 

cells), respectively. The background meshes which were required by the turbulence 

model had 6800 nodes (13182 cells) for both blade rows. A poor grid quality near 

stator outlet or rotor inlet plane can lead to substantial deviation in corrected mass 

flow rate at the mixing plane. 

A converged solution, would have a discrepancy in the corrected mass flow 

rate around 0.03% at the mixing plane. A close up of the mesh in the rotor LE 

and TE regions is given in Fig. C.l. The results obtained from the analysis mode 

are compared with the experimental values observed at midspan in Table C.6. The 

deviation in flow velocity between numerical and experimental value may be caused 

by the slight discrepancy in mass flow rate at midspan as the 2D solution considers 

only the average mass flow over the duct height. The experimental mass flow rate 

might be slightly higher than the average level at midspan. In order to approximate 

the endwall boundary layer growth 3-D numerical results were consulted. The effect 

of blockage in this particular case is substantially contributing to the solution and 

should not be underestimated. For a quasi 3D stage simulation the results were rather 

accurate. 

C.2. E/TU-4 Analysis Validation 

The entire E/TU-4 turbine consists of four stages. The flow through this turbine is 

subsonic and well behaved, i.e. attached. While the shape of the stator blades does not 

vary much in the span-wise direction the rotor blades are highly twisted and leaned. 

In this section, the midspan sections of the first 2.5 stages were considered, and the 

second and third stators were redesigned. A sheared H-mesh was used to model the 

blade row passages where the first and last blade rows consist of 8500 nodes (18522 
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Abbildung C.l: Mesh close-up near LE and TE 

cells). The second, third and fourth blade rows were meshed with 6500 nodes (12642 

cells). The variable tip radius was taken into account in the flow calculations, however, 

end-wall boundary layer growth in the axial direction was again not considered as its 

prediction is known to be complex. 

The results obtained from the analysis mode are compared with the experimen

tal values in Table C.6. The outlet boundary conditions of the the third stator (5th 

blade row) where adjusted to match the inlet flow conditions given in the experimental 

data at first stator inlet (see Table C.5). 

Stator inlet flow angles were matched rather well, however, the absolute velo

cities and static pressure ratio were comparatively off. These deviations are mainly 

caused by the pronounced 3D effects that affect the mid-span section as the blade 

aspect ratio is just around 2.6 and the rotor blades are highly twisted. Moreover the 

3D losses that occur in an experimental multistage turbine such as end-wall losses, 

tip-clearance losses, secondary flow losses and 3D mixing losses, cannot be accounted 

for in a 2D multistage design. 
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Tabelle C.l: E/TU-3 stage geometric characteristics 

Inlet blade angle /?i 

Outlet blade angle fa 

Number of blades 

Stagger angle 

Pitch to chord ratio 

Aspect ratio 

Axial gap to stator chord 

Nominal inlet Mabs 

Nominal exit Mabs 

Nominal inlet Mrei 

Nominal exit Mrei 

Stator 

0° 

67° 

20 

45° 

0.65 

1.92 

0.57 

0.20 

0.84 

-

0.45 

Rotor 

45° 

54.5° 

31 

33° 

0.66 

1.22 

0.84 

0.4 

0.45 

0.69 

Tabelle C.2: E/TU-3 design point conditions 

Stator inlet T0 346 K 

Stator inlet PQ 1.97 bar 

Rotor speed 7800 rpm 

iricorrected 97 (kg • K) / (s • kg) 

Tabelle C.3: E/TU-3 analysis scheme assessment 

®2,stator 

^2,rotor 

Q-l, rotor 

inlet flow velocity, rotor 

Visen 

Total pressure ratio 

[m/s] 

Measured 

-68.3° 

-55.2° 

44.7° 

151.8 

89.9% 

1.77 

88 

Computed 

-67.9° 

-55.34° 

44.5° 

153.9 

.2% (quasi 3D) 

1.78 
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Tabelle C.4: E/TU-4 multistage geometric characteristics 

A 
ft 
Pitch to chord ratio 

Aspect ratios 

Axial gap to stator chord 

Stators 1-3 

15° 

71° 

1.568 

2.38, 2.66, 

0.11 

2.88 

Rotors 1-2 

50° 

72.5° 

1.458 

2.55, 2.77 

0.21 

Tabelle C.5: E/TU-4 design point conditions 

Stator 1 inlet T0 405 K 

Stator 1 inlet P0 2.60 bar 

Rotor speed 7500 rpm 

Mass flow rate 7.5 kg/s 

Tabelle C.6: E/TU-4 analysis scheme assessment 

Si inlet Mach number 

S2a x 

S2 inflow velocity, [m/s] 

S3 a,\ 

S3 inflow velocity, [m/s] 

Ap at S3 inlet [ps/poi] 

Measured I 

0.161 

90.0° 

79.0 

-93.0° 

85.1 

0.43 

[3D) Computed (2D) 

0.152 

97.7° 

70.1 

95.3° 

72.3 

0.39 
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Appendix D 

Flow Solver Details 

In this appendix, the implementation and solution of the governing equations in a time 

marching scheme is presented. In order to maintain a stable flow calculation and to 

capture discontinuities, artificial terms were implemented. An explicit Runge-Kutta 

time-stepping procedure is employed to receive a steady state solution. 

D.l. Integration to steady State 

The discretization of the spatial derivatives transforms Eq. 2.8 into the set of coupled 

ordinary differential equations 

fi^ + TO-DK^O i = l,2,3,...,n (D.l) 

where n is the number of mesh nodes. The residual Q(U) represent the discrete ap

proximation to the convective fluxes. D{U) represents the dissipative and body force 

terms, i.e. the discrete approximation to the viscous fluxes, the artificial dissipation 

terms as well as the quasi 3-D related source term. These equations are integrated in 
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pseudo-time using a five-stage hybrid time-stepping scheme given by 

[/(0) 

[/(I) 

£/(2) 

[/(S) 

JjW 

[/(5) 

jjn+l 

= un 

= uw 

= tf(°> 

= c/(0) 

= tf(°> 

= tf<°> 

= c/(5) 

«i^[W ( 0 ) ) -A>] 

« 4 f [Q(*7<2>) - Z>2] 

«4^ [W (3 )) - A] 

« 5 ^ [Q(t / ( 4 ) ) - D4] 

(D.2) 

where 

Do = L>i = D(K; ( 0 )) 

L>4 = 7^(f/(4)) + ( l -7)^(w ( 2 ) ) 

(D.3) 

Un represents the value of the solution vector at the nth time step and U^ represents 

the values at the qth stage within a time step. The dissipative operator D(U) is 

evaluated only at the first, third, and fifth stages of the scheme, and is employed 

to construct the subscripted Dq operator which represents a linear combination of 

present and previous evaluation of D(U). This scheme represents a particular case of 

a large class of multi-stage time-stepping schemes where the coefficients are chosen 

in order to maintain good stability properties when the viscous terms are dominant, 

and to ensure large damping of high-frequency errors. The values of these coefficients 

are taken as 

0 = 0.56 7 = 0.44 
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and 

an = 1/4 a2 = 1/6 a3 = 3/8 a4 = 1/2 a5 = 1 

D.2. Artificial dissipation 

In principle, the physical viscous terms of the Navier-Stokes equations are capable of 

providing the numerical scheme with the dissipative property necessary for stability 

and capturing discontinuities. However, for high Reynolds-number flows, this can on

ly be achieved by resorting to extremely small mesh spacing throughout the domain. 

Thus, in practice, it is necessary to introduce artificial dissipative terms to maintain 

stability in the essentially inviscid portion of the flow field, and to efficiently capture 

discontinuities. These additional dissipative terms must be carefully constructed to 

ensure that the accuracy of the scheme is preserved both in the inviscid region of 

the flow field where the convective terms dominate, as well as in the boundary layer 

and wake region where the artificial dissipation terms must be much smaller than the 

physical viscous terms. Previous Navier-stokes solutions on highly stretched meshes 

have demonstrated the need for different scaling of the artificial dissipation terms in 

the streamwise and normal directions within the regions of viscous flow. However, for 

unstructured meshes, directional scaling is significantly more difficult to achieve since 

no mesh coordinate line exist. In fact, unstructured meshes have traditionally been 

considered to be truly multi-dimensional isotropic constructions with no preferred di

rection. However, as stated perviously, the efficient solution of high-Reynolds-number 

viscous flows requires the meshes with highly stretched elements in the boundary layer 

and wake region, since the physical phenomena are highly directional in nature. For 

such meshes, even in the unstructured direction and a magnitude of the stret

ching can be defined for each mesh point. This stretching vector, denoted as s need 

not necessarily line up with any of the mesh edges. If the mesh is directly derived from 
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structured quadrilateral mesh by splitting each quadrilateral into two triangles, the 

stretching magnitude and direction may be taken as the aspect ratio and the major 

axis of the generating quadrilateral element for each triangular element respectively. 

In more general cases, the generation of directionally stretched unstructured mesh 

requires the definition of local stretching factors throughout the flow field. These can 

in turn be used to scale the dissipation terms. It is important to note that these 

stretching vectors represent grid metrics which do not depend on the flow solution. 

The artificial dissipation operators on unstructured meshes has previously been 

constructed as a blend of an undivided pseudo-Laplacian, proposed by Holmes and 

Connel [58], and biharmonic operator in the flow field. The pseudo-Laplacian for a 

node is given by 
n 

V2(t/,) = X > M 0 4 - ^) (D.4) 

where k represent all neighbors of node i. The weights wkti are chosen such that 

the pseudo-Laplacian of a linear function will be zero, as would be the case for true 

Laplacian. These weights are defined as 

wkti = 1 + AwkA (D.5) 

where Awk,i are computed as 

AWfc.j = Xx,i{xk - Xi) + XyAVk ~ Vi) (D.6) 

where 

\^xy^y ~~ J-yy-t^x/i 
Xx,i — —JJ J _ 7-2 \ . 

y^xx-Lyy J-xyJi 

— \ xy**'x ~ Ixxftyli /p. „\ 
X-V* ~ (T T _ [ 2 \ . \U-') 

Vxx^-yy *xy)i 
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in the above equations R and / represents the first and second moment of inertia of 

the control volume in each coordinate direction, that is: 

n 

fc=l 
n 

Ki = ^2(yk-yi) (D.8) 
fe=i 

and 

k=l 
n 

Iyy,i = X > f c - V i ) 2 ^ 
fe=l 

n 

Ixy,i = ^(Xk - Xi){yk ~ Vi) 

fc=l 

The biharmonic artificial viscosity term is formed by taking the pseudo-Laplacian of 
n 

VAUi = Y,(V2Uk-V
2Ui) (D.10) 

k=l 

Since the biharmonic operator may be viewed as a Laplacian of a Laplacian, the 

dissipation operator may be reformulated as a global undivided Laplacian operating 

on a blend of flow variables and their differences 

n 

D{U) = J2 ^^KiUi - Uk\) - KA{V2Uk - V2^)] (D.ll) 

where on is 
n 

Oii = ^2 \UenXe + VeTlye I + Q ^ ™*e + Tl^. ( D . 12) 
e=l 

Physically, ai represents the integral, over each cell i, of the maximum eigenvalue 

of the Euler equations in the direction normal to each cell edge. The diffusion term 
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becomes conservative in the U quantities if the average of at and «& is taken. To 

ensure that the artificial dissipation is significant only in the vicinity of shocks and 

oscillations, K'2 is calculated as follows: 

( 4 ) - K 2 ^ r f f c ~ ^ | (D.i3) 

Hence K'2 is proportional to an undivided Laplacian of the pressure, which is con

structed as a summation of the pressure differences along all edges meeting at node i. 

This construction has the required property of being of the order unity near a shock 

and small elsewhere. Ki is an empirically determined coefficient which is taken as 0 

for subcritical flows, and as 1/2 for transonic and supersonic flows. 

D.2.1 Local time stepping 

Convergence to the steady-state solution may be accelerated by sacrificing the time 

accuracy of the scheme, and advancing the equations at each mesh point in time by 

the maximum permissible time step in that region, as determined by local stability 

analysis. Stability limitation due to both convective and diffusive characters of Navier-

Stokes equations must be considered. The local time step is taken as 

At = CFL( *tcAld ) (D.14) 
\Atc + AtdJ

 v ' 

where CFL is the Courant number of the particular time-stepping scheme, and Atc 

and Atd represent the individual convective and viscous time-step limits respectively, 

the convective time-step limit for Euler equation on unstructured meshes is given by 

Atc=— (D.15) 
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where 0, denotes the area of the control volume and Ac represents the maximum 

eigenvalue of the inviscid equations averaged around the boundary of the control 

volume, given by 

n 
X = ^2 \UAB&VAB - VABAXABI + CAB\I^X\B + Ay2

AB (D. 16) 
e = l 

The viscous time-step limit is taken as 

Atd = Kd^ (D.17) 

where Kd is an empirically determined coefficient which determines the relative im

portance of the viscous and inviscid time-step limits in the final expressions, and 

has taken as 0.25 in this work. Ac and \d represent the maximum eigenvalue of the 

convective and diffusive operators, respectively, averaged about the boundary of the 

control volume, which for an unstructured mesh in discrete form is given by 

^ ^ E ^ I A ^ + A ^ ] (D.18) 

where HAB and PAB represent averaged values of viscosity and density along the outer 

edge AB of each element e. 

D.2.2 Implicit residual smoothing 

The stability range of the basic time-stepping scheme can be increased by implicit

ly smoothing the residuals. Thus, the original residuals R may be replaced by the 

smoothed residuals R by solving the implicit equations: 

% = Ri + eV2~R~i (D.19) 
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at each mesh point i, where e is the smoothing coefficient and V2 i?, represents the 

undivided Laplacian of the residuals which has been previously computed using the 

pseudo-Laplacian formulation and the geometrical weights, so that Eq. D.20 may be 

written as: 

Ri = 
R% +e YTj=i wj,iRj 

(D.20) 
1 + c E J = i Wj,i 

For highly stretched structured meshes, the use of individual smoothing coeffi

cients in £ and r\ mesh coordinate directions which vary locally throughout the mesh, 

has been found to improve significantly the convergence rate. The use of locally va

rying smoothing coefficients has the effect of making the scheme more implicit in the 

direction normal to the boundary layers, or normal to mesh stretching direction, and 

less implicit in the tangential direction, the implementation of the implicit residual 

smoothing with locally varying coefficients on unstructured meshes is accomplished 

by rewriting Eq. D.20 as: 

Ri — Ri + £$Ri££ + £r)Ri 7777 (D.21) 

where £ and 77 now represent the directions tangent and normal to the local mesh 

stretching vector, as described in the Sec. D.2. By analogy with the structured mesh, 

and making use a stretch vector [51], the smoothing coefficients are taken as: 

E£ = max 

en = max 

f CFL 1 

\CFL*s 

(CFL s 

Y*(*)) - 1 ,0 (D.22) 

(l§7TI0(s-1)) ,0 

where CFL and CFL* are the Courant numbers of the smoothed and unsmoothed 

schemes, respectively, s denoted the magnitude of the stretching vector, and 0 is 
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calculated from a scaling relation given in [51]. Since Eq. D.21 now contains a direc-

tionally scaled Laplacian, it can be discretized on an unstructured mesh in a manner 

analogous to that employed for the directionally scaled dissipation operator. For eco

nomy the resulting set of algebraic equations are solved by performing only two Jacobi 

iterations. 

D.3. Time-accurate stepping scheme 

For unsteady flow calculations, the time accuracy of the solution is obtained by means 

of a dual time stepping scheme, which is presented in this section. Eqs. D.l can be 

discretized implicitly in time as follows 

Qjii 

where R is the sum of the three flux contributions, and the superscripts denote the 

time step of the calculation. If we discretize the time derivative term with the implicit 

second order Gear scheme, we obtain: 

3 [Un+1Cln+1] - -£- [Unttn] + - j - [CT- 1 ^- 1 ] + R(Un+1) = 0 (D.24) 
2At L J At1 J 2At 

This equation for Un+1 is non-linear due to the presence of the R(Un+1) term and 

cannot be solved directly. One must therefore resort to iterative methods in order to 

obtain the solution. The time integration of the discretized Navier-Stokes equations 

at each time step can then be considered as a modified pseudo-time steady-state 

problem with a slightly altered residual: 
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In this case, the vector of flow variables U which satisfies the equation R*(U) = 0 

is the £/(n+1) vector we are looking for. In order to obtain this solution vector, we 

can reformulate the problem at each time step as the following modified steady-state 

problem in a fictitious time, t* 

^ + R*(U) = 0 (D.26) 

to which one can apply the fast convergence techniques used for steady-state cal

culations. Applying this process repeatedly, one can advance the flow field solution 

forward in time in a very efficient fashion. 

The time discretization of Eq. D.24 is fully implicit. However, when solved by 

marching in t*, stability problems can occur when the stepping in the fictitious time 

t* exceeds the physical one. This generally occurs in viscous calculations where core 

flow cells are much bigger than those close to solid walls. Based on a linear stability 

analysis, the stepping in t* must be less than At* where 

ACa* = m i n ' , 2CFL* A ' 
(D.27) 

After limiting the time step to At*max, the scheme becomes stable and the physical 

time step At can be safely chosen solely on the basis of the accuracy requirement. 
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