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ABSTRACT 

Aerodynamic Inverse Design of Airfoils in Two Dimensional Viscous Flows 

Raja Ramamurthy 

An aerodynamic inverse design method for viscous flow over airfoils is presented. 

In this approach, pressure distribution on the airfoil surfaces are prescribed as design 

target and the airfoil geometry is modified so as to reach the desired shape. In the 

design method, the walls are assumed to be moving with a virtual wall velocity that 

would balance the current momentum flux with the target pressure distribution; this 

virtual wall velocity drives the airfoil geometry to the shape that would produce the 

target pressure distribution where it would asymptotically vanish. This method was 

extended to address multi-point design and multi-element airfoils, and to use the 

pressure distribution of the airfoil suction surface as design variable. The approach 

is consistent with the viscous flow assumption and is incorporated into the governing 

equations which are expressed in an Arbitrary Lagrangian-Eulerian form, and are 

solved in a time accurate fashion. A cell-vertex finite volume scheme of the Jameson 

type is used for spacial discretization and time integration is performed by dual time 

stepping. Baldwin-Lomax turbulence model is used for turbulence closure. The 

validation of this approach is carried out for NACA 4-digit and 5-digit. airfoils and 

RAE 2822 airfoil in transonic flow regime. The redesign cases include NACA 5-digit 

and 4-digit airfoils, the latter design experiencing large separation, RAE 2822 airfoil 

in transonic regime, multi-element airfoil and a dual-point design case. 
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Chapter 1 

Introduction 

Simulating viscous fluid flow using the Reynolds Averaged Navier Stokes (RANS) 

equations is now the most common tool for determining quantitatively the flow physics 

and properties in many industrial flow applications. One of the key interests in the 

aircraft industry is the performance of wings in flight and state of the art numerical 

simulations are now being used to analyze the designed planforms. With the advent 

of higher computing powers, designers can use Computational Fluid Dynamics (CFD) 

as a tool along with their experience, to design an airfoil that would provide optimal 

performance at specified flow condition(s). However, the design lead time will be 

too long, and the resulting performance will depend almost entirely on the designer's 

experience. 

Today, there are design methodologies at the designer's disposal that can be 

used to improve the performance of a given wing or airfoil. The design trends are 

well detailed by Dulikravich [1]. One of the design methods being implemented is 

numerical optimization, where the airfoil geometry parameters are modified itera-

tively using an optimization method in order to satisfy certain objectives. Although 

optimization method is flexible in aspects of performing multi-objective and multi-

disciplinary problems simultaneously and can be coupled with any kind of flow solver 

1 



to achieve a certain objective function(s), the implementation requires high com­

puting resources to reach the target shape that would satisfy the specified objective 

function in a reasonable time. The other method that is being implemented is the 

adjoint method / control theory which is beneficial when optimizing a large number 

of design variables. However, the implementation also requires some initial number 

of analysis runs which again leads to utilization of computational resources. Also if 

the objective function contains multiple minima, then the adjoint approach based on 

gradient technique will converge to the nearest local minimum without searching for 

the global minimum. One of the direct approaches available to the designer is inverse 

design where the designer could provide a physical target, pressure or Cp distribution 

and the inverse design method would provide an airfoil shape that satisfies the target. 

This is a one shot approach as the airfoil shape is driven by the difference between the 

available and target Cp distributions and the flow7 governing equations are modified 

in such a way that the corresponding shape and performance are obtained as part of 

the solution. This reduces both time and computing resources as compared to other 

design tools and the designer is sure to reach a final airfoil shape that would provide 

the desired performance. It is quite evident that the target distributions have to be 

physical, otherwise a solution may not be reached or may not be physical. 

The main objective of this work is to develop an inverse aerodynamic design 

method suitable for external flow applications, starting from a recent inverse method 

that was developed for internal flow applications. The inverse method and the un­

derlying CFD method are modified to accommodate external flow features, a new 

set of inverse design variables is introduced and inverse design in the context of dual 

or multi-point design is developed. The inverse method is first validated and then 

it is applied to several design cases that demonstrate the robustness, usefulness and 

flexibility of this method in designing different types of airfoils under different flow 

conditions. 
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1.1. Inverse design approach 

1.1.1 Previous investigations 

Two-dimensional inverse design method dates back several decades and has been un­

der implementation for long as this was one of the first design tools that the designers 

developed. The method of obtaining an aerodynamic profile having a desired pressure 

distribution was first developed by Lighthill [2] wherein the incompressible potential 

flow equations were solved by conformally mapping a profile on a unit circle. This 

method was extended to compressible flow equations by McFadden [3]. Garabedian 

and Korn [4] used hodograph plane to design airfoils in transonic flows. The method 

of Tranen [5] uses the integrated surface velocities obtained from specified pressure 

distributions to obtain a surface potential and then potential flow equations are solved 

with a Dirichlet boundary condition. The geometry movement is determined from 

the computed normal velocity through the surface. The extension of this method 

to three dimensions was implemented by Henne [6]. Garabedian and McFadden [7] 

solved inverse problem in three dimensions where potential flow functions were solved 

using an artificial time-dependent equation and the airfoil surface is treated as a free 

boundary. This is not a comprehensive list of achievements in inverse design upto the 

early eighties wherein potential flow and (or) Euler equations were solved, it gives 

an outlook of the implementation of the inverse design method in time. The current 

review focusses on inverse methods that include viscous flow features as a part of the 

method and (or) the analysis. 

Although the inverse method carried out in earlier stages [8], used Navier-Stokes 

equations for analysis, which would yield more accurate pressure distributions, there 

are traces of potential flow elements in the design problem. Even with the possibility 

of incorporation of boundary layer equations and the interaction coupling procedures 
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in the inverse design formulation, the implementation is effective in only cases of at­

tached flows or flows with weak separation and shocks. The design code developed 

in [9] also incorporates full potential equations for the inverse methods along with 

boundary layer coupling. A full viscous inverse method has been implemented [10] 

where the difference in velocity distributions between the target and current is used 

to drive the airfoil geometry, the velocity being derived from potential flow equa­

tions. The PROFOIL code [11, 12, 13, 14, 15] which is a dedicated inverse tool has 

been developed based on conformal mapping and uses the panel method coupled with 

boundary-layer scheme to analyze the characteristics of resulting airfoils, the main 

ability of having the capability to perform multi-point design. Approach for multi­

point design [16] following the Modified Garabedian-Mcfadden method has also been 

successful for the inverse design procedure. The method of Milholen [17] is a very 

detailed and effective approach, especially in the leading edge section as it is based 

on streamline curvature principles. As can be inferred from the above mentioned pro­

cedures wherein potential flow equations, Euler equations along with boundary layer 

coupling were solved, and even in cases of Navier-Stokes analysis, the results obtained 

would only be approximate in cases of Low Reynolds number flows, flows with con­

siderable separation and flows with shocks where viscosity and compressibility effects 

have a significant impact on the solution. 

1.1.2 Present implementation 

The implementation presented in this work is consistent with the viscous flow assump­

tion and the airfoil geometry moves with a virtual wall velocity that is computed from 

the balance of momentum fluxes that arise due to the difference between the current 

and target pressure distributions. The inverse method is incorporated into a time 

accurate solution of the Reynolds-averaged Navier-Stokes equations, expressed in an 

Arbitrary Lagrangian-Eulerian form to account for mesh movement. Daneshkhah 
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and Ghaly [18, 19, 20] implemented the design methodology for internal flow applica­

tions, and used it in the redesign of the VKI-LS89 transonic turbine vane [20]. In this 

work, the design method is developed for external flow application and is validated 

and applied to redesign airfoils in 2D viscous flow. The method is also extended to 

accommodate design of high lift devices and to address dual and multi-point design. 

1.2. Flow analysis 

The flow equations are solved in two dimensions using Reynolds-averaged Navier-

Stokes (RANS) equations. The Baldwin-Lomax turbulence model [21], is adapted 

for unstructured meshes [22] for turbulence closure. The governing equations are 

discretized in space by second order cell-vertex finite volume method of Jameson's 

type on a fully unstructured triangular mesh [23]. An explicit Runge-Kutta time 

marching is carried out to obtain a steady state solution. Local time stepping and 

implicit residual smoothing are employed to ensure stability and convergence accel­

eration. Riemann invariants at far field boundaries and no slip condition at walls are 

employed as boundary conditions. For the inverse methodology, the governing equa­

tions are modified so as to incorporate movement of the wall and hence the deforming 

mesh. For this, Arbitrary Lagrangian-Eulerian (ALE) formulation is employed where 

the grid velocities due to the moving mesh is computed from the Space Conservation 

Law (SCL) [24]. A time accurate scheme using dual time stepping is implemented 

and marching in physical time is done after every design step. 

1.3. Thesis outline 

This memoire consists of five chapters including the introduction. The second chap­

ter describes the numerical implementation giving the flow governing equations and 

the ALE formulation. Chapter three gives a detailed overview of the inverse design 
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formulation and its implementation along with different choices of design variables 

as well as general design considerations. Chapter four presents the validation of the 

design method for NACA 0012 and NACA 2412 airfoils and the application of the 

design method to redesign different airfoils. First, NACA 23012 airfoil has been re­

designed to increase the L/D ratio. The second case investigates NACA 2412 airfoil 

at high angle of attack in the presence of massive flow separation. The third case 

is the redesign of RAE 2822 airfoil in transonic flow regime wherein the location of 

shock is moved in the downstream direction to reduce drag. The fourth case consists 

of redesign of a multi-element NLR airfoil. The final case is presented for a dual-point 

design where NACA 2412 airfoil has been redesigned to simultaneously satisfy target 

design profiles at two different operating points. The final chapter summarizes the 

main achievements and provides some recommendations for future work. The main 

text is followed by two appendices that complement the work. Appendix A gives the 

implementation of the time-accurate RANS equations using CFD and Appendix B 

presents a brief overview of the Baldwin-Lomax turbulence model. 
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Chapter 2 

Numerical Implementation 

In this chapter, the numerical implementation of the governing equations is presented. 

The governing equations are discretized using a cell-vertex finite volume approach and 

are solved in a time accurate manner using an Arbitrary Lagrangian-Eulerian (ALE) 

formulation. Baldwin-Lomax turbulence model was implemented for turbulence clo­

sure. It is to be noted that, although the numerical approach uses a time accurate 

method to design the airfoil, that solution corresponds to a target steady state pres­

sure distribution that is reached asymptotically. Marching in physical time is done 

so as to eliminate any temporal errors that may arise due to the movement in airfoil 

geometry and also to increase the convergence rate of the design problem. 

2.1. Governing equations 

The fluid motion is described by the Reynolds-averaged Navier-Stokes (RANS) equa­

tions. The conservative form of the governing equations is written as 

dU | d(F - Fv) { d{G - Gv) _ Q 

dt dx dy ' ' 

and with the inclusion of grid velocities, the governing equations take the form 
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where 

dU_ d(F - Fc_ 

dt dx 
9 t'v) 8{G -Gg- Gv) 

dy 
(2.2) 

U = 

p 

pu 

pv 

. pe . 

, F = 

F9 = 

pu 

pv2 + p 

puv 

puH 

pUg 

PUUg 

pVUg 

pCUg 

, G = 

, Gg = 

pVg 

PUUg 

pVVg 

pevg 

pv 

puv 

pv2 + p 

pvH 

(2.3) 

(2.4) 

Fv = 

i xy 

Txxu + TXVV + k-7T-dT 
xy ' dx 

Gv 
iyx 

'yy 

TyxU + TyyV + k ^ 

(2.5) 

p = ( 7 - l)p e — 
u2 + v2 

(2.6) 

H = e + P 

P 
(2.7) 

7 is the constant specific heat ratio assuming a perfect gas relation. By considering 

Newtonian Fluid defined by two viscosity coefficients A and p, the stresses are given 

as 

= p(drfJ+dJ\fl) + \(5lJ(^-^)) (2i 



where \i represents the combination of both laminar [jii] and turbulent (/j,t) viscosities. 

The value of A is taken from the Stokes relation A = — | / i . 

The flow quantities are non dimensionalized with total pressure and/or temper­

ature and the spacial variables with a reference length. 

p T u v p 

Po' To' ' y/KT* JWr* ' p0/RT( 0 

x V t u ,„ „x 

x = —, y = y-, t = —, 11 = — (2.9) 
<ref ^ref ^ref l^ref 

where lrej is equal to the chord of the airfoil. 

2.2. Boundary conditions 

The two boundary conditions that are commonly used for the external flow around 

bodies are the wall and the far-field boundary conditions. 

Far-field boundary 

Far-field boundary conditions are the ones where the flow enters or leaves the compu­

tational domain. They are generally located far from the airfoil so that free stream 

conditions can be considered. The formulation implemented here is derived from the 

method of characteristics where Riemann invariants [25, 26, 27] are used to describe 

the flow, which are given as 

R\ = vn + -^— (2.10) 
7 - 1 

R2 = vn - - ^ - (2.11) 
7 — 1 

where vn is the velocity normal to the boundary surface and c is the speed of sound. 

Since this is a two dimensional case, the pressure p and the surface tangential velocity 

vt are the third and fourth properties that describe the remaining acoustic waves. 
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Subsonic inflow 

This condition corresponds to three incoming and one outgoing characteristic wave 

along the boundary. The outgoing wave is directly extrapolated from the interior 

of the domain while the three incoming waves are computed from the free stream 

conditions. Free stream pressure, surface tangential velocity and Eq. 2.10 are used 

to describe the incoming waves and Eq. 2.11 is taken as the outgoing wave, which 

are expressed as 
Or.-.. , 

(2.12) 

(2.13) 

7 - i 

where subscript inf refers to the free stream conditions and i refers to the interior 

value. By adding and subtracting equations 2.12 and 2.13 we get 

Rinf 

Ri 
2q 

= u " i „, i 

Rinf + Ri (2.14) 

at = (Rinf - Ri)^-^ (2.15) 

where vnb and cb refer to the surface normal velocity and speed of sound on the 

boundary itself. The remaining two characteristics are 

^ = W W Pb=Pinf (2-16) 

These three equations, namely 2.14 to 2.16, describe the boundary properties from 

which temperature, density and other properties are calculated. 

Subsonic outflow 

This condition corresponds to three outgoing and one incoming characteristic wave. 

Again the outgoing characteristics are directly extrapolated from the interior of the 
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*Hnf — vnln! 

Ri = Vni + -

7 - 1 

2c, 
1 

domain and the incoming wave is taken from the free stream condition. Pressure, 

surface tangential velocity and Eq. 2.11 are used to describe the incoming waves and 

Eq. 2.10 is taken as the outgoing wave which are expressed as 

(2.17) 

(2.18) 
7 - 1 

By using the methodology as described for subsonic inflow, the boundary properties 

are calculated. 

Solid wall boundary 

For steady state analysis, this condition is represented by using no slip condition 

meaning setting the velocities at the wall to zero. In case of moving wall the velocity 

at the wall becomes equal to the virtual velocity (described in Chapter 3). 

2.3. Arbi trary Lagrangian-Eulerian formulation 

Arbitrary Lagrangian-Eulerian (ALE) formulation is an approach to solving problems 

with moving boundaries and yet using the Euler frame of reference. This is useful for 

the analysis of flexible boundary and moving wall. The ALE differential form for the 

conservation equations are determined by replacing u and v in the convective terms 

with the relative velocity (u — ug,v — vg). The modified equations are given as 

g + O?-^) . (^) + p.(W) = 0 (2.19) 

^ T 1 + ((? " %)3)(Pf) =Pb-^P + ,^V + ^.P) (2.20) 
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< M + ( ( ? - v£). v*)(pe) = - p ( v \ ? ) + v \ ( * v T ) + <f> (2.21) 

where b represents the body forces and 4> represents mechanical energy dissipation. 

By substituting vg — 0 we get the Eulerian formulation. In the ALE formulation, the 

nodes on the body move at the speed of deformation. The rest of the nodes move in 

an arbitrary fashion to incorporate the wall movement but in a way such that mesh 

crisscrossing does not occur and the space conservation law is respected. 

2.4. Space conservation law 

The movement of the coordinate system results in additional conservation equation 

that needs to be satisfied simultaneously. The law follows the principle that the 

integral Vg.ndF equals the volume change of the control volume. For a uniform flow 

with zero velocity, the integral form of the continuity results in the Space Conservation 

Law (SCL) equation: 

j J ! dQ+ i \^g.ndT = 0 (2.22) 

where Vg = (ug, vg) is the cell face velocity, n = (nx, ny) is the cell face normal vector, 

Q is the control volume and T is the control surface. Not respecting the above relation 

leads to artificial sources and sinks leading to instabilities [24]. 

2.5. Additional driving terms 

From discretizing the mass conservation equation using the ALE formulation, addi­

tional source term arises which is expressed as 

Ap = 5>V.n - (ptn + P~)}^ (2.23) 
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The first term in the right hand side of Eq. 2.23 is the residual for a fixed mesh. 

The second and third additional terms are obtained due to mesh movement. The 

convective fluxes must be measured by subtracting the mesh velocity from the fluid 

velocity. The convective fluxes entering the control volume cause a variation of mass 

in the control volume, which is the product of density x volume. 

In the inverse method, the two additional terms converge to zero as steady 

state is reached. It could be concluded from this that the presence of those terms 

is not necessary for steady computations, as proposed by Demirdzic and Peric [24]. 

However, experience has shown that these additional terms are essential for obtaining 

a satisfying convergence rate of the computations at transonic flow conditions with 

shocks [28, 29]. 
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Chapter 3 

Inverse Design Methodology 

In this section, the inverse design methodology is detailed. The method follows the 

principle that as long as there is a pressure difference existing between the target 

and current pressures, the airfoil moves with a virtual velocity that tends to zero 

as the difference approaches zero. This virtual velocity that drives the airfoil shape 

to the one w7hich would produce the target pressure, is proportional to the pressure 

difference and is derived from a balance of momentum fluxes on the airfoil surface. The 

implemented scheme is a time accurate solution of the RANS equations wherein the 

governing equations are solved in Arbitrary Lagrangian-Eulerian (ALE) formulation 

so as to take into account the movement of the airfoil and hence the deformation of 

the mesh. The target performance is prescribed by specifying the target pressures on 

the pressure and suction surfaces or suction pressure and thickness distributions. 

3.1. Inverse design formulation 

In the inverse methodology formulated by Daneshkhah and Ghaly [18], the airfoil 

virtual velocity distribution v = (uv,vv) is derived from the momentum flux balance 

between the target pressure distribution on a fixed airfoil and current pressure dis­

tribution on an airfoil with moving walls. When the airfoil is moving with a virtual 
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velocity, the momentum flux in the Navier Stokes equations takes the form 

F = 
(puvuv + p) nx + (puvvv) ny 

(puvvv) nx + (pvvvv + p) ny 

(3.1) 

where n = (nx,ny) is the vector normal to the airfoil surfaces. The virtual velocities 

are computed by equating the momentum flux on the moving wall with that prevailing 

at the target state. This is the state where the airfoil has the shape that corresponds 

to the target pressure distribution and hence the virtual velocities asymptotically 

reach zero and thereby the target momentum flux yields 

F d = 
(pdn1 

(pdny 

(3.2) 

By equating the above two fluxes Eq. 3.1 and Eq. 3.2, the virtual velocity components 

in x and v directions are found. 

= ± n: \P — P| 

Tit P 

U = V (3.3) 

The signs of the virtual velocities are chosen such that positive virtual velocities 

exist when there is positive pressure difference between target and current pressures 

and vice versa. Then the virtual wall velocity in the direction normal to the wall is 

computed as 

v • n (3.4) 

It is required that the virtual velocities computed be heavily under-relaxed so as to 

ensure the stability of the problem. This is expressed as 

uj = e • ; i / c )v / |Ap | / P (3.5) 
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where cis the speed of sound and e is a constant whose suggested value falls between 

0.1 - 0.2 for subsonic cases and about 0.05 for transonic cases. 

The wall displacement Ss is proportional to v%, but is in the opposite direction 

so as to counter this virtual velocity and thereby driving it to zero. Therefore Ss is 

given as, 

Ss = —u v^ St (3.6) 

where CJ is the relaxation factor obtained from stability criterion and St is the user 

defined physical time step. The airfoil shape is modified by adding Ss to the current 

shape. The airfoil movement is represented schematically in Fig. 3.1. The result­

ing airfoil is scaled back to the original chord length. The new camberline is now 

computed from the modified geometry and in order to have a smooth profile, it is 

recommended to smooth the camberline by applying the following elliptic form. 

U = fj+"s[\fj+i ~ fM+i ~ fi) + I /J-I - fM-* - fi)] (3-7) 

where j refers to the discrete points on the airfoil camberline. A typical value for the 

smoothing coefficient LOS is 0.2 for subsonic case. It is also recommended to modify 

the smoothing coefficient with the amount of displacement Ss. For generating new 

suction and pressure surfaces for cases having design variables as p~ and thickness dis­

tribution, the prescribed thickness distribution is now applied to the new camberline 

as follows: 

f(x)neW = f(x)M ± 0.5(<$S+ + Ss') (3.8) 

y(x)iw = f(x)new±0.5T(x) (3.9) 

In the case of p+ and p~ design case, the thickness distribution is smoothed in a 

similar manner before computing the camberline so as to ensure a smooth profile, 

and depending upon the case, camberline smoothing may be avoided. After the new 
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geometry is obtained, the design constraints are enforced, as detailed in the next 

section, to get the final shape. 

The next step is to displace the computational grid according to the wall move­

ment. In the present implementation, this is done by using transfinite interpolation as 

it has the ability to displace the grid at a relatively low computational cost. The grid 

movement is represented in Fig. 3.2. From this grid movement, the grid velocities 

are calculated using the Space Conversation Laws (SCL) which is in turn substituted 

into the flow governing equations [30]. 

It is interesting to note that the present inverse formulation works well for 

inviscid as well as viscous flows although, in Eqs. 3.1 and 3.2, the viscous terms 

were neglected, and the balance of convective terms only was used to move the wall 

towards a shape that satisfies the target pressure distribution [29]. It is believed that 

this is due to the fact that all the studied cases correspond to high Reynolds number 

flows where the drag coefficient is about two order of magnitudes smaller than the 

lift coefficient. 

3.2. Design constraints 

A completely arbitrary choice of target pressure distribution does not necessarily mean 

that the inverse design problem is well posed. As described by Mangier [31], Lighthill 

[2] and later on by Volpe et al. [32], there are three integral constraints relating 

target pressures and free stream conditions that need to be satisfied to ensure a well 

posed problem. Otherwise, w7e may end up with a trailing edge crossover or an open 

airfoil or in any unrealistic configuration. In the present implementation this is taken 

care of by solving the inverse problem between 0.5% to 2% and 98% to 99.5% of the 

chord while the remaining parts fall near the leading and trailing edges are solved in 

analysis mode. To ensure the profile smoothness at the transition points, the slope of 
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Figure 3.1: Schematic representation of wall movement 

Figure 3.2: Schematic representation of grid movement 

18 



the camberline and the airfoil thickness are matched with those prevailing from the 

design region. 

3.3. Design variables 

In external flow, it is easier to follow the non-dimensional pressure coefficient (Cp) 

curve for performance which directly relates to pressure distributions on pressure and 

suction surfaces. Given a pressure distribution at a design point, an experienced 

aerodynamicist can vary the pressure distribution on the airfoil surfaces so as to get a 

prescribed performance (for e.g. increase in lift coefficient). This new pressure distri­

bution is given to the inverse module as target pressures. The present implementation 

allows the designer to get the airfoil shape that corresponds to the prescribed pressure 

distributions. 

There are different choices of design variables available to the designer to work 

with and the remaining flow variables are calculated as a part of the inverse design 

solution 

Case 1: Pressure distribution on the airfoil suction and pres­

sure surfaces 

In this choice of design variables, the designer prescribes the pressures on both the 

suction and pressure surfaces. The difference between the target and the current 

pressure distribution is then used to compute the wall virtual velocities. This ap­

proach works very well from an aerodynamics view point, however, special attention 

should be given to the thickness distribution which is left as a part of the solution 

and thereby could pose a problem from a structural design point of view. 
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Case 2: Pressure difference across airfoil surfaces and its thick­

ness distr ibution 

The second choice of design variables developed by Daneshkhah and Ghaly [18] that is 

available to the designer is to specify the pressure difference between the pressure and 

suction surfaces Ap^ and the airfoil thickness distribution. Translation of the pressure 

difference to the target pressure distribution on pressure and suction surfaces is done 

as follows 

Pavg = ^(P+ +P~) 

Pd = Pavg + g APd (3-1 0) 

1 A 
Pd = Pavg ~ ^ &Pd 

where p± are pressure distributions obtained from time-accurate solution during the 

design process. In some cases Eq. 3.10 may result in a non-physical value (p j > 1) 

during the design process. In such cases the target pressure distributions can be 

taken as follows, given the fact that the pressure distribution on pressure side is less 

sensitive to changes in geometry. 

Pd =P+ 

pj=p+-£pd (3.11) 

Case 3: Airfoil suction surface pressure and thickness distri­

butions 

A new choice of design variables implemented in this work is prescribing the suction 

surface pressure distribution along with the thickness distribution. The suction side 

20 



pressure is chosen here as the primary design variable as this surface predominantly 

dictates the performance of the airfoil. Also working with this surface pressure, gives 

more control on the flow over the airfoil such as weakening of a shock or reducing a 

flow separation region, which can result in a performance improvement. Since, not 

much of a change is expected on the pressure surface, the pressure from the analysis 

step is used as the target pressure. This means that no virtual velocities exist on the 

pressure surface and hence no design is being done, thereby keeping the number of 

design variables constant. 

3.4. Inverse design algorithm 

The inverse design algorithm is shown in Fig. 3.3. The inverse design module starts 

from a semi-converged or a fully converged solution on an initial geometry where the 

target pressures are read. The difference between the target and the current design 

pressures are used to compute the virtual velocities Eq. 3.3 (which exist at the first 

design step) which in turn are translated into displacements Eq. 3.6 that modify the 

airfoil geometry. The next step is to adjust the computational grid using transfinite 

interpolation. The grid velocities are then computed from space conservation law 

[24] Eq. 2.22. The grid velocities are added on to the governing equations and the 

analysis module is executed until the residuals reach a certain convergence level. In 

the analysis module unsteady RANS equations are solved in ALE form. The design 

and target pressures are compared and the whole process is repeated until the L2 

norm of the grid displacements are decreased to the tolerance values which ensures 

that the airfoil is not moving and steady state condition is asymptotically reached. 
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3.5. Dual and multi-point inverse design algorithm 

The inverse design methodology started with the sole purpose of improving the airfoil 

performance at a prescribed design condition (for e.g. cruise condition). Often it is 

noticed that this improvement is achieved at the cost of reduced performance at 

other flow conditions, say off-design conditions. To bridge the gap between the two, 

an effort was made to take the concept of design process one step further and a new 

multi-point inverse design concept is developed. 

For a description of the dual point design procedure, an airfoil geometry is 

analyzed at two target design conditions. Then, two target Cp distributions are 

given, due to which two virtual velocity distributions in each x and y directions are 

obtained namely u\, v\, v% and v%,- Both of these distributions are merged into one 

by providing weight w-\ and w-i = 1 — w\ for each design condition (for example, if 

improvement needs to be concentrated at design condition one, then a higher value 

of weight is assigned to condition one) as shown below. 

uv
w = wi * u\ + w2 * u\ (3.12) 

v"w = wi * v\ + w<2 * v% (3.13) 

Using the above weighted virtual velocity distributions, the airfoil geometry is modi­

fied and is analyzed again to get revised Cp distributions at the two specified design 

conditions. The whole process is repeated till the L2 norm of grid displacements goes 

down to the prescribed tolerance value. It should be noted that since a weighted wall 

velocity approach is used, the design distributions may not always fall on top of the 

target. A flow chart for this process is given in Fig. 3.4. 
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Figure 3.3: Computation algorithm for inverse design 
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Figure 3.4: Flow chart for Dual point Design 
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Chapter 4 

Validation and Redesign Cases 

In this chapter validation of the inverse design methodology and its application to 

the redesign of airfoils are presented. These redesign cases are NACA 23012 airfoil 

to improve performance, NACA 2412 airfoil to reduce separation at a relatively high 

angle of attack to show the capability and the robustness of the method, RAE 2822 

airfoil in transonic flow conditions and the redesign of a multi-element airfoil. Finally, 

the implementation was also modified to accommodate multi-point design, and was 

demonstrated on a NACA 2412 airfoil. These test cases show the ability of the inverse 

method to accomplish different tasks efficiently and accurately. 

4.1. Inverse design validation 

In this section, the inverse design methodology is validated for a NACA 4-digit airfoil. 

Initially NACA 2412 and 0012 airfoils are analyzed at Mach number of 0.52 and 

angle of attack (AOA) of 4°. The NACA 4 digit airfoils have a finite thickness at the 

trailing edge. However the present calculations are carried out on a sharp edge airfoil 

that is obtained by extrapolating the thickness profile until a sharp trailing edge is 

reached and the the airfoil is then re-scaled to have a prescribed maximum thickness 

and chord of one. The numerical and experimental values [33] of the lift and drag 
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Table 4.1: Computed Values Vs Experimental Values for NACA 0012 airfoil, Minj = 
0.5, AOA = 4°, Re = 2 millions 

Lift coefficient (q) 
Computed Experimental 

0.445 0.458 

Drag coefficient ( Q ) 
Computed Experimental 

0.0096 0.0113 

Table 4.2: Design Values Vs Target Values for Validation Case 1: NACA 0012 to 
NACA 2412, Mmf = 0.5, AOA = 4°, Re = 2 millions 

Lift coefficient (q) 
Design Target 
0.650 0.669 

Drag coefficient ( Q ) 
Design Target 
0.0105 0.0106 

coefficients for NACA 0012 airfoil are given in Table 4.1. 

To validate the inverse design, NACA 2412 airfoil was analyzed at the same 

conditions, and the pressure distributions calculated on the suction and pressure sides 

are prescribed as target and the initial airfoil shape is that of the NACA 0012 airfoil. 

The inverse design was started from the fully converged solution of NACA 0012 airfoil 

and the target Cp distribution was achieved in about 600 design steps. The L2-norm 

of the grid displacements went down to 10 ~4 which indicated that the airfoil has 

reached the shape that corresponds to the prescribed pressure distribution. After 

every physical time step, the geometry is modified and the solution of the stationary 

problem is converged to 10~~6, which was achieved in around 200 pseudo-time steps. 

Figures 4.1 and 4.2 present the initial, target and design airfoil geometry and pressure 

distributions, respectively, where it can be seen that the NACA 2412 profile as well 

as the Cps are matched rather well. The design value of q and Q compared with the 

target ones is given in Table 4.2. 

The second validation case was carried out using the suction surface pressure 

distribution and thickness distribution as design variables (design case 3 in Chapter 

3). AGARD AR 138 test case 1 [34] is chosen. NACA 0012 is analyzed at 11.74° 
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Table 4.3: Computed Values Vs Experimental Values for NACA 0012 airfoil, Minf = 
0.299, .40.4 = 11.74°, Re = 1.86 millions 

Lift coefficient (q) 
Computed Experimental 

1.088 1.075 

Drag coefficient (cd) 
Computed Experimental 

0.0386 0.0200 

Table 4.4: Design Values Vs Target Values for Validation Case 2: NACA 0012 to 
NACA 23012, Mmf = 0.299, ,40.4 = 11.74°, Re = 1.86 millions 

Lift coefficient (Q) 
Design Target 

1.22 1.25 

Drag coefficient (cd) 
Design Target 
0.0321 0.0323 

angle of attack, a Mach number of 0.299 and a Reynolds number of 1.86 millions. 

The c.\ and cd computed against the experimental values are given in Table 4.3. The 

lack of agreement in the value of drag coefficient is due to large separation at the 

trailing edge section which cannot be properly accounted for in the Baldwin-Lomax 

turbulence model. The suction side Cp distribution along with thickness distribution 

of NACA 23012 airfoil analyzed under the same conditions are prescribed on the fully 

converged solution of NACA 0012 airfoil and the target Cp was achieved in about 

750 design steps. All other inverse design parameters were the same as that of the 

previous case. Figures 4.3 and 4.4 show the initial, target and design airfoil geometry 

and Cp distributions respectively. The comparison of values between the design and 

target are given in Table 4.4. 

The third validation case is is that of a transonic flow7 over the RAE 2822 airfoil 

which has been analyzed at Mach no. = 0.725, AOA = 2.92°, Re = 6.5 millions, see 

AGARD AR 138 section A-6, test case 6. For this upstream Mach number, there 

is a transonic bubble on the suction side and a shock has been observed between 50 

and 60 percent chord. The computed lift, and drag coefficients are compared with the 

experimental values in Table 4.5. For the inverse design process, NACA 0012 airfoil 
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Table 4.5: Computed Values Vs Experimental Values for RAE 2822 airfoil, Mmj = 
0.725, AOA = 2.92°, Re = 6.5 millions 

Lift coefficient (q) 
Computed Experimental 

0.782 0.743 

Drag coefficient (cd) 
Computed Experimental 

O.Offl 0.0127 

Table 4.6: Design Values Vs Target Values for Validation Case 3: RAE 2822 to NACA 
0012, Mmf = 0.725, AOA = 2.92°, Re = 6.5 millions 

Lift coefficient (Q) 
Design Target 
0.466 0.444 

Drag coefficient (cd) 
Design Target 
0.01644 0.01340 

was analyzed under the same flow conditions and the pressure distribution obtained 

was chosen as the target distribution where a shock appears on the suction side and 

is located between 30 and 40 percent chord. Inverse design was started from a fully 

converged solution of RAE 2822 airfoil and the pressure distributions on pressure 

and suction surfaces of NACA 0012 were applied as target. The final airfoil shape 

corresponding to NACA 0012 was achieved in around 1200 design steps where the Li 

norm of grid displacements went down to 2x10 ~4. The number of design iterations 

is high when compared to the subsonic flow cases as the under-relaxation factors 

were kept low in order to maintain the stability of the problem and to eliminate any 

waviness that may occur in the shock region. Figures 4.5 and 4.6 show the initial, 

target and design airfoil geometries and Cp distributions respectively. The design 

values of Q and Q are compared with the target values in Table 4.6; given that this 

is a transonic case, the agreement is rather fair. 

Based on the above validation results, the inverse method is applied to the 

redesign of several airfoils in the following sections. 
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Table 4.7: Redesign of NACA 23012 airfoil: Mmf = 0.52, AOA = 4°, Re = 2 millions 

Lift coefficient (q) 
Design Original 
0.710 0.602 

Drag coefficient, (cd) 
Design Original 
0.0118 0.0109 

Lift/Drag (q/cd) 
Design Original 
59.839 55.229 

4.2. Redesign of NACA 23012 

NACA five digit airfoil 23012 was chosen as a redesign case and it was analyzed at 

free stream conditions of AOA of 4°, Mach number of 0.52 and Reynolds number of 

2 millions. The objective of the redesign is to increase the L/D ratio. The suction 

surface pressure and thickness distributions were prescribed as design targets. The 

flow over the NACA 23012 airfoil was simulated and was used to start the inverse 

design process. The target suction surface Cp was reduced between 10 percent and 

60 percent. Care was also taken such that the target Cp had the same peak near the 

leading edge so that the pressure recovery would be similar to the original airfoil. 

The target Cp was reached in about 550 design steps and the initial, target and 

design Cp distributions are shown in Fig. 4.7. The initial q was computed as 0.602 

and the q obtained for the redesign airfoil was 0.710. This increase of lift coefficient 

can be attributed to the increase of camber of the designed airfoil. The q and ĉ  

values in comparison with the original NACA 23012 airfoil are given in Table 4.7 The 

initial and design airfoil geometry are shown in Fig. 4.8. 

4.3. Redesign of NACA 2412 

The main aim of this redesign case is to apply the inverse method to a separated flow 

case in an attempt to reduce the separated flow region. NACA 2412 was analyzed 

at an AOA of 12°, Mach of 0.39 and Reynolds number of 2 millions. Target Cp was 

chosen such that the flow possesses higher energy upstream of the separation region 
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Table 4.8: Redesign of NACA 2412 airfoil: Minf = 0.39, AOA = 12°, Re = 2 millions 

Lift coefficient (q) 
.Design Original 
1.392 1.250 

Drag coefficient (cd) 
Design Original 
0.0437 0.0517 

Lift/Drag (ct/cd) 
Design Original 
31.805 24.158 

so as to energize the low momentum fluid near the wall and reduce the separation 

region, hence increasing q. Also the peak of the target Cp near the leading edge 

was reduced in magnitude thereby reducing the pressure recovery and hence delaying 

separation. Reduction of peak Cp also leads to lower mach numbers, and transonic 

flow or a weak shock near the leading edge region could be eliminated and thereby 

reducing losses. 

The design was carried out at relatively low relaxation factors due to the pres­

ence of small transonic regime near the leading edge of the airfoil which led to, rela­

tively slow7 but stable design environment. After 920 design iterations the target Cp 

distribution was reached and Fig. 4.9a shows the initial, target and design Cp dis­

tributions. It is seen that the leading edge peak was reduced sufficiently and almost 

matches with the target. The small deviation could be attributed to retaining the 

shape of the leading edge which is enforced as a constraint in the first couple of per­

cent. However, the leading edge did change its orientation so as to match the target. 

As expected the area and magnitude of separation is reduced, as seen in Fig. 4.10. 

The original and designed airfoil geometry are shown in Fig. 4.9b. The design and 

original values of q and cd given in Table 4.8, show an increase in q and a decrease 

in cd. 

Since an angle of attack of 12° can be considered as off-design condition, steady 

state analysis of the redesigned airfoil was carried out at angles of attack varying from 

0° to 14° in steps of 2°. The outcome of this in comparison with the original NACA 

2412 airfoil is shown in Fig. 4.11. It is noticed that the performance of airfoil went 

down at lower angles of attack. This can be attributed to the fact that the redesign 
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was carried out higher angle of attack and thereby increasing the performance in the 

nearby range. To overcome this phenomenon, the dual point redesign is carried out 

as detailed in the last section of this chapter. 

4.4. Redesign of RAE 2822 airfoil in transonic regime 

The objective of this redesign case is to show that the inverse methodology can 

be implemented in cases of strong shock. RAE 2822 airfoil has been taken as the 

test case for this example. Test case 6 of section A-6 AGARD AR, 138 has been 

chosen as the design condition (Mach no. = 0.725, AOA = 2.92 Degrees, Re = 6.5 

millions). A strong shock is found between 50 and 60 percent chord. The Mach 

contour for RAE 2822 for the design flow field is shown in Fig. 4.12. Target Cp 

is chosen such that the shock is moved a small distance downstream of the present 

location with an intension of reducing the shock strength and hence reducing the 

wave drag. Design was started with the fully converged solution of the RAE 2822 

airfoil under the given flow conditions. After 530 design steps the Li norm of grid 

displacements went down to 2 x 10~4. Fig. 4.13 gives the sketch of original, design 

and target Cps after the design process. It is seen that the design Cp is very close the 

target Cp and does not fall right on top of the target at certain locations. A possible 

interpretation of this difference has to do with the resulting airfoil curvature upstream 

of the shock. However, an experienced designer would be able to produce a more 

appropriate target pressure distribution in the shock region, and, the methodology 

would yield an airfoil shape corresponding to the desired distribution. The C[ and Q 

values for the redesigned airfoil show a slight improvement in comparison with the 

original RAE 2822 airfoil, see Table 4.9. The designed airfoil geometry is compared 

with the original RAE 2822 airfoil in Fig. 4.14. 
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Table 4.9: Redesign of RAE 2822 airfoil: Minf = 0.725, ,40.4 = 2.92°, Re = 6.5 
millions 

Lift coefficient (Q) 
Design Original 
0.783 0.782 

Drag coefficient ( Q ) 
Design Original 
0.0109 0.0111 

Lift/Drag (c4/cd) 
Design Original 
71.862 70.459 

4.5. Redesign of a multi-element airfoil 

High lift devices have been under study for a long time. Minor changes in the orien­

tation and (or) gap between the different elements could vary the performance by a 

considerable amount and hence designing them poses a challenging task. The study 

performed here is only to demonstrate the capability of the inverse design method 

that has been extended to accommodate the multi-element system. 

The redesign of the NLR 7301 airfoil with a trailing edge flap was considered. 

The geometric configuration used in this case is that of a trailing flap with a 2.6 

percent gap. The mesh is composed of a structured O/C grid around both the main 

element and trailing edge flap so as to resolve the boundary layer and to capture part 

of the wrake and later the rectangles were cut into two triangles based on minimum 

area to minimize skewness. The distance of the first layer from the wall is such that 

the y+ < 1 in both elements. The rest of the domain was meshed with unstructured 

mesh using Delaunay triangulation. The geometry and experimental data used for 

comparison are given in case A-9 of AGARD AR-303 [35]. For validation of the setup, 

the flow was simulated at AOA of 13.1°, Mach number of 0.185 and Reynolds number 

of 2.51 millions. Fig. 4.15 shows the numerical and experimental Cp distributions 

which are in good agreement. 

For the inverse procedure, the Mach number is higher than the validation case 

and analysis was carried out at free stream conditions of Mach number 0.4, AOA of 3° 

and Reynolds number of 2 millions. The target Cp on the main element was intended 

such that the flow had more acceleration on the suction surface so as to increase the 
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Table 4.10: Redesign of multi element airfoil: Minf = 0AQ,AOA = 3°, Re = 2.51 
millions 

Lift coefficient (Q) 
Design Original 
2.262 2.165 

Drag coefficient ( Q ) 
Design Original 
0.0371 0.0424 

Lift/Drag ( Q / Q ) 
Design Original 
60.75 51.07 

lift. Note that the design procedure was applied to the main element only. Suction 

surface pressure and thickness distributions were specified and the target Cp was 

achieved in about 950 design steps; Fig. 4.16 shows the initial, target and design Cp 

distributions. Care was taken so as to ensure that there is no mesh tangling as the 

mesh movement is different in different sections of the domain due to which transition 

zones were defined so as to ensure even and smooth mesh movement. The initial and 

design airfoil geometries are shown in Fig. 4.17. It is seen that there is no change near 

the trailing edge of the main airfoil and the flapped section and thereby the original 

gap between the main element and flap was maintained. Design values of both Q and 

Cd reflect an improvement over the original ones, moreover, as shown in Table 4.10 

L/D is increased by 20 percent. 

The redesign in this case involved the main element only, however, the method­

ology can accommodate the redesign of three or four element airfoil having both 

leading edge slat and trailing edge flap which mainly contribute to cimax and high lift 

respectively. 

4.6. Dual-point design 

The cases discussed in previous sections focussed on redesigning airfoils at the design 

point. It is also noted that the inverse design concept was conceived to redesign airfoils 

at a single design condition. The inverse design performed in this section involves the 

redesign of an airfoil taking into account two design conditions simultaneously. 

NACA 2412 described in previous section with AOA of 12°, Mach of 0.39 and 
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Table 4.11: Dual point, design of NACA 2412 airfoil - Design condition 1: M m / = 
0.39, AOA = 12°, Re = 2 millions 

Lift coefficient (q) 
Design Original 
1.431 1.250 

Drag coefficient (cd) 
Design Original 
0.0430 0.0517 

Lift/Drag (q/cd) 
Design Original 
33.28 24.18 

Table 4.12: Dual point design of NACA 2412 airfoil - Design condition 2: M m / = 
0.60, .40.4 = 4°, Re = 4 millions 

Lift coefficient (q) 
Design Original 
0.849 0.747 

Drag coefficient (c,i) 
Design Original 
0.0121 0.0113 

Lift/Drag (q/cd) 
Design Original 
69.63 65.99 

Reynolds number of 2 millions was chosen as the first design point and the one 

described with an AOA of 4°, Mach of 0.6 and Reynolds number of 4 millions was 

chosen as the second design point. The first design point can be interpreted as the 

take-off condition and the second to the cruise condition. Following the flow chart 

given for multi-point design in Chapter 3 namely Fig. 3.4, two target Cps at the 

respective design conditions are given. The values given to the design weights are 

w\ = 0.75 and w-2 = 0.25, in other words the off design point is given more weight 

than the cruise condition point, ft is noted that since design is taking place at 

two points simultaneously with higher weight of one over the other, the target Cp 

corresponding to the lower weight may not be completely attained. Figure 4.18 shows 

the initial, target and design Cp distribution at design points 1 and 2. The initial and 

final airfoil geometries are shown in Fig. 4.19. The comparison of q and Q values 

at both design conditions are given in Tables 4.11 and 4.12. Steady state analysis is 

performed on the redesign airfoil for angle of attack ranging from 0° to 16° for both 

the design conditions and the comparison of the performance parameters are shown 

in Fig. 4.20 and 4.21. 

The reverse case, i.e. where weighting design condition 2 more than condition 1 
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has also been carried out. It is noted that no matter what the value of the weighting 

factors is, design condition 1 always dominates due to the values of Cp which are 

much higher compared with condition 2. Based on the above results, it seems that 

this method is best suited for designing airfoils at off-design conditions while keeping 

the performance at cruise conditions within the specified tolerance level. 
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Figure 4.1: Validation Case 1: Initial, target and design airfoil geometry, design 
variables are p+ and p~~ 
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Figure 4.2: Validation Case 1: Initial, target and design Cp plot , design variables 
are p+ and p~ 
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Target - NACA 23012 
Design 

— - Initial-NACA 0012 

Figure 4.3: Validation Case 2: Initial, target and design airfoil geometry, design 
variables are p~ and thickness distribution 
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Design 
Initial - RAE 2822 
Target - NACA 0012 

Figure 4.5: Validation Case 3: Initial, target and design airfoil geometry, design 
variables are p+ and p~ 
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Figure 4.6: Validation Case 3: - Initial, target and design Cp plot, design variables 
are p+ and p~ 
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Design 
Original NACA 23012 

Figure 4.7: Redesign of NACA 23012: Original, target and design Cp distributions 
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Figure 4.8: Redesign of NACA 23012: Original and redesigned airfoil geometry 
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Figure 4.9: Redesign of NACA 2412: (a) Original, target, and design Cp distributions, 
(b) Original and redesigned airfoil geometry 

Figure 4.10: Redesign of NACA 2412: Recirculation zone on suction surface: Top-
Initial, Bottom-Redesigned 
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Figure 4.12: Mach contour of RAE 2822 airfoil: Mach=0.725. AOA=2.92°, Re=2.5 
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Figure 4.14: Redesign of RAE 2822: Original and redesigned airfoil geometry 
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Figure 4.15: Pressure coefficient for NLR 7301 with trailing edge flap: Design condi­
tions: M=0.185, Re=2.51 millions, AOA=13.1° 
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Figure 4.18: Dual-point design: Cp distributions (a) Design condition 1, (b) Design 
condition 2 

Initial 

Design 

Figure 4.19: Dual-point design: Original and redesigned airfoil geometry 
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Chapter 5 

Conclusion 

5.1. Summary 

An aerodynamic inverse design method was successfully developed for 2D external 

flow, where the Cp distribution on the airfoil surfaces or the Cp~ and thickness 

distributions were the design variables. A virtual wall velocity was calculated from the 

difference between the target and current Cp distributions and was used to modify the 

airfoil geometry. The problem was solved in time accurate fashion which contributed 

to convergence acceleration as temporal errors were eliminated. 

The method was initially validated and was later applied to a few redesign cases. 

The first redesign case involved performance improvement in terms of L/D. Other 

cases involved the redesign of an airfoil experiencing large separation, and an airfoil 

in transonic flow regime experiencing a shock. The improvement of performance in 

the second and third cases show the robustness of the method and its ability to work 

in the presence of separated flows and flows with shocks. The fourth redesign case is 

that of a multi-element airfoil where the main element was redesigned while the flap 

was run in analysis mode. The last design case demonstrated the flexibility of the 

method in dual and multi-point design where an airfoil is inversely designed at 2 or 
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more design conditions simultaneously. 

5.2. Future work 

• The results obtained in this thesis show that the method is successful in re­

designing airfoils in 2D viscous flow. An optimizer tool could also be added 

in as a module to get the target pressure distribution based on criteria like 

maximum L/D ratio at a given condition. 

• The next major step is to extend the inverse method to three dimensional flow, 

where many challenges will have to be addressed. For example, what is 'good' 

in terms of pressure distribution over a wing? How to deal with the wing tip 

region? How about the design constraints? Dual and multi-point design, is 

there a better way of implementing them in 3D flow situations? 
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Appendix A 

Flow Solver Details 

In this appendix, the numerical implementation of the flow solver is detailed. The 

governing equations are discretized in space using the cell-vertex finite volume of 

Jameson scheme and explicit Runge-Kutta tile stepping is used to march to a steady 

state solution. For the turbulence closure algebraic Baldwin-Lomax turbulence model 

is used. 

A.l . Integration to steady state 

The discretization of the spatial derivatives without the grid velocities transforms Eq. 

2.1 into the set of coupled ordinary differential equations 

n ^ + [Q(Ui) - D(Wi)] = 0 i = l ,2 ,3, . . . ,n (A.l) 

where n is the number of mesh nodes. The residual Q(U) represent the discrete ap­

proximation to the convective fluxes. D(U) represents the dissipative and body force 

terms, i.e. the discrete approximation to the viscous fluxes, the artificial dissipation 

terms as well as the quasi 3-D related source term. These equations are integrated in 
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pseudo-time using a five-stage hybrid time-stepping scheme given by 

Lr(o 

t/t1 

C/<2 

t/(3 

Lr(4 

u{5 

jjn+l 

= un 

= u™-

= c/(°>-

= uw-

= uw-

= c / < ° > -

= t/<5> 

-o,^[Q(U^)-

-*2%[Q(UM)-

-<*<^[Q(U™)-

- « 4 ^ [ Q ( ^ ( 3 ) ) -

-« 8^[Q(tf ( 4 ) ) -
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-A] 

- £ > 4 ] 

where 

Do = A = £>(V°>) 

D2 = D3 = j3 D{w{2)) + (1 - £) D ( L / ( 0 ) ) (A.3) 

D4 = -yD(U{4)) + {l-~f)D(wi2)) 

jjn r e p r e s e n t , s the value of the solution vector at the nth time step and U^ represents 

the values at the qth stage within a time step. The dissipative operator D(U) is 

evaluated only at the first, third, and fifth stages of the scheme, and is employed 

to construct the subscripted Dq operator which represents a linear combination of 

present and previous evaluation of D(U). This scheme represents a particular case of 

a large class of multi-stage time-stepping schemes where the coefficients are chosen 

in order to maintain good stability properties when the viscous terms are dominant, 

and to ensure large damping of high-frequency errors. The values of these coefficients 

are taken as 

3 = 0.56 7 = 0.44 
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and 

«! = 1/4 a2 = 1/6 a3 = 3/8 a4 = 1/2 a5 = 1 

A.2. Space discretization 

The flux calculation is carried out based on Jameson scheme on a fully unstructured 

mesh [36]. If n is the number of cells surrounding the node 1 thus forming the control 

volume. For the control volume shown in figure A.l n = 6. The flux used in the 

equation A.l namely (Q(U) - D) is computed as follows. 

The contribution of cell A to the flux at nodes 1, 2 and 3 are the same. Thus 

flux \A — fluX2A = fluX^A = fluXA 

where 

fluxA = \\-{F2 + FOG/2 - yO + (G2 + Gx)(x2 - xx) 

-(F3 + F2)(y3 - y2) + (G3 + G2)(x3 - x2) (A.4) 

-(F} + F3)(yi - y3) + (G1 + G3)(zi - x3)] 

which reduces to 

fluxA = ^[-Fi(y2 - y3) + Gi(x2 - x3) 

-F2(y3 - 1 / 0 + G2(x3 - x 0 (A.5) 

-F3{yi - 2/2) + G3(xi - x2)] 

The flux at node 1 is the sum of all the contributions from n surrounding cells. 

flux 1 = fhlX\A + fluXiB + .... + flux \n 
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Figure A.l: Triangular cells surrounding node 1 with control volume 

A.3. Artificial dissipation 

In principle, the physical viscous terms of the Navier-Stokes equations are capable 

of providing the numerical scheme with the dissipative property necessary for sta­

bility and capturing discontinuities. However, for high Reynolds-number flows, this 

can only be achieved by resorting to extremely small mesh spacing throughout the 

domain. Thus, in practice, it is necessary to introduce artificial dissipative terms 

to maintain stability in the essentially inviscid portion of the flow field, and to effi­

ciently capture discontinuities. These additional dissipative terms must be carefully 

constructed to ensure that the accuracy of the scheme is preserved both in the inviscid 

region of the flow field where the convective terms dominate, as well as in the bound­

ary layer and wake region where the artificial dissipation terms must be much smaller 

than the physical viscous terms. Previous Navier-stokes solutions on highly stretched 

meshes have demonstrated the need for different scaling of the artificial dissipation 
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terms in the streamwise and normal directions within the regions of viscous flow. 

However, for unstructured meshes, directional scaling is significantly more difficult to 

achieve since no mesh coordinate line exist. In fact, unstructured meshes have tra­

ditionally been considered to be truly multi-dimensional isotropic constructions with 

no preferred direction. However, as stated perviously, the efficient solution of high-

Reynolds-number viscous flows requires the meshes with highly stretched elements in 

the boundary layer and wake region, since the physical phenomena are highly direc­

tional in nature. For such meshes, even in the unstructured case, a direction and a 

magnitude of the stretching can be defined for each mesh point. This stretching vec­

tor, denoted as s need not necessarily line up with any of the mesh edges. If the mesh 

is directly derived from structured quadrilateral mesh by splitting each quadrilateral 

into two triangles, the stretching magnitude and direction may be taken as the aspect 

ratio and the major axis of the generating quadrilateral element for each triangular 

element respectively. In more general cases, the generation of directionally stretched 

unstructured mesh requires the definition of local stretching factors throughout the 

flow field. These can in turn be used to scale the dissipation terms. It is important 

to note that these stretching vectors represent grid metrics which do not depend on 

the flow solution. 

The artificial dissipation operators on unstructured meshes has previously been 

constructed as a blend of an undivided pseudo-Laplacian, proposed by Holmes and 

Connel [37], and biharmonic operator in the flow field. The pseudo-Laplacian for a 

node is given by 
n 

v2(̂ ) = E^(^-^) (A-6) 
where k represent all neighbors of node i. The weights Wk,z are chosen such that 

the pseudo-Laplacian of a linear function will be zero, as would be the case for true 
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Laplacian. These weights are defined as 

wkj = l + &wk4 (A-7) 

where Awjt,, are computed as 

Aw*,* = Xx,i(xk - Xi) + XyAVk - Vi) (A.8) 

where 

{•'xy**y *yy^-x)i 
Xx,i 

[Ixxhjy lXy)i 

_ K-lxyHx ~ Ixx-ttyli / A Q\ 
Xy,i - ,j r _ n v V-*^^ 

\lxxlyy 1xy)i 

in the above equations i? and I represents the first and second moment of inertia of 

the control volume in each coordinate direction, that is: 

n 

Rx,i = X^X f c ~ Xi^ 

n 

Ry,i = £ > f c - 1 / i ) (A.10) 

and 

n 

•*xx,i / jX^k %i) 

n 

hv,i = Y2{yk-yi)2 (A.n) 
/ c = l 

n 

The biharmonic artificial viscosity term is formed by taking the pseudo-Laplacian of 
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n 

V V = J ] ( V 2 ^ - V2UZ) (A.12) 
k=\ 

Since the biharmonic operator may be viewed as a Laplacian of a Laplacian, the 

dissipation operator may be reformulated as a global undivided Laplacian operating 

on a blend of flow variables and their differences 

D(U) = tta[Uxx + Uyy] (A.13) 

where 

C = K'2U - K4V
2U (A. 14) 

In the above equations, Q represent the area of the control volume, which is of the 

order Ax2, and V2U denotes the undivided Laplacian of U. The first term in the above 

equation constitutes a relatively strong-order dissipation term which is necessary to 

prevent un-physical oscillations in the vicinity of a shock. This term must be turned 

off in regions of smooth flow. This is accomplished by evaluating K'2 at mesh point i 

as 

fV\ _ K 2-vfc = lbfc ~ Pi\ (A -,r\ 
[K2) - K , 2 = ; ^ : • r [A. Lb) 

Hence K'2 is proportional to an undivided Laplacian of the pressure, which is con­

structed as a summation of the pressure differences along all edges meeting at node i. 

This construction has the required property of being of the order unity near a shock 

and small elsewhere. K2 is an empirically determined coefficient which is taken as 0 

for subcritical flows, and as 1/2 for transonic and supersonic flows. 

A.3.1 Local t ime stepping 

Convergence to the steady-state solution may be accelerated by sacrificing the time 

accuracy of the scheme, and advancing the equations at each mesh point in time by 
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the maximum permissible time step in that region, as determined by local stability 

analysis. Stability limitation due to both convective and diffusive characters of Navier-

Stokes equations must be considered. The local time step is taken as 

At = CFL ( A t c A ^ ) (A.16) 

where CFL is the Courant number of the particular time-stepping scheme, and Atc 

and Atd represent the individual convective and viscous time-step limits respectively, 

the convective time-step limit for Euler equation on unstructured meshes is given by 

Atc = £ (A.17) 

where Q denotes the area of the control volume and Ac represents the maximum 

eigenvalue of the inviscid equations averaged around the boundary of the control 

volume, given by 

A = ^2 WAB-^VAB - VARA.TAD\ + ^.4B\/A.x2
4B + AyAB (A.18) 

e = l 

The viscous time-step limit is taken as 

Atd = Kdy (A.19) 
d 

where Kd is an empirically determined coefficient which determines the relative im­

portance of the viscous and inviscid time-step limits in the final expressions, and 

has taken as 0.25 in this work. Ac and Â  represent the maximum eigenvalue of the 

convective and diffusive operators, respectively, averaged about the boundary of the 

control volume, which for an unstructured mesh in discrete form is given by 

*« = l^k^ E ~ ^ « + ±V\B] (A.20) RePrVt 1 PAB 
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where HAB and PAB represent averaged values of viscosity and density along the outer 

edge AB of each element e. 

A.3.2 Implicit residual smoothing 

The stability range of the basic time-stepping scheme can be increased by implicitly 

smoothing the residuals. Thus, the original residuals R may be replaced by the 

smoothed residuals R by solving the implicit equations: 

Ri = Ri + eV2R, (A.21) 

at each mesh point i, where e is the smoothing coefficient and V2-ffi represents the 

undivided Laplacian of the residuals which has been previously computed using the 

pseudo-Laplacian formulation and the geometrical weights, so that Eq. A.22 may be 

written as: 

Rt = ' y - 1 " J (A.22) 

A.4. Dual t ime stepping scheme 

For unsteady flow calculations, the time accuracy of the solution is obtained by means 

of a dual time stepping scheme, which is presented in this section. Equations A.l can 

be discretized implicitly in time as follows 

j [Un+1nn+l] + R(Un+1) = 0 (A.23) 

where R is the sum of the three flux contributions, and the superscripts denote the 

time step of the calculation. If we discretize the time derivative term with the implicit 
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second order Gear scheme, we obtain: 

3 r^n+l^n+1] _ 2 ^jnQn^ + 1 [[/n-lQn-lj + fl^n+1) = Q ( A 2 4 ) 

2At L J Ar J 2At 

This equation for L,r"+1 is non-linear due to the presence of the i?(Lrn+1) term and 

cannot be solved directly. One must therefore resort to iterative methods in order to 

obtain the solution. The time integration of the discretized Navier-Stokes equations 

at each time step can then be considered as a modified pseudo-time steady-state 

problem with a slightly altered residual: 

R*(u) = ̂  [unn+l] - A [ £ W ] + J _ [un^nn~l] + R(U) (A.25) 

In this case, the vector of flow variables U which satisfies the equation R*(U) = 0 

is the Lr'n+1^ vector we are looking for. In order to obtain this solution vector, we 

can reformulate the problem at each time step as the following modified steady-state 

problem in a fictitious time, t* 

-^ + R*(U)=Q (A.26) 

to which one can apply the fast convergence techniques used for steady-state cal­

culations. Applying this process repeatedly, one can advance the flow field solution 

forward in time in a very efficient fashion. 

The time discretization of Eq. A.24 is fully implicit. However, when solved by 

marching in t*, stability problems can occur when the stepping in the fictitious time 

t* exceeds the physical one. This generally occurs in viscous calculations where core 

flow cells are much bigger than those close to solid walls. Based on a linear stability 
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analysis, the stepping in t* must be less than &.t*max where 

^f*max = m i n 
A . 2CFL* A 

At* , At 
' 3CFL 

(A.27) 

After limiting the time step to J\t*maxl the scheme becomes stable and the physical 

time step At can be safely chosen solely on the basis of the accuracy requirement. 
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Appendix B 

Turbulence Modelling 

A brief overview of Baldwin-Lomax turbulence model is given in this section. The 

Baldwin-Lomax turbulence model [21] was developed as a simple algebraic turbu­

lence model for implementing with the Navier-Stokes code. This model is based on 

the widely used Cebeci -Smith boundary layer model [38] with modifications made to 

avoid the need to search the edge of boundary layer. This implementation is adopted 

here for reasons of computational inexpensiveness and its simplicity in implementa­

tion. Even though the model is algebraic, the model has demonstrated its superior 

accuracy and reliability for limited class of problems [22]. 

B. l . Description of the model 

The model is based on a two layer eddy diffusivity formulation. The turbulent length 

scales must be determined by scanning profiles of flow variables at specified streamwise 

stations. Therefore additional measures need to be taken for unstructured meshes as 

the mesh points do not occur at regular streamwise locations. Thus, lines normal to 

the walls and viscous layers must be created additionally to the unstructured mesh and 

hence the background mesh comes into picture. Flow variables from the unstructured 

mesh (foreground mesh) need to be interpolated into the structured background mesh 
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in order that the turbulence length scales may be determined. The background mesh 

can be obtained by generating a structured hyperbolic mesh around the geometry. 

The normal mesh lines are terminated when they intersect a neighboring geometry. 

At each time step, the flow variables are interpolated into the background mesh where 

the turbulence length scales and in turn the eddy viscosities are calculated and the 

results are interpolated back to the foreground mesh. 

The effective turbulent viscosity is taken as 

Uf * I {l^tlinner V < Vcrossover /T-, l N 

r^ref (n*\ 11* << 11* 
{ KH't)outer itcrossover ^ £/ 

where y* is the dimensionless distance to the wall and y*rossover is the minimum value 

of y* at which {fi*)inner > (/i*)ou,,er. 

The inner formulation follows the Prandtl-Van Driest formula. Dropping the 

prescript * for clarity, the eddy viscosity coefficient in the inner layer is defined as 

{lA)inner = / ^ M (B.2) 

where 

I = ky[l - expi^)} (B.3) 

is the turbulence length scale in the inner region, k is the model constant and \ui\ is 

the magnitude of vorticity vector and y+ is the dimensionless distance from the wall 

which is defined as 

+ _ \[Wv 
y+ = V L £ (B,4) 

The eddy viscosity in the outer layer is defined as 

/ *\ TS si r- I V max ^ max 

(Mf) outer = KpCcpFKlebmin< (B.o) 
di±L *-•wkVmax p 
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where K and Ccp are model constants and quantities Fmax and ymax are determined 

by the value and corresponding location of the maximum of the function 

F(y)=y\u)\[l-exp(-^r)] (B.6) 

Due to the potential existence of spurious maxima in F(y), the search of finding 

the maximum of the function is limited to within y+ values of 100 and 4000. The 

Klebanoff intermittency factor Fxieb is given by 

L Umax 

Also, trnasition to turbulence can be modeled by setting a cut off value for the 

computed eddy viscosity. The suggested criterion is 

A*i = 0 if Umax < Cmu(m (B.8) 

The constant values are given by 

A+ = 26 Ccp = 1.6 CKleb = 0.3 

k = QA K = 0.0168 Cmutm = U (B.9) 
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