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Abstract 

Vertex Diffracted Edge Waves on a Perfectly Conducting Plane 

Angular Sector 

Alper Kursat Ozturk, Ph.D. 

Concordia University, 2009 

The problem of electromagnetic scattering from a perfectly-conducting plane an­

gular sector has been of interest for many years. An exact solution for this problem 

has been developed based on the separation of variables in sphero-conal coordinate 

system. In this solution, fields and currents are expressed in terms of scalar wave func­

tions that are the solutions of a two parameter eigenvalue problem of two coupled 

spherical Lame differential equations and spherical Bessel functions. The resulting 

expressions are in the form of eigenfunction expansions. These expansions are slowly 

convergent and not suitable for high frequency scattering calculations. Despite their 

computational advantages, high-frequency modeling techniques fail to provide accu­

rate results for many classes of problems. Lack of a vertex diffraction coefficient is 

a major factor that limits the accuracy of the high frequency diffraction techniques. 

Furthermore, the vertex-excited surface currents are strongly guided by the edges of 

the angular sector creating strong singularities on the current and charge densities. 
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The singular behavior of the current density near the sharp edges of a scattering tar­

get is also known as the edge condition and should be modeled properly in numerical 

solutions to improve the accuracy. 

In this thesis, numerical diffraction coefficients are derived for vertex-diffracted 

edge waves induced on an infinitely-thin, perfectly conducting semi-infinite plane 

angular sector. The diffraction coefficients are formulated to be used in a purely 

high-frequency modeling of a scattering problem. The current density on the surface 

of the plane angular sector is modeled using the physical theory of diffraction (PTD). 

The vertex-diffracted currents are defined as the difference between the exact and 

PTD currents. The difference current is then modeled as a wave traveling away from 

the corner with unknown amplitude and phase factors. The unknown coefficients for 

the vertex-diffracted currents are calculated by using a least squares fit approximation. 

The vertex-diffracted currents are successfully modeled even for very narrow angular 

sectors for arbitrary directions of incidence. Illustrative examples are presented to 

demonstrate the substantial improvement provided by the vertex-diffracted currents 

to the accuracy of RCS patterns. 

Another aspect of the research in this thesis is the development of higher-order 

basis functions for the Method of Moments (MoM) solution. A set of divergence-

conforming basis functions was developed to model the singular behavior of the sur­

face currents near the edges and corners of an infinitely-thin, perfectly-conducting 

polygonal flat plate. The basis functions are derived by imposing the edge and corner 

conditions on the first order basis functions. It is demonstrated that, even though 
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the new basis functions are not highest order complete, they provide accurate results 

without incurring complexity in the analysis or additional computational require­

ments. 
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Chapter 1 

Introduction 

The problem of electromagnetic scattering from a perfectly-conducting plane angular 

sector has been of interest for many years. An exact solution based on the separation 

of variables in the sphero-conal coordinate system was first developed by Satterwhite 

[1]. The solution was later verified by Hansen [2]. In this solution, fields and cur­

rents are expressed in terms of scalar wave functions that are the solutions of a two 

parameter eigenvalue problem of two coupled spherical Lame differential equations 

and spherical Bessel functions. The resulting expressions are in the form of eigen-

function expansions. These expansions are slowly convergent and not suitable for 

high frequency scattering calculations. Based on Satterwhite's solution, several at­

tempts have been made to obtain a tractable approximation that can be used in the 

high frequency modeling of the angular sector problem [3], [4]. The eigenfunction 

expansions for the currents and fields are particularly difficult to evaluate when both 

the source and observation points are far from the corner. An efficient numerical 

evaluation procedure for calculating the radar cross section (RCS) of an elliptic cone 

was presented by Blume and Uschkerat [5]. This procedure is based on using Euler's 

sequence transformation to accelerate the convergence of the infinite series of eigen­

function expansions. Blume and Krebs [6] used a similar approach to derive dyadic 
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diffraction coefficients at the tip of an elliptic cone for nose-on incidence. The same 

problem was solved by Babich et al. [7] through numerical evaluation of the Fredholm 

integral equation that is obtained by combining the soft and hard boundary condi­

tions on the surface of the cone [8]. Even though these developments provide certain 

advantages in terms of describing the behavior of the currents and fields near the tip 

of the cone, the resulting expressions are difficult to use in numerical calculations. As 

a result, it was not possible to derive a corner diffraction coefficient from the exact 

eigenfunction solution. 

Lack of a corner diffraction coefficient is a major factor that limits the accuracy 

of the high frequency diffraction techniques. Consider an infinitely-thin, perfectly 

conducting plane angular sector. The current density on the surface of the angular 

sector can be approximated using the physical theory of diffraction (PTD) [9]. The 

current density is expressed as the sum of the physical optics (PO) and the fringe wave 

(FW) components. The FW component accounts for the edge-diffracted currents and 

acts as a correction to the PO component just like the geometrical theory of diffrac­

tion (GTD) currents being a correction to the geometrical optics (GO) currents. In 

the application of high-frequency techniques to 3-D scattering problems, the surface 

currents are often expressed in the form of equivalent edge currents. The far field 

is then given by the line integral of the equivalent currents along the edges. When 

the equivalent edge currents are integrated along a finite or semi-infinite edge, the 

asymptotic evaluation of the line integral results in end-point contributions. These 

end-point contributions are interpreted as corner diffracted fields. It should be noted 

that, these end-point contributions serve as a correction to the vertex-diffracted fields 

arising from the PO and PTD based integral contribution from the vertex and do not 

include the effect of the edge waves excited at the vertex. An approximate corner 

diffraction coefficient based on the geometrical theory of diffraction was first pro­

posed by Burnside and Pathak [10]. The corner diffraction coefficient was derived by 
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asymptotically evaluating the radiation integral containing the GTD equivalent edge 

currents along the edge of a plane angular sector. It was demonstrated by Sikta et al. 

[11] that the corner diffraction contributions improve the accuracy of radar cross sec­

tion (RCS) calculations. However, it was later shown by Michaeli [12] that this corner 

diffraction coefficient yields nonunique results for various scattering configurations. 

Furthermore, the resulting far field is discontinuous at the false shadow boundaries. 

In order to overcome this discrepancy, a corner diffraction coefficient was formulated 

by Brinkley and Marhefka [13] by employing the equivalent edge currents based on 

the PTD [14]. Since higher order interactions among the edges of the scatterer are 

not included in this formulation, the resulting corner diffraction coefficients provide 

an improvement only when the higher order contributions are negligible. A uniform 

geometrical theory of diffraction (UTD) solution for describing corner-diffracted fields 

was presented by Hill and Pathak [15], [16]. The corner diffraction coefficients were 

derived in the UTD format by asymptotically evaluating the plane wave spectral 

(PWS) representation of the total field scattered from a perfectly-conducting plane 

angular sector. Asymptotic evaluation of the PWS integral provides the Geometrical 

Optics (GO), edge- and corner-diffracted fields. The corner-diffracted fields com­

pensate for the discontinuities in the edge-diffracted fields. More recently, end-point 

contributions were evaluated based on the incremental theory of diffraction (ITD) by 

Maci et al. [17]. It was shown that the inclusion of the vertex-diffracted currents 

leads to an accurate representation of the total current far from the vertex. However, 

the total current density predicted by incorporating the end-point effects fails when 

nose-on incidence is approached. In this case, the vertex-diffracted edge waves make 

a significant contribution to the scattered field. Thus, a more complete representa­

tion of the corner diffraction phenomenon should include the effect of vertex-diffracted 

edge waves. Towards this goal, Hansen [18] used the difference between the Method of 
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Moments (MoM) current density and the known high-frequency currents near the cor­

ner of a rectangular plate to characterize the behavior of vertex-diffracted currents. 

A similar approach was used in [19], [20] and [21] to derive diffraction coefficients 

for various scattering structures using the MoM analysis of finite bodies. Hansen's 

approach resulted in approximate analytical expressions for vertex diffraction coeffi­

cients for a quarter plane. However, these diffraction coefficients are valid over a very 

limited angular range of forward scattering directions for which only the first-order 

diffractions contribute to the scattered field. As a consequence, Hansen's formulation 

is not applicable to finite geometries. Thus, a corner diffraction coefficient that can 

be used in a purely high-frequency modeling of a 3-D scattering problem is yet to be 

determined. 

In this thesis, we present the derivation of numerical diffraction coefficients for the 

vertex-diffracted edge waves at the tip of a plane angular sector. Based on the PTD, 

we express the total current on the surface as the sum of the physical optics current, 

the fringe wave currents (edge diffracted currents) from the two edges, and the vertex-

diffracted current. The vertex-diffracted current for a given direction of incidence is 

obtained by subtracting the known PO and edge diffracted currents from the total 

current. The total current is calculated using the exact eigenfunction solution. This 

approach was previously used by Brinkley [22] for the same purpose. However, only 

the first-order fringe-wave contributions were used in calculating the vertex-diffracted 

currents. As a consequence, Brinkley's solution becomes inaccurate when higher order 

edge to edge interactions are present. In this thesis, up to second order edge-diffracted 

currents are used in the derivations. In order to obtain the double-diffracted FW 

currents, it is assumed that the second-order diffraction point is illuminated by the 

field launched at the first-order diffraction point. Assuming plane wave incidence at 

the second-order diffraction point, the double-diffracted current can easily be obtained 

by using the PTD formulation. This method was first introduced in the form of 
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equivalent edge currents in [23]. It should be noted that, in the present formulation 

we use the FW expressions that are derived from Sommerfeld's half plane solution 

[24] to account for edge diffractions. Since diffraction is a local phenomenon, each 

edge of the angular sector can be modeled as a half plane. However, as the diffraction 

point approaches the vertex, the effect of the truncation on edge-diffracted currents 

becomes substantial. This truncation effect is equivalent to the aforementioned end-

point contributions. The vertex-diffracted currents not only account for the vertex-

diffracted edge waves but also include the effect of these end-point contributions and 

serve as a correction to the FW currents. Once the known contributions are subtracted 

out from the total current, the remaining portion is interpreted as the vertex-diffracted 

current. The corner current is then expressed in the form of a wave traveling away 

from the vertex with unknown amplitude and decay factors. Using a least squares 

fit approximation, these unknown factors are obtained as a function of the angular 

position of the observation point with respect to the edge of the plane angular sector. 

It is demonstrated by numerical examples that the vertex-diffracted currents can be 

obtained with reasonable accuracy for an arbitrary direction of incidence even for very 

narrow angular sector openings. The accuracy of the vertex-diffracted currents are 

verified by comparisons with the exact current density. On the surface of a perfectly 

conducting polyhedral scatterer, the total high-frequency current is then calculated 

by superposing the PO current, the first and second order edge diffracted currents 

and the vertex-diffracted currents from the corners of the structure. In order to 

demonstrate the improvement provided by the inclusion of vertex-diffracted currents 

in the RCS calculations, the RCS pattern obtained by numerically integrating the 

total high-frequency current over the scattering structure is compared with the MoM 

results for various scattering configurations. 

Due to the edge and corner conditions [25], the current and the charge densities 

exhibit strong singularities near the sharp edges and corners of a plane angular sector. 
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In a numerical solution, these singularities should be modeled properly for accurate 

results. A second aspect of this dissertation is the development of higher-order basis 

functions for the MoM solution. In the solution of integral equations by the MoM, 

higher-order basis functions provide a better representation of the actual current 

distribution, leading to a fast convergence and high accuracy. One of the most funda­

mental problems of interest is the modeling of singular currents near the sharp edges 

and corners of a scatterer. Wilton and Govind [26] studied the effect of edge singular­

ities in the MoM solution for TM scattering from a strip. Richmond [27] showed that 

including the edge modes in the basis functions leads to considerable improvement 

in the convergence of the MoM solution. More recently, Brown and Wilton [28] de­

veloped triangular sub-domain basis functions that incorporate the edge singularities 

for three-dimensional cases involving perfectly-conducting infinitely-thin scatterers. 

Their basis functions can successfully model the singularity of the current component 

that is parallel to the edge. According to the edge condition, the component of the 

current density perpendicular to the edge remains finite as the edge is approached 

[25]. Specifically, for a half plane this component becomes zero at the edge. Hence, 

the perpendicular component of the current density cannot be modeled using the 

same set of basis functions as the parallel component. In [29], Andersson developed 

two kinds of rectangular sub-domain basis functions to account for the behavior of 

each component separately near the edges and at the tip of a 90° corner. Due to 

the extra degrees of freedom, these basis functions provide a better representation of 

the current density. However, the use of half-rooftop basis functions for the edge and 

corner elements introduces a discontinuity in the current density. A set of higher-

order-complete basis functions for two-dimensional domains has been presented by 

Graglia et al. [30], [31]. A recent review of higher-order basis functions is available 

in [32]. 

In order to model the current density in the vicinity of the singular points (i.e. 
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sharp edges and corners), we develop a set of first-order divergence-conforming trian­

gular patch basis functions with the correct edge and corner behaviors. The correct 

behavior of the current density near the edge of a wedge is described by du~l, where 

d is the perpendicular distance to the edge. The value of v for different wedge angles 

can be obtained by requiring that the energy density be integrable near the edge [33]. 

Similarly, the behavior of the current density near the corner of a perfectly-conducting 

plane angular sector is defined by pT, where p is the distance to the corner. The value 

of r for various angular sectors was obtained by Van Bladel [25] in a similar manner 

by enforcing the same integrability requirement near the corner of an angular sector. 

First-order basis functions have been studied previously in [34]. In order to obtain a 

better representation of the current density, each element edge is associated with two 

basis functions in the first-order basis function formulation. Therefore, for a given 

number of triangular patches, employing first-order basis functions leads to twice as 

many unknowns as compared to the standard Rao-Wilton-Glisson (RWG) [35] basis 

functions. However, it has been shown in [34] that first-order basis functions pro­

vide more accurate results compared to RWG basis functions for the same number 

of unknowns. First-order basis functions are actually simple decompositions of the 

standard RWG basis functions, and do not require additional computational load. 

The expressions for the edge and corner basis functions are constructed by imposing 

the known behavior of the true current density on the first order basis functions. Ow­

ing to six degrees of freedom provided by the first-order basis functions, it is possible 

to model both the parallel and the perpendicular components of the current density 

near the edges. 

In order to validate the results, we consider the current density induced on a 

perfectly-conducting plane angular sector for plane wave incidence. The new basis 

functions are employed in a MoM solution to obtain the current density over a certain 

finite region around the corner of the plane angular sector. The current distribution 
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obtained using the MoM is not expected to agree with the exact solution. For in­

stance, to find the current density over a 90° plane angular sector, we apply the MoM 

over a rectangular region near the corner of the angular sector. The truncation intro­

duces three extraneous corners and two edges which act as new diffraction centers. In 

order to obtain an accurate representation of the current density due to one corner, 

the contributions from these diffraction centers should be eliminated from the MoM 

current. To accomplish this, the MoM current is expressed as the sum of complex 

exponential functions and the Matrix Pencil Method (MPM) [36], [37] is used to elim­

inate the extraneous contributions. We find that the resultant current distribution is 

indeed associated with a single corner by investigating its phase variation along dif­

ferent radial cuts around the corner. This method allows us to compare the current 

density obtained using the MoM with the exact solution at points very close to the 

edges and corners for a broad range of forward directions, providing a better insight 

on the performance of the basis functions. 

This thesis is organized as follows: Chapter 2 presents the exact solution of the 

problem of electromagnetic scattering from a plane angular sector. The exact solu­

tion of the problem is of primary importance since the vertex diffraction coefficients 

are obtained by using the exact current density. Furthermore, the performance of 

the first-order-singular basis functions are also determined by comparisons with the 

exact current density near the vertex or edges of a plane angular sector. Chapter 3 

investigates the behavior of the vertex-diffracted currents and presents the derivation 

of numerical vertex-diffraction coefficients. In Chapter 4, a new set of basis functions 

are derived to model the singular behavior of the current density near the vertex and 

the edges of a plane angular sector. Final discussions and conclusions are provided 

in Chapter 5. 

8 



Chapter 2 

Current on a Plane Angular Sector 

2.1 Introduction 

This chapter presents the formulation of the exact solution for the problem of elec­

tromagnetic scattering from a perfectly conducting plane angular sector. The final 

solution of this 3-D vector problem is given in the form of a dyadic Green's function. 

The surface current density is then obtained by using the expressions for the mag­

netic field and the boundary conditions on the plane angular sector. The solution of 

the vector wave equation is based on the separation of variables in the uniformized 

sphero-conal coordinate system that was introduced by Kraus [38]. The sphero-conal 

coordinate system is described in Appendix A. In this chapter, the solution of the 

scalar wave equation and the computation of the eigenfunctions are presented in de­

tail. The derivation of the dyadic Green's function is summarized in Appendix B. In 

Section 2.2, the solution of the scalar wave equation is summarized first. Then, the 

numerical procedure used to obtain the scalar wave functions is described in detail. 

Finally, the exact current density induced on the surface of the angular sector is com­

pared with the current density obtained using the PTD to investigate the behavior 
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of the vertex-diffracted currents. 

2.2 Scalar Helmholtz Equation in the Sphero-conal 

Coordinate System 

Within a linear, homogeneous, isotropic and source-free region the E-field vector 

satisfies the homogeneous vector Helmholtz equation given by 

VXVXE-K2E = Q (2.1) 

where K denotes the wave number. Eq. (2.1) must be solved subject to the boundary 

conditions h x E = 0 on the surface of the plane angular sector and the radiation 

condition. The vector solutions of (2.1) can be constructed as 

M = Vxipp (2.2) 

iV = - V x V x # (2.3) 

where p denotes a constant vector and the scalar function ip is a solution of the scalar 

Helmholtz equation 

V2ip + « V = 0. (2.4) 

p and V a r e termed as the piloting vector and the generating function respectively 

[39]. Eq. (2.4) follows directly from (2.1) by substituting (2.2) and (2.3). 

In the sphero-conal coordinates the pivoting vector p is chosen to be equal to f 

and the two independent vector solutions are defined as 

M2 = Vxip2f (2.5) 

Nx = - V x V x Vif. (2.6) 
K 

Enforcing the boundary condition h x M2 = 0 and h x N\ = 0 on the surface of 

the plane angular sector, it is found that ipi and ip2 must satisfy the Dirichlet and 
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Figure 2.1: Sphero-conal coordinate system and the plane angular sector. 

Neumann boundary conditions respectively. The solution of the scalar Helmholtz 

equation is expressed as 

il>(r,0,<p) = R(r)T{0)P(<p) (2.7) 

where (r, •$,</?) denote the sphero-conal coordinates as depicted in Fig. 2.1. Substitut­

ing this solution in (2.4) and dividing by i2(7-)T(#)P(<£>), the wave equation becomes 

1 
k2 sin -d + k'2 sin cp 

\ / l — k2 cos2 -d d 

T(tf) d-d 

\ / l — k'2 cos2 ip d 

( V l - ^ c o s 2 * ? ^ ^ ) 
dv 

dP(<p), 
(\A ~ k'2 COS2 (f 

d<p 
(2.8) 

d , 9dR(r). .2^2 
+ «V = 0. R(r) [dr dr 

Using a separation constant v(v + l), (2.8) is separated into two differential equations 

given by 

[^(r2^-)} + R(r)[r2K2 - v{v + 1)] = 0 
dr dr 

(2.9) 

y/l — k2 cos2# 9 

T(tf) a$ 
(Vl - A;2 cos2 tf ̂ ^ ) + A;2 sin2 tfi/(" + 1] 

VI — k'2 cos2 <p 9 
(\A ~ A;'2 

COS2 if 

dd 

dP{<p) ) + k'2sm2<pv(v + l) = 0. (2.10) 
P{<p) d<px v * '" """ r d(̂  

Eq. (2.9) is the spherical Bessel equation with two solutions, ju(nr) and h^(nr). 

Here, JV{KT) satisfies the continuity at the vertex of the plane angular sector and 
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h^(Kr) satisfies the radiation condition as r —> oo. Using the separation of variables 

method once again with a separation constant //, (2.10) separates as 

y/l - k2 cos2
 T 9 ~ ( V 1 - k2 cos2 V^jy-) + (k2 sin2 dv{v + 1) + Ai)r(i9) = 0 (2.11) 

JI - k'2 cos2 y>7r-(\/l - k'2 cos2 v^r^-) + (k'2 sin2 <pi/(i/ +1) - / J ) P ( ^ ) = 0. (2.12) v Of v ay 

The resulting are the trigonometric forms of spherical Lame differential equations. 

These differential equations must be solved subject to the Dirichlet and Neumann 

boundary conditions and the "matching conditions." Referring to the problem ge­

ometry in Fig. 2.1, the matching conditions imposed by the sphero-conal coordinate 

system can be summarized as follows: 

• Any single-valued function must be periodic in ip 

%l){r,ti,<p) = ip{r,$,ip + 27r). (2.13) 

• A given point on the plane & = 0° must be uniquely defined. Thus 

*l){r,ti = O,(p) = ip{r,0 = O,-<p). (2.14) 

• When crossing the plane d = 0°, d changes direction. To satisfy the continuity 

of Vtf>(r,# = 0,<p), 

—^(r,0,y) = - — 4>(r,0,-<p). (2.15) 

In order to determine the matching conditions on the eigenfunctions, T{d) and P(<p) 

are expressed in terms of even and odd parts 

T(tf) = Te{$)+T0(ti) (2.16) 

P(y) = Pe(y) + P0(y) (2.17) 

where even and odd parts are defined such that Te'(0) = Pe'(0) = 0 for the even parts 

and ro(0) = Po(0) = 0 for the odd parts. Using (2.16) in (2.14), it can be shown that 

Te(0)Po(y) = -TMPoW) (2.18) 
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which implies that either P0(ip) = 0 or Te(0) = 0. The first condition means that 

P((f) is even. The second condition along with the definition Te'(0) = 0 implies that 

Te{d) = 0. Thus, (2.18) requires that either P(tp) is even or T{d) is odd. Similarly it 

follows from (2.17) and (2.15) that 

T'MPeiv) = -ro{0)Pe(<p). (2-19) 

This implies that either 7^(0) = 0 or Pe(tp) — 0. The second condition simply means 

that P(f) is odd. It follows from the first condition and the definition To(0) = 0 that 

T0(i?) = 0. Thus, (2.19) implies that either T{d) is even or P{ip) is odd. Combining 

the results from (2.18) and (2.19), it can be deduced that T{§) and P(<p) are both 

even or both odd. Thus, the solution of (2.4) can be expressed as 

1,(r,0t<p) = R(r){ W) (2.20) 
[ To(0)Po(<p) 

where, the radial function R(r) is the solution of (2.9) as described above. To be able 

to verify the resulting eigenfunctions and the eigenvalue pairs with the previously 

published results, the eigenfunctions are normalized as in [1] such that 

Pe(0) = Te(0) = l (2.21) 

P^(0)=T;(0) = 1. (2.22) 

Even and odd solutions of (2.11) and (2.12) must be obtained subject to the Dirichlet 

and Neumann boundary conditions given by 

Te,0(7r) = 0 (2.23) 

^ » = 0 (2.24) 

respectively. The solutions of (2.11) and (2.12) are in general periodic Lame functions. 

The form of the eigenfunctions can be determined starting from the boundary and the 

matching conditions. These eigenfunctions are expressed in terms of Fourier series 
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expansions. The solutions of the tp Lame equation (2.12) are well known [40], [41]. 

Based on the periodicity and the normalization conditions on Pe>0(ip), four types of 

eigenfunctions can be defined. For a plane angular sector, the solutions of the d Lame 

equation (2.11) can be obtained in a similar manner using the boundary conditions 

(2.23) and (2.24) and the matching conditions. The four independent solutions of 

the <p and i9 Lame equations are listed in Table 2.1. The subscripts 1 and 2 of the 

functions T and P are used in Table 2.1 to specify that the associated expansion is 

the solution of the Dirichlet and Neumann problems respectively. The superscripts 

are used to identify the type of the eigenfunctions. 

Table 2.1: Eigenfunction expansions 

even 

even 

odd 

odd 

Dirichlet 

oo 

r.(
1

1)W= E 4?'cos[(2m - 0.5)0] 
m=—oo 

oo 

^ ( i ) M = E 5 £ ) c o s [ 2 m ^ ] 
m=0 

oo 

^ e
(

1
2 ) M = E 5 £ l 1 c o s [ ( 2 m + l H 

m=0 

oo 

T o
(
1

1 )W=E4S+ iSin[(2m + l)0] 

oo 

^HE^sinM 
m = l 

oo 

i ' i i 1 ) ( v ) = E ^ l i 8 i n [ ( 2 m + l H 
m=0 

oo 

n ? V ) = E M™} sin[2m^] 
rn=\ 

Neumann 

oo 

^ ( 2 ) W = E 4 e i i C o s [ ( 2 m + l ) ^ 
m=0 

oo 

Te
(
2

2 )W=E4m )cos[2m0] 
m=0 

oo 

^ ( 2 ) M = E 5 S i C o s [ ( 2 m + l H 
m=0 

oo 

iDe (2 )M=E5£ )cos[2m (p] 
m-0 

oo 

T&){0) = E 4 f sin[(2m - 0.5)0] 
m = —oo 

oo 

P 0
(

2
1 ) M = E ^ ) s i n [ 2 m ^ ] 

m = l 

oo 

^ ( 2 )M=E<2 l i s i n[(2m + lH 
m=0 
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The eigenvalue pairs (V,/J) and the unknown coefficients in the eigenfunction ex­

pansions can be obtained by simultaneously solving (2.11) and (2.12). To accomplish 

this, the eigenfunction expansions are first substituted in the associated differential 

equations, resulting in matrix eigenvalue equations for each expansion. These eigen­

value equations are then solved simultaneously to calculate the eigenvalue pairs and 

the expansion coefficients. In what follows, we describe this procedure and provide 

the resulting matrix eigenvalue equation for each eigenfunction expansion. 

Using the series expansion of Tel (#), it follows from (2.11) that 

oo f p 

m=—oo (_ 

k2 

+ — 4 ( e l ) 

( 4 m - l)(4m + l) 

( 4 m - l ) ( 4 m - 3 ) 

-v(v + l) 

u{v + l) 

sin[(2m + -)#] 

sm[(2m 

+4?> 
,k2 , , ( 4 m - l ) 2 k2u(u + l) 

(2.25) 

sm[(2m - -)ti] \ = 0. 

This equation can be rearranged to give 

|(el) E { C i O m + An{bm + ») + ^ + \ c m \sin[{2m - -)tf] = 0 (2.26) 

where 

Q"m. — 
( 4 m - 5 ) ( 4 m - 3 ) 

- I / ( I > + 1) 

^ ( 4 m - l ) 2 k2v(v + l) 
^ 2 ~ ^ 4 + 2 

k2 

("m. — 

(4m + 3)(4m + l) 
v{u + l) 

(2.27) 

(2.28) 

(2.29) 

In order to solve for the unknown coefficients Affl, (2.26) is written in matrix form 
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as 

( . . . 

a_2 

0 

0 

0 

I 

b-2 

a_i 

0 

0 

C-2 

b-i 

a0 

0 

0 

C - l 

bo 

CL\ 

0 

0 

Co 

6i 

0 

0 

0 

Cl 

\ 

/ 

( : ) 

A^ 

A™ 

A^ 

^ 0 

A[el) 

4 e l ) 

v : ) 

= -v 

( '• \ 

A^ 

A™ 

A™ 

^ 0 

A™ 

4 e l ) 

\ ] 1 

(2.30) 

The resulting is a matrix eigenvalue problem of the form A • x = —fix with the 

eigenvector x = [...A_IAQ 'A\e
 \ . . ] T and the eigenvalue — fi. It is noted that x, fi 

and v are the unknowns to be determined. Since the matrix elements in (2.30) are 

functions of u, the eigensystem can be solved for a given v. Eq. (2.10), which is 

a two-dimensional Sturm-Lioville equation, is known to be self adjoint and positive 

definite. Thus, v is positive for every eigenfunction expansion. Then, the eigenvalue 

(i. e. —fi) in (2.30) is calculated for a discrete set of v values starting from v ~ 0. As 

a result, a set of eigenvalue pairs (vq, fiq) is obtained. In order to be able calculate 

fiq for a given ug, the matrix has to be truncated. The size of this truncation can 

be determined depending on the values of the elements of the eigenvector x. The 

truncated matrix is in the form of a real Hessenberg matrix and the resulting system 

can easily be solved using a QR algorithm [42]. 

Substituting the series expansion for Pej (<p), (2.12) can be written as 

B[
0

el)(b0 -fi) + B2
el)cQ + J2 < B^L2a2m + BZ>{b2m - fi) + B^+2c2m \ cos(2m^) = 0 

(2.31) 
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where 

0-2m — \ 

kl2v{v+l) 
2 ' m 

[ ( 2 m - 2 ) ( 2 m - l ) - i / ( i / + l ) ] , m^l 

&2ro — 

J2 

4 m 2 ( T - l ) + 
kl2u(u + l) 

a 
C2m = -j [(2m + 2)(2m + 1) - u{u + 1)]. 

( i ) / Therefore, the eigenvalue pairs for P^Wf) are the solutions of 

bo 

a2 

0 

0 

0 

Co 

b2 

04 

0 

0 

0 

c2 

b4 

a6 

0 

0 

0 

c4 

be 

a8 

0 

0 

0 

c6 

h 

0 \ 

0 

0 

0 

c8 

' ' • ) 

( » ( e l 
5, 

B? 

B{ 

B, 

(el 

(el 

\ 

V 

B™ 

= [x 

) 

B. (el) 

B, 
(el) 

B 
(el) 

V / 

>(2) Similarly for P^' ((f), the eigenvalue problem can be written as 

("' 
a3 

0 

0 

0 

V 

C\ 

h 

a5 

0 

0 

0 

c3 

65 

a7 

0 

0 

0 

c5 

b7 

a9 

0 

0 

0 

c7 

b, 

> 
0 

0 

0 

0 

C9 

\ 

/ 

f B(el) \ 

Bi* 

B\el) 
=11 

< B(el) > 

Bf1) 

where the matrix elements are given by 

/2 k 
G2m+i = - j - [(2m - l)2m - 1/(1/ + 1)] 

&2m+l — < 
([(¥-1) + * ^ ] . ™ = o 
l[(2m + l ) 2 (^- l ) + ̂ § ^ ] , m^O 
/2 

c2m+i = Y [(2m + 2) (2m + 3) - v{y + 1)] 

(2 

(2 

(2 

(2 

(2 

(2 

(2 

(2 
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Using (2.20), the two solutions of the even Dirichlet problem can be expressed as 

1>$(r,0,<p) = Rel(r)Tg>{0)PS>{<p) 

(2.40) 

(2.41) 

where the subscript "el" is used to specify that the functions are the solutions of the 

even Dirichlet problem. The corresponding eigenvalue pairs are denoted by (i/el, fie\). 

For (2.40), the eigenvalue pairs are calculated by simultaneously solving (2.30) and 

(2.35). Similarly, the eigenvalue pairs for (2.41) are given by the simultaneous solu­

tions of (2.30) and (2.36). 

Using the same procedure for the odd Neumann problem, it can be shown that 

the eigenvalue pairs for To2 ($) can be calculated using (2.30) and (2.27)-(2.29). Sub­

stituting the expression for Po2 (<£>) in (2.12), it is found that the corresponding eigen­

value problem can be expressed as 

&2 C2 

CJ4 b\ 

0 a6 

0 0 

0 0 

\ 

0 

c4 

K 

a8 

0 

0 

0 

C6 

h 

aw 

0 

0 

0 

c8 

&10 

0 ) 

0 

0 

0 

ClO 

' ' • J 

B, 

B 

(el 

\ 

V 

V 

( Bf 

Bf 

Bt 

J 

B, 

B 

(el 

\ 

V 

(2.42) 

J 
where the matrix elements are given by (2.32)-(2.34). 

Similary, for Po2 (</?) the eigenvalue problem is given by (2.36). The matrix ele­

ments in this case can be calculated using (2.37), (2.39) and 

)2m+l = < 
' [(£ - 1) + 5^f±a] , m = 0 

[(2m+1)2(^-1) + ^ ^ ] , rn^O. 
(2.43) 
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Therefore, using (2.20), the two solutions of the odd Neumann problem can be ex­

pressed as 

^ } ( r , 0, <p) = Ro2(r)T^(d)P^(^) (2.44) 

^(r, 0, <p) = RaWTflmP&Hv) (2.45) 

where the subscript "o2" is used to specify that the functions are the solutions of the 

odd Neumann problem. The corresponding eigenvalue pairs are denoted by (u02, //„2)-

For (2.44), the eigenvalue pairs are calculated by simultaneously solving (2.30) and 

(2.42). Similarly, the eigenvalue pairs for (2.45) are given by the simultaneous so­

lutions of (2.30) and (2.36) with the matrix elements defined by (2.37), (2.39) and 

(2.43). 

2.3 Numerical Computation of the Eigenvalue Pairs 

In order to illustrate the application of the procedure described above, the eigenvalue 

pairs (^02,^02) for the odd Neumann problem for a plane angular sector of 30° are 

calculated in this section. First, starting from v = 0 the corresponding values of fj, 

are calculated for several values of u at constant intervals using (2.30). For a given 

value of v, there are infinite number of fj,'s which satisfy (2.11) and (2.12). In the 

numerical calculations, we set the size of the matrix in (2.30) to Nf. Thus for a given 

i>, the solution of the eigenvalue problem (2.30) leads to Nf eigenvalues. This also 

means that Nf is the number of terms to be used in the eigenfunction expansions in 

Table 2.1. The corresponding v vs /j, curves are shown in Fig. 2.2. In this case, the 

infinite series expansion of Tg2 is terminated after 11 terms (—5 < m < 5). Thus, 

the resulting matrix equation is an 11 x 11 eigensystem. Starting from v = 0, 11 

eigenvalues are calculated at a constant interval Au = 0.01 until v = 15. As a result 

11 curves (continuous line), along which the eigenvalue pairs (^2,^02) satisfy (2.11) 
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Figure 2.2: Eigenvalue curves for the odd Neumann problem for a plane angular 
sector of ad = 30°. 

are obtained. In order to obtain the eigenvalue pairs that also satisfy (2.12), the same 

procedure is repeated using the matrix equations (2.42) and (2.36) that correspond 

to eigenfunction expansions Po2 and Po2 respectively. The v vs \x curves associated 

with P02 (dashed) and P^ (other) are also shown in Fig. 2.2. Intersections of these 

curves are the eigenvalue pairs that satisfy both (2.11) and (2.12). The intersections 

of the v vs \i curves can be calculated numerically. 

The first 80 eigenvalue pairs for the even Neumann and the odd Dirichlet problems 

associated with various vertex angles are listed in Appendix C. Once the eigenvalue 

pairs are calculated, the corresponding eigenvectors can be obtained by substituting 

these eigenvalue pairs back into the corresponding matrix eigenvalue equations. 
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2.4 Current Density for Plane Wave Illumination 

The current density on a plane angular sector due to a unit dipole source is given 

by (B-25). Substituting (2.7) in (2.5) and performing the curl operations, it can be 

shown that 

Mq{f) = Rq(r)fhq(ti,<p) (2.46) 

Nq(f) = ^ £ q + [ r f i q ( r ) ] / [ r x m,(0, <p)] (2.47) 

where the subscript q stands for 1 or 2, which correspond to even and odd Dirichlet 

or Neumann problems respectively. The primes imply differentiation with respect to 

the independent variables r, fl and </?. The vectors mq and Iq are given by 

m,(0, <p) = tp-rq(0)Pq(<p) - d-Tq{d)P'q(<p) (2.48) 

£,(tf, <p) = vq{yq + l)T,(i?)P,(v?)f. (2.49) 

where the metric coefficients s$ and s^ are given by (A-5) and (A-6). In (2.46) 

and (2.47), the superscripts for Mq and Nq are omitted for clarity. In Appendix 

B, the superscripts (1) and (2) are used to specify the type of the radial function 

Rq(r) as defined by (B-7)-(B-10). In order to obtain the current expression for plane 

wave incidence, large argument forms of the source terms involving spherical Hankel 

functions are used. In (B-25), the source terms are 

M%2{r') = h™2(Kr')mm2 (2.50) 

m n = ^ l e e M + i£$&M) ( , x *.,) (2.51) 

where the subscripts "on2" and "enl" are used instead of q. It should be noted that 

this is necessary to be able to uniquely specify each function. For instance, "on2" 

denotes that the eigenfunctions to be used in evaluating mq are the solutions of the 

odd Neumann problem (i. e. T„2 and Po2 , P„2 ) t n a t a r e associated with the nth 

eigenvalue pair (uon2, //on2). 
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The spherical Bessel function can asymptotically be expressed as 

/i?V)~.7 iH- l ' 
-jur 

KT' 
(2.52) 

Using (2.52) in (2.50) and (2.51), and substituting in (B-25), the expression for the 

current density as r' —> oo can be written as 

W = 'if E f°n2+1^on2(A, <*>) • aT°n2{7T) 

15 n = l A on2 

{ ~ um2(um2 + l)3"™^ Pm2(<p)<P 

+— : V 1 + sm <PpoMmr) 
KT sirup v ) 

+jv«"[r0 x m e„iOWo)] • a^ e n l ( K r )r iw l(7r)P e w l(y)f (2.53) 
Aenism<y9 

where the incident field vector at the vertex was identified as 

(a) 

^2 

« d 

ei 

(b) 

Figure 2.3: (a) Plane angular sector of ad < 90°. The angular sector is centered in 
the first quadrant of the x-y plane so that e.\ • x — e2 • y. (b) Plane angular sector of 
aa = 90° on the x-y plane and the current density path perpendicular to the edge. 

In the numerical calculations, the infinite sum in the current expression is termi­

nated after Nc terms. In order to determine Nc, a convergence test should be carried 
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Figure 2.4: (a) Re{Jr} as a function of the number of terms used in the current 
expression, (b) Re{AJr} and //enl as a function of the summation index n. AJr rep­
resents the contribution from each term in the current expression given by (2.53). The 
current density on a plane angular sector of a^ = 90° is evaluated at (7, r) = (0.5°, 2A) 
for a 6i polarized plane wave incidence from the direction (#i,<fo) = (30°, 225°). 
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Table 2.2: Number of terms sufficient for convergence in the evaluation of the current 
density, r is the radial distance measured from the vertex. Nf is the number of terms 
used in the eigenfunction expansions. Nc is the number of terms used in the current 
expression. 

r(A) 

1.0 

1.5 

2.0 

2.5 

3.0 

4.0 

5.0 

6.0 

8.0 

10.0 

Nf 

13 

15 

23 

25 

29 

35 

43 

53 

67 

81 

Nc 

130 

152 

228 

321 

370 

618 

850 

1159 

2119 

2969 

out. Convergence is assumed when the consecutive terms in the series in (2.53) dif­

fered in less than 0.1%. The number of terms sufficient to obtain convergence for 

various radial distances are shown in Table 2.2. Each eigenvalue pair (un, fin) that is 

obtained by finding the intersection of the v vs /i curves as in Fig. 2.2 is associated 

with a term in the summation in (2.53). It should be noted that (2.53) is formulated 

such that the summation is over all the eigenfunctions in no particular order. Thus, 

this series expression can be evaluated in various ways. Consider the v vs /i curves 

for To2 in Fig. 2.2 (continuous line). For the given range of v, there are 15 eigen­

value pairs on the m = 1 curve. Once these 15 eigenvalue pairs are obtained, the 

corresponding 15 terms in the current expression can be calculated. Then the same 

procedure can be repeated for the remaining v vs // curves (m=2, 3, 4 etc.) until the 

series converges. Another approach is to sort the terms in the series in (2.53) with 

respect to the value of the associated eigenvalue pair. In our calculations, we use 
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the latter approach. The eigenvalue pairs are sorted with respect to vn starting with 

the smallest value and the summation in (2.53) is terminated after Nc terms. The 

Figure 2.5: (a) Magnitude and (b) Phase of the total current density perpendicular 
to edge e,\. The current density is calculated along the path shown in Fig. 2.3(a) with 
dc = 2A for a #, polarized plane wave incident from the direction (0j, 4>i) — (30°, 270°). 

current density on a plane angular sector of a^ = 90° evaluated at 7 = 0.5° is shown 

in Fig. 2.4. The problem geometry and the path along which the current is calculated 

is depicted in Fig. 2.3(a). The real part of JT as a function of the number of terms 

used in (2.53) is shown in Fig. 2.4(a). It is observed that number of terms necessary 

for convergence increases with the radial distance. In Fig. 2.4(b), AJ r denotes the 

contribution from each term in (2.53) separately. The corresponding value of /in for 

each term is also shown in Fig. 2.4(b). It is observed that the contribution due to 

the terms with a large value of fin is very small. Most of the contribution is due 

to the terms for which /j is close to 0. Thus, only the first few terms per each v-fj, 

curve make a significant contribution to the current density at this distance. This 

25 



shows that the series must be evaluated starting from the smallest value of v to ob­

tain better convergence. In order to further improve the convergence, acceleration 

techniques such as Euler transformation or Shanks transformation can be used. In [5] 

and [6] these transformation methods are used to calculate the scattered field from an 

elliptic cone in the far zone for nose-on incidence. In order to investigate the behavior 

of vertex-diffracted currents, it is sufficient to calculate the exact current only in the 

close vicinity of the vertex. Towards this goal, we use directly (2.53) to calculate the 

exact current density. 

In [1] and [22], the solution of the problem is formulated using the same form 

of eigenfunctions (see Table 2.1). However, the eigenvalue pairs and the coefficients 

for the eigenfunctions are obtained in a different manner. In order to obtain the 

eigenvalue pairs; the determinant of the matrix eigenvalue problem, which must be 

zero, is identified in the form of an infinite continued fraction. Such an expression can 

be written for each matrix eigenvalue problem (2.30), (2.35), (2.36) and (2.42). The 

eigenvalue pairs are calculated by solving the corresponding determinant equations 

simultaneously. Finally, the coefficients for the eigenfunctions are obtained by using 

the recurrence relations similar to (2.26) and (2.31). Even though this approach is 

computationally less intensive, it results in incorrect values for large values of v. Thus, 

this method can be used to calculate the current density only around the immediate 

vicinity of the vertex. It was observed that, the accuracy of the current degrades 

after r ~ 1.2A when this approach was used to calculate the eigenvalue pairs and the 

coefficients of the eigenfunctions. 

Fig. 2.5 shows the current y component of the current density on a a^ = 90° plane 

angular sector illuminated by a fy polarized plane wave incident from the direction 

(Qi,(f>i) = (30°, 270°). The problem geometry and the path along which the current 

density is plotted are shown in Fig. 2.3(b). The two edges of the angular sector 

are denoted by e.\ and e2. The current density is calculated along the path that is 
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perpendicular to e\. The distance to the vertex, dc, was chosen to be 2A. In Fig. 2.5 

"PTD" denotes the current density obtained using the Physical Theory of Diffraction. 

For the given direction of incidence in this example, when the observation point is 

far from the vertex, the current density should be very similar to the current density 

induced on a half plane that conforms to the angular sector at edge e.\. The PTD 

current is obtained from Sommerfeld's exact solution [24] as the sum of PO and fringe 

wave (FW) currents. For the given direction of incidence and polarization, the vertex 

diffracted current is negligible along the perpendicular cut considered in this example. 

Thus, the current density obtained using the PTD is expected to be accurate and can 

be used to test the accuracy of the eigenfunction solution described in this chapter. 

It is observed that both the phase and the amplitude of the exact current density 

calculated using (2.53) agree very well with the PTD current. The x component of 

the current density for 0j polarized incident field was found to be zero as expected. 

Along the perpendicular cut dc = 2A, the maximum radial distance to the vertex is 

r ~ 8.2A. The parameters used in evaluating (2.53) and the eigenfunction expansions 

in this example are iVc = 2500 and Nj = 71. This guarantees convergence at the 

maximum radial distance. 

In order to investigate the behavior of the current density near the vertex, we 

consider the current density induced on a plane angular sector of a^ = 90°. Fig. 2.6 

illustrates the f and <j) components of the current density as a function of 7 at r = 0.5A. 

The problem geometry is depicted in Fig. 2.3(a). The angular sector is illuminated by 

a §i polarized plane wave from various directions. The PTD current is discontinuous 

at the shadow boundaries of the first order diffracted currents from the two edges. For 

(0j, (pi) — (45°, 225°), these shadow boundaries occur at 7 = 60° and 7 = 30° for edge 

ei and e2 respectively. For (9i,4>i) — (80°, 225°), the PTD current exhibits similar 

discontinuities at 7 = 45.86° and 7 = 44.13°. Fig. 2.7 shows the current density 

at r = 5A for the same scattering configuration. It is observed that the amount of 
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Figure 2.7: (a), (b) f and (c), (d) <f> components of the total current density on a 90° 
angular sector at r = 5A for a 0j polarized plane wave incident from the direction 
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discontinuity at the shadow boundaries decreases when the observation point moves 

away from the vertex. Furthermore, the PTD current agrees better with the exact 

current as the observation point moves away from the vertex. This is particularly 

evident in the (f> component of the current density. Far from the vertex, the vertex-

diffracted waves are not significant. Consequently, the current density predicted by 

the PTD is accurate when no higher-order edge to edge interactions are present. 

In the next example, we consider the case where double-diffracted currents are 

significant. Fig. 2.8 shows the current density induced on a plane angular sector of 

ad = 60° for a fy polarized plane wave incident from the direction (0j, fa) = (30°, 240°). 

The current density is plotted at r — 0.8A. The discontinuities in the PTD current in 

this case are associated with the double-diffracted currents. The shadow boundaries 

for these currents occur at 7 = 1.2° and 7 = 50.7°. Similar to the previous example, 

the amount of discontinuity at the shadow boundaries decreases as the radial distance 

to the vertex is increased. Fig. 2.9 shows the current density at r = 8A for the same 

scattering configuration. 

2.5 Conclusion 

In this chapter, the eigenfunction expression for the current density induced on a 

perfectly-conducting, infinitely-thin semi-infinite plane angular sector illuminated by 

a plane wave was derived. Since the vertex-diffracted currents will be formulated using 

this expression in the following chapter, the accuracy of the eigenfunction solution is 

of primary importance. 

First, the scalar wave equation was separated into two coupled Lame equations 

and the spherical Bessel equation. Then, the solution of the Lame equations were 

expressed in terms of eigenfunction expansions based on the boundary conditions. 

By substituting the eigenfunction expansions in the differential equations, matrix 
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eigenvalue problems were obtained for each expansion. The eigenvalue pairs and 

the expansion coefficients were then calculated by simultaneously solving the matrix 

eigenvalue problems. In evaluating the expansion coefficient and the eigenvalue pairs, 

the matrix eigenvalue equations were solved directly using a QR algorithm. It was 

shown that this approach provides accurate results even at distances far from the 

vertex. 

The exact current density was compared with the PTD current density for various 

scattering configurations. The PTD current is in fact exact when it is used to calculate 

the current density on a half plane. The plane angular sector can simply be interpreted 

as the intersection of two half planes. However, in this case the half plane conforming 

to one edge of the angular sector is truncated at the other edge. Thus, the current 

due to these two truncated half planes are not the same as the current induced on the 

half plane that is not truncated. Furthermore, the tip of the angular sector acts as a 

new diffraction center and affects the current density even more. It was shown that all 

these effects become negligible as the observation point moves away from the vertex. 

Far from the vertex, the eigenfunction solution and the PTD currents agree well. On 

the other hand, the two results do not agree around the shadow boundary lines when 

the observation point is close the vertex. This difference between the exact and the 

PTD currents is interpreted as the vertex-diffracted current and will be investigated 

in detail in the following chapter. 

33 



Chapter 3 

Vertex-Diffracted Edge Waves 

3.1 Introduction 

In this chapter, the behavior of the vertex-diffracted currents is investigated in detail. 

The vertex-diffracted currents are denned as the difference between the exact and 

PTD currents. Up to second order edge diffracted currents are included in the PTD 

solution. The formulation of the second-order edge to edge interactions is summarized 

in Section 3.2. Numerical diffraction coefficients for the vertex-diffracted currents 

are derived in Section 3.3. Finally, the effect of the corner diffracted currents on 

the RCS pattern is illustrated for various scattering configurations. The scattering 

configurations used in the numerical examples are chosen to be the same as the ones 

used in the previous developments ([11], [17], [22]) to be able to assess the performance 

of the new derivation. This chapter has been reported in [43]. 
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3.2 Current density on a plane angular sector 

Consider an infinitely-thin, perfectly-conducting plane angular sector illuminated by 

a plane wave as shown in Fig. 3.1. The current density on the plane angular sector 

can be expressed as the sum of the physical optics (PO) current, the fringe wave 

(FW) current and the vertex-diffracted current. The vertex diffracted current is then 

defined as 

r = r - (jpo + j{w + j{w + j # + j%) (3.1) 

where Je is the exact current and JFO is the well-known PO current. J(w and j{w 

are the fringe-wave contributions due to the two edges of the angular sector. Jf | and 

J2i denote the edge-to-edge double-diffracted current contributions. An edge-fixed 

coordinate system is defined at each diffraction point O as depicted in Fig. 3.1. h is 

the normal and x is the tangent to the surface of the half plane. The edge tangent 

i must be defined such that x x n = t. With respect to the edge-fixed coordinate 

system, the incident plane wave is given by 

H{s) = $H<t, + P'Hfi,}e->kSf-Sa 

where H<y and Hp denote the <j)' and the $' components with the phase referenced to 

the tip of the angular sector. The edge diffracted fringe wave current on a half plane 

is obtained by subtracting the PO current from the total current [24]. The parallel 

and the perpendicular components of the fringe wave current can be expressed as 

Jfw(s) = - 2 e ! l e-ikaHp, sin p'F(a) (3.2) 
V7T(7 

j[w{s) = ^—^e-
3k8\ - Ha, cos 0'F(a) 

+ [Hp ̂  - H0, cos /?' cos2 ^ ] [2 - 2F(a)] j (3.3) 
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Figure 3.1: Plane angular sector and the edge fixed coordinate system. 

where 

a=ks{\ — s • s'), 

F(x)=2j^/x~eJX / e~]T dr. 

The direction of propagation for the FW surface current is defined by the intersection 

of the Keller cone and the plate surface (/3 = /?'). In order to obtain an expression for 

the double-diffracted currents, (3.2) and (3.3) are used at the second-order diffraction 

point. Consider the diffraction path depicted in Fig. 3.2. The diffracted field at 0\ 

is re-diffracted by the other edge at 02. Assuming plane wave incidence, the fringe-

wave current due to the diffraction at the second order diffraction point, 02, can be 

expressed as 

Jfw(s2) = ~2e^l4e->ks*\x2(H{2 • t2)F(a) 

+i2(Hl2-x2)[2-F(a)}} (3.4) 

in which H\2 is the magnetic field diffracted from the first-order diffraction point, 0\. 

Eq. (3.4) follows directly from (3.2) and (3.3) by substituting $ = 0, Hpsinp' = 
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Hl • i2 and Hpicosfi' = H1 • x2. Using the PO approximation, the magnetic field 

incident on the second-order diffraction point (H[2) can be expressed as 

2H[2(02) = -x2(j{
w(02) • t2) + t2(j{

w(02) • x2) (3.5) 

where j(w is the FW current diffracted by the first edge at 0\. Using (3.5) in (3.4), the 

double-diffracted FW current at point P can be expressed in terms of the first-order 

FW currents as 

J^(s2) = l£?!te-1k«{x2(J{m(Oi) • x2)F{a) 

-W(W(02)-i2)[2-F(a)}y (3.6) 

It is noted that the first-order diffracted current (j{w) introduces a normal component 

to the edge along edge 2. Using (3.6), it can be shown that this component is canceled 

by the introduction of the second-order diffracted current. The normal component of 

the first-order diffracted current at 0\ is canceled by the normal component of the 

PO current. Therefore, the edge condition [33] on the current density that is normal 

to the edges of the angular sector is satisfied by the introduction of double-diffracted 

currents. 

3.3 Vertex-diffracted Currents 

In this section, we investigate the behavior of the vertex-diffracted currents near the 

corner of the plane angular sector. We consider the plane angular sector shown in 

Fig. 3.3. The vertex-diffracted current is obtained by subtracting the known edge-

diffracted current contributions from the total current as suggested by (3.1). Re­

gardless of the tip angle, the plane angular sector is centered in the first quadrant 

of the x-y plane so that e.\ • x = e2 • y. The total current, Je, is the exact solution 

obtained using the eigenfunction solution described in Chapter 2. The FW contribu­

tions are calculated using (3.2) and (3.3). In order to demonstrate the derivation of 
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Figure 3.2: Ray path for double diffracted current. 

the vertex-diffracted currents, we consider a plane angular sector of a^ = 60° illumi­

nated by a 6i polarized plane wave incident from the direction (0i,<fo) = (80°, 225°). 

The vertex-diffracted current is calculated along various radial cuts defined by 7, 

the angular position with respect to edge ej. The amplitude and the phase of the f 

component of the corner current is shown in Fig. 3.4. It is observed that, the phase 

behavior is the same as the phase behavior of a wave traveling away from the corner. 

Furthermore, the amplitude behavior along various radial cuts shows that the func­

tional dependence on the distance from the corner is also a function of the angle 7. 

The behavior of the J^ is very similar to that of Jr. Based on this observation, the 

vertex-diffracted current is formulated as 

Jv = K(j){kr)~a^e^kP^)r (3.7) 

where Jv denotes the f or the (f> component of the vertex-diffracted current density, 

if (7), 01(7) and P("i) are the unknown functions to be obtained numerically. The 

form of the corner diffracted currents given by (3.7) can also be deduced by using 
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Figure 3.3: Plane angular sector on the x-y plane and the radial cuts. The angular 
sector is centered in the first quadrant of the x-y plane so that e.\ • x = e2 • y. 

the corner condition [25]. It is noted that for the results illustrated in Fig. 3.4, the 

sampling locations along the given radial cuts correspond to forward scattering di­

rections with respect to the incidence direction. Thus, there are no multiple edge 

diffractions involved in calculating the corner currents (Jf$ = 0, J|f = 0). Con­

sequently, the difference current J c is dominated by the vertex-diffracted currents. 

When higher-order edge-to-edge diffractions are present, it is important to be able to 

extract the vertex-diffracted current from the total current in an accurate manner. In 

many cases, the corner current as defined in (3.1) may be dominated by the higher-

order edge-diffracted currents. To demonstrate this, we consider a 90° angular sector 

illuminated from the direction {0i,4>i) = (80°, 160°). The vertex-diffracted current 

calculated along the radial cut 7 = 10° is shown in Fig. 3.5. The current distribu­

tion labeled "FW-1" represents the vertex current obtained without subtracting the 

double-diffracted edge currents(i. e. J!jfi = 0). "FW-2" denotes the actual vertex 

current calculated using (3.1). The double-diffracted current, J$f is also shown for 

comparisons with the two types of difference currents. It is observed that when the 
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Figure 3.4: (a) Magnitude and (b) Phase of J£ on a 60° angular sector along various ra­
dial cuts for a 0j polarized plane wave incident from the direction (#j, &) = (80°, 225°). 

double-diffracted currents are ignored, the behavior of the difference current agrees 

with the form assumed by (3.7). However, by comparing the phase behavior of this 

difference current with that of double-diffracted current alone, we deduce that the 

difference current is dominated by the double-diffracted current. It is noted that the 

phase behaviors are very similar in the two cases. However, as depicted in Fig. 3.5, 

the magnitude of the vertex-diffracted current is in fact much smaller than the one 

that is obtained without incorporating the double-diffracted currents. This would def­

initely result in erroneous far fields. Therefore, incorporation of the double-diffracted 

currents is quite critical in calculating the vertex-diffracted currents. 

In order to obtain the unknowns K("y), 01(7) and P{j) for a given direction of inci­

dence and polarization, the vertex-diffracted current obtained using (3.1) is uniformly 
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sampled along the desired radial cut 70. It follows from (3.7) that 

ln( |J c(7o,r„) | )=-«(7o)ln(^n) + ln(|K(7o)|) (3.8) 

(3.9) 

The radial distance to the vertex, rn, denotes the nth sampling point along the radial 

cut defined by 7 = 70 and rmin < rn < rmax. The unknowns can be obtained by 

solving (3.8) and (3.9) separately using linear least-squares fitting [44]. The upper 

limit of the radial cut rmax should be chosen sufficiently large that the unknown 

coefficients can be obtained accurately using the least squares fit. However, it must 

be pointed out that the infinite series of eigenfunction expansions used to calculate the 

exact current, Je , converges more slowly as the observation point moves away from 

the tip of the angular sector. In this dissertation, we use rmax = IX with 15 uniformly 

spaced sampling points (N=15). In our formulation of the eigenfunction expansions, 
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this requires the evaluation of the first 115 terms in the infinite series of the current 

expression and 15 terms for each eigenfunction expansion (Nc = 115, Nf = 15). 

The unknown coefficients over the entire surface for a given incidence direction can 

accurately be calculated using these variables. The singularity exponent, a(7o), and 

the magnitude of the diffraction coefficient if (70) can be expressed as 

N N N 

n=l n=\ n = l 

«wo; — 

ln|tf(7o)| = ^ 

N 9 N 

(E*n) - * S > n 
7 1 = 1 7 1 = 1 

- N N 

J2Vn + a(7o) J2 Xn 
.n=l n = l 

(3.10) 

(3.11) 

where 

y„ = ln(|Jc(7o,rn)|), 

xn-\n(krn) n = l,...,N. 

The phase factor F(7o) and,the phase of K(j0) can similarly be obtained by using 

(3.10) and (3.11) respectively with yn = ZJc(7o,r„) and xn = krn. The difference 

current J$ and the least-square fit (LSF) approximation that is obtained using (3.7) 

for two different cases are shown in Fig. 3.6. In Fig. 3.6(a) the direction of incidence 

is (Qi,<t>i) = (60°, 225°). This corresponds to forward scattering since there are no 

double-diffracted currents. On the other hand in Fig. 3.6(b), the direction of incidence 

is chosen to be (0i,(f>i) = (30°, 45°), for which double-diffracted currents are rather 

significant. The LSF current density given by (3.7) agrees well with the difference 

current except around the immediate vicinity of the vertex in both cases. 

3.4 Numerical Examples 

We first consider the current density induced on a plane angular sector of 30° for 

9i polarized incidence from the direction (9i,<f>i) = (60°, 45°). The current density 
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(a) (b) 

Figure 3.6: Magnitude of J£ and the least-squares approximation on a 90° angular 
sector along various radial cuts for 0j polarized plane wave incidence, (a) (9i,(f)l) = 
(60°, 225°) and (b) (0i>(fc) = (30°, 45°). 

obtained using the vertex-diffracted currents is compared with the exact solution in 

Fig. 3.7. The current density is calculated at r = 0.5A for 0° < 7 < 30°, where 

r is the radial distance from the tip and 7 is defined as shown in Fig. 3.3. "FW-

1" denotes the current density obtained using only the first-order edge-diffracted 

currents. The solution labeled "FW-2" represents the current density obtained by 

superimposing the double diffraction contributions to the first order FW currents. 

"FW+corner" is the current density obtained using both the first- and second-order 

edge-diffracted currents and the vertex-diffracted currents. It is noted that there are 

no discontinuities in the FW solutions since there are no diffraction shadow boundaries 

on the surface of the angular sector for the given direction of incidence. For the <j> 

component of the surface current density, inclusion of the second-order edge-diffracted 

currents considerably improves the accuracy of the solution. Note from Fig. 3.7(b) 
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that the first-order only solution tends to be singular at the edges. This is a non-

physical behavior. On the other hand, when double-diffracted currents are included, 

J^ tends to be zero near the edges. In general, the double-diffracted currents provide 

a significant contribution to the </> component of the total current near the edges. 

However, the resulting current density is still not accurate. Inclusion of the double-

diffracted currents does not seem to have a substantial improvement on Jr as shown in 

Fig. 3.7(a). The high-frequency current obtained using the vertex-diffracted currents 

agrees very well with the exact solution for both the f and 4> components. It is also 

observed that Jr and J<j> satisfy the edge condition. 
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Figure 3.7: (a) f and (b) 0 components of the total current density on a 30° angular 
sector at r = 0.5A for a #; polarized plane wave incident from the direction (#;, </>j) = 
(60°, 45°). 

Next we consider the current density on a 90° plane angular sector for forward 

scattering directions. For (0i,(fii) = (45°, 225°), there are two shadow boundaries for 

the first-order edge-diffracted currents. These shadow boundaries appear at 7 = 60° 

for edge 1 and at 7 = 30° for edge 2. When the direction of incidence is {0i,(f>i) = 
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(80°, 225°) the shadow boundary lines for edges 1 and 2 move to 7 = 45.86° and 

7 = 44.14° respectively as shown in Fig. 3.8. The distance at which the current 

density is plotted in this example is r = 0.5A. This is rather close to the tip of 

the angular sector. Thus the amount of discontinuity at the shadow boundaries is 

quite large. As the distance to the vertex increases, the amount of discontinuity 

decreases. In any case, the discontinuity is removed by the inclusion of the vertex 

diffracted currents. The resulting high-frequency current agrees very well with the 

exact solution. 

1.4 

1.2 R 

1 

- f 0.8 

1 0.6 fr 

0.4 

0.2 

0 

exact 
FW 

FW+corner 

10 20 30 40 50 60 70 80 90 

1 (deg) 

(a) 

10 20 30 40 50 60 70 80 90 
T (deg) 

(b) 

Figure 3.8: (a) f and (b) <p components of the total current density on a 90° angular 
sector at r = 0.5A for a 6>, polarized plane wave incident from the direction (9{, fa) = 
(45°, 225°) and {9i,fa) = (80°, 225°). 

Fig. 3.9 shows the f and 0 components of the current density on the plane angular 

sector of a^ = 90° as a function of the radial distance from the tip along the radial 

cut 7 = 1 ° . Since the vertex-diffracted currents are strongly guided around the 

edges (Fig. 3.7), it is particularly important to predict the vertex-diffracted currents 

accurately near the edges. The angular sector is illuminated by a 0j polarized plane 
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(a) (b) 

Figure 3.9: (a) f and (b) 4> components of the total current density on a 90° angular 
sector along the radial cut 7 = 1° for a §i polarized plane wave incident from the 
direction (Oufc) = (60°,345°). 

wave incident from the direction (0j,0i) = (60°, 345°). It is observed that the total 

high frequency current agrees well with the exact solution except at distances very 

close to the tip. Similar behavior was observed in general for any given direction 

of incidence. This behavior is expected since the vertex-diffracted currents are not 

expected to be ray-optical in the immediate vicinity of the vertex. We observed that 

this does not cause any substantial error in the RCS pattern. 

In Fig. 3.10(a), we present the numerical diffraction coefficient K as a function of 

7 for various directions of incidence for a 90° angular sector. It is observed that the 

diffraction coefficient becomes singular at the two edges of the plane angular sector. 

The vertex-diffracted waves are strongly guided by the edges of the angular sector 

as suggested by the edge condition [33]. As demonstrated in the earlier numerical 

example, the vertex-diffracted currents correct the discontinuity of the edge-diffracted 

currents at the shadow boundary lines. This is the part of the vertex-diffracted 
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currents that accounts for the truncation of the FW currents. As a consequence, 

the diffraction coefficients are discontinuous at the shadow boundaries. It is noted 

that for (9i,(j>i) = (45°, 45°) (continuous line) the discontinuities at 7 = 30° and 

7 = 60° correspond to shadow boundaries for the double diffracted rays. Similarly, 

the diffraction coefficient is discontinuous at 7 = 56.77° and 7 = 77.05° for (0j,0i) = 

(60°, 255°). Fig. 3.10(b) shows the phase factor P as a function of 7. It is observed 

that the phase factor is close to 1 for the entire angular range except around the 

transition regions. This verifies that the vertex-diffracted fields behave like a spherical 

wave traveling away from the vertex. 
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Figure 3.10: (a) Diffraction coefficient Kr(-y) and (b) Phase factor P r(?) for a 90° 
angular sector for a 0j polarized plane wave incident from the direction {9^ fa) = 
(45°, 45°), (9t,fa) = (60°, 255°) and ft, fa) = (60°, 225°). 

The total current density obtained using the vertex-diffracted currents are inte­

grated numerically to find the RCS of finite scattering structures of various shapes. 

First we consider the monostatic RCS of a 30° isosceles triangular plate depicted in 
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(a) (b) 

Figure 3.11: Scattering configurations for RCS calculations. 

Fig. 3.11(a). The RCS pattern is calculated on the x — z plane. This is the com­

mon scattering configuration that has been studied in the previous developments [22], 

[45], [17] to test the performance of the high-frequency solutions. In this configura­

tion, because of the narrow tip angle (ad = 30°), the vertex-diffracted currents and 

the higher order interactions among the edges and corners makes a significant con­

tribution to the RCS pattern when grazing directions are approached. Fig. 3.12(a) 

shows the copolar RCS of a triangular plate of height h = 3A for 0j polarized in­

cident field. "PTD-1" denotes the RCS pattern that is obtained by using only the 

first order edge diffracted currents. In "PTD-2", the double diffracted FW currents 

are incorporated in the solution. "PTD+corners" is the pattern obtained using the 

total high frequency current. It is observed that the double-diffracted currents are of 

minor importance when the incident field is vertically (0j) polarized. On the other 

hand, the vertex-diffracted currents improve the accuracy of the RCS pattern by as 

much as 20 dB over the angular range 150° < a < 180°. This improvement is mainly 

due to the contributions from the vertex-excited currents at corner 1. Consider the 

vertex contributions when nose-on incidence is approached (a ~ 0). In this case, the 

incident E-field is perpendicular to the scattering surface. As a result, there is no 
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Figure 3.12: Monostatic RCS of a triangular plate, h = 3A, ad = 30°. The RCS 
pattern is calculated on the x-z plane, a is measured from the positive x-axis. (a) 
RCSee and (b) RCS^. 
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Figure 3.13: (a) Monostatic RCS of a triangular plate, h = 5A, a^ = 30°. (b) Bistatic 
RCS of a triangular plate for (9U &) = (30°, 180°), (j)s = 0°. h = 8A, ad = 20°. The 
RCS patterns are calculated on the x-z plane, a is measured from the positive x-axis. 
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contribution from corner 1 and its two edges. The main contribution near nose-on 

incidence is due to the back edge and corners 2 and 3. The corner diffraction con­

tribution due to these corners is very weak on the x-z plane. Thus, near nose-on 

incidence the RCS is dominated by the contributions from the edge along the y-axis. 

The small discrepancy around a ~ 20° is attributed to the higher order interactions 

among the edges. As a approaches 180°, the far field is dominated by the contri­

butions from corner 1. Fig. 3.12(b) shows the co-polar RCS pattern of the same 

triangular plate for fa polarized incident field. Since the incident field in this case 

is parallel to the surface of the plate, the contribution from corner 1 is significant 

when nose-on incidence is approached. The effect of the double diffracted currents 

is evident in the RCS pattern. In calculating the double-diffracted currents, we em­

ploy ray tracing to find the first- and second-order diffraction points along the edges. 

Then we assume that the second-order diffraction point is illuminated by a plane 

wave. This assumption is valid when the two diffraction points are well separated. 

However, as the corner is approached, the first-order diffraction point becomes close 

to the second-order diffraction point and this assumption is no longer valid. For hor­

izontal polarization (fa), the disagreement between the MoM and the PTD patterns 

over the angular range 0° < a < 50° could be due to the incomplete modeling of 

the higher-order edge-diffracted currents. In this case, the vertex-diffracted currents 

act as a correction factor for the edge-diffracted currents. The resulting RCS pattern 

agrees reasonably well with the MoM pattern. It should be noted that, edge-wave 

mechanisms such as the corner-to-corner or corner-to-edge interactions are also strong 

for this polarization. Thus, the disagreement could partially be attributed to such 

higher-order effects that have not been incorporated in our calculations. 

In order to demonstrate the effect of the higher order diffraction mechanisms 

that have not been incorporated in the solution, we consider the scattering config­

uration in the previous example with a triangular plate of h = 5A. Fig. 3.13(a) 
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shows the co-polar RCS pattern for #j polarized incident field. The resulting pattern 

("PTD+corners") agrees better with the MoM pattern as compared to the previous 

example. It is noted in Fig. 3.13(a) that, the RCS pattern obtained using the MoM 

is almost completely reconstructed when the corner diffraction terms are included 

over the angular range 150° < a < 180°. This indicates that the discrepancy be­

tween the MoM and the "PTD+corners" pattern in Fig. 3.12(a) is indeed associated 

with the higher order mechanisms such as corner-to-corner and corner-to-edge inter­

actions. As the plate size gets larger, the effect of these interactions become weaker. 

Even though not included in the present formulation, corner-to-corner and corner-to-

edge interactions can be calculated with reasonable accuracy as demonstrated in [46]. 

Fig. 3.13(b) shows the RCS pattern for the same scattering configuration with h = 8A 

and ad = 20°. It is observed that even for such a narrow angled corner, the RCS 

pattern obtained using the MoM is recovered when the vertex-diffracted currents are 

included. 

Fig. 3.14 shows the bistatic RCS of a square plate of width 5A illustrated in 

Fig. 3.11(b). We consider the co-polar (RCSge) and cross-polar (RCS^Q) patterns for 

a 9i polarized field incident from the direction (0j, <&) = (45°, 0°). The RCS pattern 

is calculated at <j)s = 60°. Up to second-order edge-diffracted fields are included 

in the solution "PTD." For RCSee, the vertex-diffracted currents have a significant 

effect on the RCS pattern around 9 = 90° and 9 = 270°. For the cross-polar case, 

the PTD approximation seems to perform much better. This indicates that corner 

diffraction is not as significant. Nevertheless, the resulting high-frequency pattern 

agrees well with the MoM result. Finally, in order to demonstrate the effect of 

vertex-diffracted currents for 4>i polarized incident field, we consider the RCS of the 

5A plate for (#i,0j) = (80°, 45°). The high-frequency pattern agrees very well with 

the MoM pattern for both polarizations as shown in Fig. 3.15 and Fig. 3.16. It should 

be noted that the RCS pattern is slightly overestimated near 6 ~ 240° and 9 ~ 300°. 
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Figure 3.14: Bistatic RCS of a 5A square plate. ( 0 ^ ) = (45°, 0°), (j)s = 60° 
RCSee and (b) RCS>. 
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This discrepancy is due to incomplete formulation of the double-diffracted currents 

and the higher-order diffraction mechanisms. Since the direction of incidence is close 

to grazing, higher-order interactions among different scattering centers, such as third 

order edge diffraction and corner-to-edge diffractions, could be significant in this case. 

3.5 Conclusion 

In this chapter, an approximate expression for the currents diffracted at the tip of an 

infinitely-thin, perfectly-conducting plane angular sector was derived. It was demon­

strated that, based on the phase behavior, the vertex-diffracted current density can 

be modeled by 

Jv = #(7)(A;r)-Q(7)e-J'feP(7)r. (3.12) 

The unknown amplitude, phase and decay factors were calculated as a function of 7, 

the angular position of the observation point on the plane angular sector. It should 

be noted that, the unknown factors were derived using the current density induced 

on a plane angular sector, which is a semi-infinite structure. In order to calculate the 

vertex-diffracted current density from a given corner of a finite polyhedral structure, 

the canonical modeling that is used in traditional ray-optical methods such as the 

GTD or the UTD is used. The canonical modeling is based on the assumption that 

near the corner of the finite scatterer, the vertex-diffracted current density is well 

approximated by that of a semi-infinite plane angular sector that conforms to the 

finite scatterer at the corner that is being considered. Thus, the interaction of the 

vertex-diffracted currents with the rest of the scatterer was assumed to negligible. The 

accuracy of the vertex-diffracted currents was verified by direct comparisons with the 

exact current density. The effect of the vertex-diffracted currents on the RCS was 

also illustrated using various scattering configurations. 

54 



E 
</> m 
33, 

-a •e 
CO 
O 
DC 

150 200 

e (deg) 
(a) 

20 

10 

E 
w 

DO 

CO 
o -
cc 

0 

10 

-20 

-30 

350 

350 0 50 100 150 200 250 300 

6 (deg) 

(b) 

Figure 3.15: Bistatic RCS.of a 5A square plate. ( 0 ^ ) = (80°,45°), <f>s = 90°. (a) 
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Figure 3.16: Bistatic RCS of a 5A square plate. (0J.&) = (80°, 45°), (f)s = 90°. (a) 
RCSee and (b) RCS^Q. 
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Chapter 4 

First Order Singular Basis 

Functions for Corner Diffraction 

Analysis 

4.1 Introduction 

This chapter presents the formulation of the first order singular basis functions 

in detail. We consider electromagnetic scattering from an infinitely-thin perfectly-

conducting polygonal scatterer. In the solution of integral equations by the MoM, 

the triangular patch basis functions developed by Rao, Wilton and Glisson [35] have 

become the most widely used approach for modeling the surface current density on 

such scatterers. In this chapter, we develop a set of divergence-conforming basis 

functions to overcome the inherent limitations of the RWG basis functions near the 

sharp edges and corners of a scatterer. The new basis functions which are used in 

the boundary patches that are adjacent to the geometrical edge or a corner of the 
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polygonal scatterer will be referred to as "first-order singular." By enforcing the 

edge and corner conditions, the first-order basis functions will be modified to include 

the correct behavior of the surface current density near the edges and corners of the 

scatterer. Section 4.2 describes the derivation of the singular basis functions. In 

Section 4.3, the accuracy of the singularity approximations is investigated through 

direct comparisons with the exact current density. Section 4.4 summarizes briefly the 

use of the MPM and the extraction procedure. Finally, the current density obtained 

using the first-order-singular basis functions is compared with the exact current den­

sity for various scattering configurations in Section 4.5. Throughout this chapter, 

the commonly-used notation for normalized area coordinates [31], [47] is adopted. 

The normalized area coordinate system, evaluation of the matrix elements and the 

numerical integration procedures for the singular basis functions in the MoM solution 

are described in Appendix D. This chapter has been published in [48]. 

4.2 Singular Basis Functions 

Consider the RWG triangle pair depicted in Fig. 4.1. The vertices of each individual 

triangle are numbered in a counter-clockwise sense starting from the free vertex. 

First-order basis functions [34] consist of two vector basis functions at each edge £m 

given by 

fR,i(r) = { 

fR,2(f) = { 

-2A+&-i4fi, r e T+ 

2A+&+i^-i, reT+ 

where £ are the area coordinates defined locally in each triangle [47]. According 

to the edge condition, the component of the current density parallel to the edge is 

proportional to cf_1, where d is the perpendicular distance to the edge and v is the 
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Figure 4.1: RWG triangle pair and the local indexing scheme. 

singularity exponent whose value can be obtained by employing the edge condition 

for different wedge angles [25]. When triangular subsections are used, two types of 

singularities are encountered. Consider the edge triangles shown in Fig. 4.2, where the 

dashed line represents a surface boundary edge. The edge singularity must be placed 

along 1\ in a triangle of type T\ and at vertex 4 in a triangle of type T2. Assuming 

that the edge vector £4 is parallel to the boundary edge, the perpendicular distance 

to the edge can be expressed as 

d=l T^£i> r e T l 
(4.3) 

.fft(l-fc), reT2 

where A\ and A2 are the areas of Tj and T2 respectively. It follows from (4.3) that the 

basis functions in Tx and T2 must be proportional to £X~l and (1 — £,AY~1 respectively. 

The singular behavior will be incorporated into the basis functions associated with 

the element edges £2, £3, and £4. Notice from Fig. 4.2 that the element edges £5 and 

IQ are of the same type as £2 and £3 respectively. No basis function is defined for the 

surface boundary edges (̂ 1) as in the RWG formulation. A suitable basis function 

for each edge can be obtained as the product of the corresponding first-order basis 

function and the necessary singularity. For notational simplicity, we assume that the 
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Figure 4.2: Triangular subsections adjacent to the boundary edge (dashed line). 

direction of current flow is inwards for triangles of type 7\ and outwards for triangles 

of type T2. Using (4.1) and (4.2), the first-order-singular basis functions associated 

with edge 2 are obtained as the product of the associated first order basis function 

and the required singularity 

r 

/ 2 , i ( r > 

/ 2 , 2 ( f ) = < 

r e T\ 
(4.4) 

(4.5) 

2Ai 

e2 
2A2" 

' & £ & , reT, 

where £2 represents the length of edge 2. In order to show that the normal component 

of the current is continuous, let us define a surface tangent normal to 12 as 

i2 = h x l2 

where n is the surface normal. For Ti, the normal components of f2,i and f2j2 along 

edge 2 are 

f2,i(r)-i\Tl=£3tr
1 

f2,2(f)-i\Tl=Cl-

(4.6) 

(4.7) 
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Similarly for T2, 

/2,i(*o • *h=&(i - UY~1 = url (4.8) 

/2.2(f) • * k = & ( l - & ) , ' - 1 = £ - (4-9) 

For a point at the common edge £2, £3 in Ti is equal to £4 in T2, and £1 in 7\ is 

equal to 6̂ in T2. Therefore, the normal components of /2,i a n d 2̂,2 across edge 2 are 

continuous. The first-order-singular basis functions associated with edge 3 and edge 

4 may similarly be obtained as 

/3,i(f)= 
l-al&(1-&)*'-1*4, reT2 

/3 ,2(f ) = 
4tM"~Xiu reTx 

2A2 
&1-&)"-%, reT2 

(4.10) 

(4.11) 

/ 4 , i ( f ) = - ^ 6 ( l - C 4 r 1 4 (4.12) 

hrf)=£-2t*(i - ur-1**- (4-i3) 

It should be noted that £4 is the common edge for a triangle of type T2 and an inner 

triangle. Therefore, f^\ and f^2 are defined only over T2. For points located at edge 

4, £4 = 0. Consequently, (4.12) and (4.13) reduce to the regular first-order basis 

functions. Therefore, continuity across edge 4 is guaranteed. The surface divergence 

of an arbitrary vector of the form / = / ^ + fi+\£~i+i + /J_IZJ_I is given by 

First-order-singular basis functions and their surface divergences obtained using (4.14) 

are listed in Table 4.3, where it is understood that £ and A are the length and 

area of the element associated with the corresponding basis function. Fig. 4.3 and 

Fig. 4.4 illustrate the basis functions in the boundary triangles. It is assumed that 
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(a) (b) 

(c) (d) 

Figure 4.3: First-order-singular basis functions, (a) f2 i • x, (b)Vs • / 2 i , (c) J22 • y, 
( d ) V a - / 2 , 2 . 

the surface boundary edges (dashed lines in the figures) are parallel to x. The 

basis functions parallel to the surface boundary edge are proportional to du~l as 

expected (Fig. 4.3(a), Fig. 4.4(a)). On the other hand, the basis functions that 

have a component perpendicular to the edge are proportional to dv (Fig. 4.3(c), 

Fig. 4.4(c)). This is the correct behavior for the current flowing perpendicular to 

the edge. Unlike previous developments, this allows both components to be modeled 

accurately in the MoM solution. It is evident from Fig. 4.3 and Fig. 4.4 that the charge 

density (surface divergence of the basis functions) is in the form of pulse doublets [49], 
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(a) (b) 

(c) (d) 

Figure 4.4: First-order-singular basis functions, (a) / 3 i • x, (b)Vs • /31, (c) fa 2 • V, 
(d)V.-/3>2 . 

ensuring that no charge accumulation appears on the surface. It should be noted that 

the correct behavior for the charge density is only approximately satisfied inside T2 

for h,\i fo,2 a n d JA- However, this does not cause any considerable inaccuracy as 

demonstrated by the numerical results. The correct behavior for the surface charge 

density is satisfied in T\ and there is no charge accumulation at the boundary edge 

l\. It is possible to obtain the correct behavior for the surface charge density in 

the edge triangles. First, it is assumed that the charge density in Tx and T2 are 

proportional to ^ _ 1 and (1—^)u '1 respectively. Then, the expressions for the singular 

basis functions are obtained by using the equation of continuity [28]. However, the 
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resulting basis functions do not satisfy the correct behavior of the current density in 

triangles of type T2 in this approach. Proper modeling of the surface charge density 

is of considerable importance at low frequencies. It has been shown in [50] that the 

elements of the MoM matrix elements at low frequencies are dominated by the scalar 

potential contributions. As a consequence, the effect of the incorrect behavior of the 

surface charge density on the accuracy of the MoM solution becomes substantial when 

the scattering surface is much smaller than a wavelength. 

Table 4.3: First order edge basis functions, M = £/2A 

h,\ 

V, • /2,i 

/2,2 

v , • /2,2 

h,i 

V, • hx 

h,2 

V s • /3l2 

/ M 

V s • /4,i 

h,2 

V, • /4l2 

Ti 

-MZ3tf-% 
-M&-1 

M%h 

-MuCi~l 

-Mt&h 
-Mug-1 

&*&&-% 

-Mfp1 

-

-

-

-

T2 

-M^[\-uy-% 

M(i-vu){\-uy-2 

M&{1 - &)"-% 

M{\ - uy-1 

-Mw±-uy-lu 
M(i-uy-1 

Mu{i-uy-% 
M(i-vu)(i-hy-2 

-M&i-uy-% 

M K e + ^ K l - ^ r 2 

M&(1-&)"-% 

M{u& + &)(i-z4y-2 

Next, we use a similar procedure to obtain corner basis functions. The behavior 

of current density at the tip of a plane angular sector has been studied in [25]. We 

use basis functions proportional to pT, where p is the distance to the corner. Consider 

the triangle pair at a surface corner depicted in Fig. 4.5. The dashed lines represent 

surface boundary edges. The corner behavior can be incorporated into the basis 

functions related to any edge element in the corner triangles. For simplicity, the 
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behavior of current density near the corner will be incorporated into the basis function 

associated with the edge element £c. It is required that ^_L4 and £2A.£\. In triangles 

of type C\ and C2, p can be expressed in terms of area coordinates as 

^ t e ^ + lMfd^)]2)^^. (415) 
l([TKfW2 + [TCfCl-€«)]2)*, rtC2 

where A\ and A2 denote the areas of C\ and C2 respectively. The corner basis 

functions are obtained as the product of the corresponding first order basis functions 

and the factor pT and are given by 

LM={ 

fc,2(f)-

- 2 f e ^ P r 4 , reC2 

(4.16) 
V2A&PT^ r eC2. 

The direction of current flow is assumed to be towards C\. It is straightforward 

to show that the normal component of the current density across £c is continuous. 

Consider the behavior of the corner basis functions in C\. Since £1 = 0 at the 

corner, /C|1 vanishes in a certain manner as the corner is approached as shown in 

Fig. 4.6. When r < 0, fc>2 becomes singular at the corner. Hence, similar to the 

edge basis functions, the corner basis functions are also capable of modeling both 

singular and finite currents depending on the value of r. The corresponding functions 

for the surface charge density can be obtained by calculating the surface divergence 

of the corner basis functions. By calculating the surface charge density in the corner 

triangles, it was observed that Vs • fc,2 agrees fairly well with the expected behavior 

pT _ 1 . However, Vs -/C)i does not show the correct behavior. The dominant component 

of the current density in the corner triangles is /Cj2. Notice that /C)1 is along I2 and £Q, 

which are perpendicular to the boundary edges of the quarter plane. Near the corner, 

the surface divergence of / c l is negligibly small compared to that of fc,2. Therefore, 

the incorrect behavior of Vs • fc,i does not cause any substantial error. 
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Figure 4.5: Triangular subsections at the corner. Dashed line represents the surface 
boundary. £4±.le and ^2-L î-

4.3 Edge Singularities 

In order to demonstrate the validity of the singularity modeling near the edges, we 

consider the current density induced on a plane angular sector of 90° located in the 

x-y plane (x > 0, y > 0). The current density is calculated along the cut x = 4A, 

0 < y < 0.5A using the exact eigenfunction formulation. According to the leading-

term approximation for the half plane, the singularity of the current density parallel 

to the edge is described by (kd)~°-5, where d is the perpendicular distance to the 

edge. Fig. 4.7(a) shows the parallel component of the current density Jx for a fa 

polarized field incident from the direction (9i,fa) = (5°, 270°). It is observed that, 

the leading-term approximation is valid only in the immediate vicinity of the edge. 

Fig. 4.7(b) shows Jx for (#;, fa) = (65°, 270°). In this case, the current density is well 

approximated by (kd)~05. Since the E-field is parallel to the edge in this example, 

the normal component of the current Jy is zero. The parallel and perpendicular 
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(a) (b) 

Figure 4.6: First-order-singular basis functions, (a) |/c,2|- (b)Vs • fc,2-

components of the current density for a 0j polarized field incident from the direction 

{Oi,<t>i) = (5°, 260°) are shown in Fig. 4.7(c) and (d) respectively. The leading-term 

approximation fails for the parallel component near the edge. For the perpendicular 

component, the approximation (kd)05 is valid for y < 0.1A. In general, the region over 

which the leading-term approximation is valid becomes larger as edge-on incidence 

is approached. Furthermore, the validity of the singularity approximations depends 

on both the polarization and direction of incidence. Similar behavior was observed 

for the corner basis functions. The size of the edge and corner triangles are limited 

by the range over which the leading-term approximation of the singular behavior is 

dominant. 
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Figure 4.7: Current density along the cut x = 4A, 0 < y < 0.5A. (a) fa polarization, 
(9i,fa) = (5°, 270°). (b) fa polarization, (0i,fa) = (65°, 270°). (c), (d) 0* polarization, 
(6i,fa) = (5°,260°). 
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Figure 4.8: Sampling direction f and various components of J; 

4.4 Extraction of Currents 

mm 
r,0 • 

Consider a perfectly conducting quarter plane located in the first quadrant of the 

x-y plane illuminated by a plane wave. The total current density at a given point 

on the surface is composed of diffraction contributions from the two edges, and the 

corner and the multiple diffractions among the edges. In order to obtain the current 

density on the quarter plane, the MoM is employed over a finite rectangular region 

close to the corner defined by ex and e4 as depicted in Fig. 4.8. This truncation 

introduces extraneous diffraction centers that affect the surface current density. The 

contributions due to these extraneous diffraction centers can be eliminated from the 

MoM current by using the MPM. 

The current density obtained using the MoM is sampled at constant intervals Ar 

along a radial cut f from the tip (corner 3) of the angular sector. The sampling direc­

tion and propagation vectors of various contributions are shown in Fig. 4.8. A;4 repre­

sents the corner diffracted current from corner 4 and k\ — ^3 are the edge diffracted 

currents due to edges 1, 2 and 3 respectively. Along f, the f and (j) components of 
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the current density can be described by 

7 1 = 1 

m = l , . . . ,M (4.17) 

where N represents the number of ray contributions, and C ^ and P r ^ are the 

unknown amplitude and phase factors associated with the nth ray contribution. We 

wish to identify the rays that originate from edges 1 and 4, and corners 1, 2 and 

4. Once these contributions are eliminated, the result is expected to be in close 

agreement with the current density induced on a semi-infinite quarter plane. Notice 

from (4.17) that P^J represents the f component of the propagation vector of the 

nth ray. For a given direction of incidence, when the sampling direction f is chosen 

such that P^J is positive only for the rays associated with edges 2 and 3, and corner 

3, the extraneous contributions can be identified by their phase factors for a broad 

range of incidence directions. The unknowns C ^ , P\. ^ and the number of rays can 

be obtained by using the MPM. 

The MPM is a spectral estimation method that can be used to predict the param­

eters of a sum of complex exponentials in the form of (4.17). In general, the MPM 

can be applied effectively to estimate 1-D spectral frequencies as in [37]. Asymptotic 

Phasefront Extraction method (APE) [51] and extensions of MPM such as Matrix 

Enhancement-Matrix Pencil method (MEMP) [52] can be used for 2-D spectral fre­

quency estimation. Compared to the 2-D estimation methods, it is observed that the 

MPM provides sufficient accuracy with much less complexity for the scattering con­

figurations considered in this chapter. Application of the MPM is briefly summarized 

in the following. 

It follows from (4.17) that along a given radial cut, the r and 0 components of 

the current at the mth sampling point can be expressed as 

^ M ; M ( ^ ^ ) = E ^ ) ( 0 ) ^ ^ , m = l , . . . ,M (4.18) 
7 1 = 1 
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:>(")<• where zn = e ^ , 0 wfc"'rAr. Using the sequence of MoM current samples along f, two 

matrices are defined as 

/ r r T \ 

J l 

Jl 

\JM-P JM-P+V 

3I = 

J2 

J3 

J* 

J4 

J, M-lJ 

(4.19) 

• -Jp+i 

• Jp+2 

J, 

(4.20) 

M / \JM-P+\JM-P+2-

Each row of J i and J2 is constructed by windowing the sequence of JMoM with the 

window length P, the pencil parameter. In order to find the phase factor P r ^ , the 

generalized eigenvalue equation for the matrix pencil (J2 — znJi) is considered: 

"2^n — Zn"l€-n (4.21) 

where en is defined to be an eigenvector of the pencil. J i can be decomposed into its 

singular components as 

Jx = U S V H (4.22) 

where the left and right singular unitary matrices U and V H are (M — P) x (M — P) 

and P x P respectively. The superscript H denotes conjugate transpose. S is a 

(M — P) x P diagonal matrix with singular values of J i on its diagonal elements. 

The number of modes, N, is easily determined by the number of significant singular 

values. For the scattering configurations considered in this chapter, the singular values 

become negligibly small after the first N diagonal elements in S. Consequently, only 

the first N columns of U and V H are preserved in (4.22), together with the first N 

singular values in S. It follows from (4.21) and (4.22) that, 

S " 1 U H J 2 V V H e n = znV
Hen. (4.23) 
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Therefore, zn are simply the eigenvalues of the N x N matrix S - 1 U H J 2 V . Once 

zn are determined, the amplitude factors Cn can be obtained by substituting zn in 

(4.18) and solving the resulting overdetermined linear system of equations using linear 

least-squares fitting. 

4.5 Numerical Examples 

First, we consider the current density induced on the quarter plane depicted in 

Fig. 4.9(a). The quarter plane is illuminated by a 0j polarized plane wave inci­

dent from the direction (0j,0j) = (45°, 225°). The current density is obtained by 

employing the MoM over a square region of width 4A defined by the edges e,\ and 

e4. The amplitude of Jr and J^ normalized with respect to the Physical Optics (PO) 

current density (Jpo) for the same incidence direction along the radial cut 0 = 0.5° 

is shown in Fig. 4.10. The current distribution labeled "RWG" represents the solu­

tion obtained using the regular RWG basis functions. "RWG-singular" denotes the 

current density obtained using the singular RWG basis functions presented in [28]. 

e2 i 

(a) (b) 

Figure 4.9: The radial cuts along which the current density is plotted in the numerical 
examples, (a) Quarter plane, (b) 60° angular sector, e^ and e3 are the two edges of 
the plane angular sector. t\ and e4 define the MoM region. 
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"First order singular" is the current distribution obtained using the edge and corner 

basis functions developed in this chapter. For the edge basis functions, a knife-edge 

singularity {y = 0.5) is used. The behavior of the corner basis functions for a 90° 

plane angular sector is described by r = 0.298 [25]. The current density induced 

on the semi-infinite quarter plane is represented by the curve "exact." The small 

discontinuities in the current distributions obtained using the MoM are due to the 

surface discretization. Both r and <f) current components of the first order solution 

that employs the corner basis functions as well as singular edge basis functions agree 

well with the exact solution close to the corner. It is noted that, for the incidence 

direction considered in this example, the contributions due to truncations (edge 1 and 

edge 4 in Fig. 4.9(a)) are negligibly small close to the corner of the quarter plane. 

Hence, the MoM current must be in agreement with the exact quarter plane current 

for small values of r. The r component of the RWG-singular current agrees fairly 

well with the first-order-singular current except when the observation point is near 

the corner. The RWG-singular current tends to become singular at the corner due 

to singular basis functions used at the corner triangles. Away from the corner, both 

sets of basis functions produce a more accurate distribution for Jr as compared to 

the RWG basis functions. However, the RWG-singular basis functions do not provide 

any improvement over the RWG current distribution for the 4> component. Along the 

radial cut (f) = 0.5°, J^ represents roughly the component of the current density per­

pendicular to the edge. Because of the lack of extra independent degrees of freedom 

in the RWG-singular basis functions, the behavior of the perpendicular component 

cannot be modeled adequately. In order to improve the accuracy of the RWG basis 

functions, it is customary to use smaller triangles adjacent to the boundary edges. In 

this example, the nominal mesh size in the RWG solution is chosen to be A/10 for 

the inner triangles and A/30 for the edge triangles. For the RWG-singular and first-

order-singular solutions, the surface is uniformly meshed with triangles of nominal 
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Figure 4.10: (a) Jr and (b) J^ components of the surface current density on a square 
plate of width 4A. The current density is calculated along the radial cut <j> = 0.5° for 
a &i polarized plane wave incident from the direction (#;, </>*) = (45°, 225°). 
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size A/7. 

Far from the corner, the standing wave behavior of the current density obtained 

using the MoM is associated with the contributions due to truncations. These con­

tributions are eliminated from the MoM current using the MPM. Fig. 4.11 shows the 

extracted first-order-singular current distribution for various radial cuts. The MPM 

is applied directly to the MoM current density obtained using the first-order-singular 

basis functions. Very good agreement was obtained between the first-order-singular 

and the exact current distributions even along radial cuts in the immediate vicinity 

of the edge (i.e., 4> — 0.05°). The first-order-singular basis functions employ both the 

corner basis functions and the singular edge basis functions. In general, the inclusion 

of the corner basis functions causes a drastic change in the total current density, but 

only within about 0.1A of the corner. Away from the corner the contribution is minor. 

It was found that if the corner basis function is excluded, then the first-order-singular 

current density behavior is very similar (but not identical ) to the RWG-singular cur­

rent in Fig. 4.10(a). Without the corner basis functions, the first-order-singular basis 

functions always lead to singular currents at the corners. In this case, the MPM can­

not extract the currents properly. Thus the corner basis functions must be included 

in order to be able to extract the currents accurately. In addition, it is noted that 

the small oscillations seen in J<p of Fig. 4.11(b) are due to the MoM's small current 

discontinuities processed by the MPM. (Jr has similar discontinuities, but because Jr 

is stronger near the edges MPM performs a better extraction.) 

Fig. 4.12 shows the extracted first-order-singular current density on a 60° plane 

angular sector illuminated by a 9i polarized plane wave incident from the direction 

(9i,<j>i) = (45°, 225°). In this example, the MoM is applied over a quadrilateral 

region of side length 3A at the vertex of the angular sector as depicted in Fig. 4.9(b). 

r = 0.24 for a 60° angular sector. Notice from Fig. 4.12 that the range of observation 

points along radial cuts extends beyond the MoM region. The unknown coefficients in 
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(4.18) are obtained using the MoM current that is calculated over the quadrilateral 

region only. We have deliberately chosen the MoM region small enough to show 

that, once extraneous contributions are eliminated, the amplitude and phase factors 

of the remaining rays can be used to calculate the current density at observation 

points outside the MoM region. The first-order-singular current agrees fairly well 

with the exact current for the whole range of observation points. This verifies that the 

extracted first-order-singular current density is indeed a good approximation to the 

actual current density induced on the angular sector. In order to further demonstrate 

the accuracy of the first-order-singular basis functions, we calculate the relative error 

in the current density defined by 

" M 

£ \Je(fm,<l>)-
_m=l 

-i 

-JM0M{fmA)? 

l 
2 

e(<f>) = ^ j J— (4.24) 
M 

| 2 | EIJe(^»P 
. 7 7 1 = 1 

2 

where J e and J M o M represent the current density obtained using the exact solution 

and the MoM respectively. M denotes the number of current density samples. The 

scattering configuration considered in the first example is solved using regular RWG 

and first-order-singular basis functions for various mesh sizes. Fig. 4.13 shows the 

relative error in Jr along various radial cuts as a function of the number of unknowns 

in the MoM solution. The error in RWG basis functions increases considerably as 

the edge is approached. It is noted that increasing the number of unknowns does not 

improve the RWG solution along the radial cuts that are close to the edge, (p = 0.05° 

and 4> = 0.5°. For any given number of unknowns, the first-order-singular basis 

functions are much more accurate compared to the RWG basis functions. The slope 

of the error curve serves as a measure of the order of convergence of the numerical 

solution. The error in first-order-singular current density decreases at a faster rate as 

compared to the error in RWG current density. Note that, especially for small number 

of unknowns, the rate of decrease in the error for the first-order-singular solution is 
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Figure 4.11: (a) J r and (b) J^ components of the surface current density on a quarter 
plane for various radial cuts near the edge for a 0j polarized plane wave incident from 
the direction (0i,<fo) = (45°, 225°). 
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much higher than the RWG solution. Similar improvement was observed in the error 

in Jtp. Since J^ is very small near the edges, the error in total current is also very 

similar to the results presented in Fig. 4.13. 

0 1 2 3 4 5 

x(k) 

Figure 4.12: Radial component of the surface current density along the radial cuts 
4> = 1° and <j) = 10° on a plane angular sector. The tip angle of the plane angular 
sector is 60°. The incident field field is Q{ polarized and {6l,^i) = (45°, 225°). The 
MoM is applied over a quadrilateral region of side length 3A around the corner of the 
angular sector as depicted in Fig. 4.9(b). 

Finally, in order to investigate the effect of the use of singular and corner basis 

functions on the Radar Cross Section (RCS) pattern, we consider the problem of 

scattering from a square plate of width 4A of Fig. 4.8 illuminated by a plane wave 

incident from the direction (0j, <&) = (80°, 45°). The mesh sizes are chosen to be A/10 

for RWG and A/7 for first-order-singular basis functions. This leads to approximately 

the same number of unknowns for the two cases. Fig. 4.14 shows the bistatic RCS 

pattern (RCSee) of the plate calculated in the y-z plane. The pattern obtained using 
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Figure 4.13: Relative error in the (a) f and (b)0 components of the surface current 
density along various radial cuts as a function of the total number of unknowns used 
in the MoM solution. The incident field is 0j polarized and (0j,<&) = (45°, 225°). 
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Figure 4.14: Bistatic RCS of a 4A square plate for (0*,^) = (80°,45°). The RCS 
pattern is calculated on the y-z plane, a is measured from the positive y-axis. 

the first-order-singular basis functions differ from the RWG pattern over the entire 

range of observation directions. The difference is as high as 4 dB around the main lobe. 

It is demonstrated by the previous numerical examples that first-order-singular basis 

functions provide a more accurate current density as compared to regular RWG basis 

functions. Therefore, the RCS pattern obtained using the first-order-singular basis 

functions must be more accurate. It was observed that using smaller triangles near the 

edges in the RWG solution does not lead to any substantial change in the RCS pattern. 

We solved the same problem using regular RWG basis functions with a 0.01 A mesh 

size within 0.1 A of the edge. It was observed that the RCS values decreased by less 

than 0.5 dB in the main lobe region. It was not possible to further improve the result 

by using even smaller triangles near the edges. As suggested by the error analysis 
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(a) (b) 

Figure 4.15: x component of the surface current density on a 4A square plate for 
(6i,(/)i) = (80°, 45°). (a) RWG, (b) First-order singular basis functions. 

in Fig. 4.13, the accuracy of the RWG results cannot be increased simply by using 

smaller triangles near the edges. It is noted that the observation directions in this 

example are far off the specular and it is a difficult test case which is sensitive to small 

errors in the current. We compared the RCS patterns obtained using the first-order-

singular basis functions with RWG patterns for several scattering configurations. In 

general, the RWG and the first-order-singular basis functions produce similar RCS 

values near the specular directions. However, far from the specular directions, the 

disagreement between the two methods can be 3 or 4 dB as illustrated in Fig. 4.14. 

The x component of the surface current density on the 4A square plate normalized 

with respect to the PO current level is shown in Fig. 4.15. It is observed that, the 

current density obtained using the first-order singular basis functions is significantly 

different from the RWG current density near the edges along x. Fig. 4.16 shows the 
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RCS pattern (RCS^) of the triangular plate of Fig. 3.11(a) illuminated by a plane 

wave incident from the direction (0j, fa) = (45°, 178°). The incident field is polarized 

in the fa direction. It is observed that, the singular-basis function pattern differs 

from the RWG pattern by as much as 4 dB around the main lobe. It should be noted 

that the level of the total scattered field is low in this plane of observation. Thus 

the RCS is very sensitive to changes in the current density. The x and y components 

of the difference in the surface current density obtained by subtracting the RWG 

current density from the first-order-singular current density is shown in Fig. 4.17. It 

is evident that the difference in the RCS patterns is caused by the difference in the 

surface current density which is significant near the edges for both components. 
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Figure 4.16: Bistatic RCS of a triangular plate for (9i,fa) - (45°, 178°). h = 3A, 
aa — 30°. RCS^ is calculated on the y-z plane. 
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Figure 4.17: (a) y and (b) x components of the difference in the surface current 
density on the triangular plate of Fig. 3.11(a) for (^, </>j) = (45°, 178°). The incident 
field is fa polarized. The height of the triangle h is 3A. \Jpo\ = 0.00375 A/A. 

4.6 Conclusion 

In this chapter, a new set of first-order-singular basis functions has been developed 

based on the first-order RWG functions. It has been demonstrated that the first-

order-singular basis functions are capable of modeling both the parallel and the per­

pendicular component of the current near the edges. The accuracy of the results have 

been validated by comparisons with the current density obtained using the exact 

solution on a semi-infinite plane angular sector. 

The behavior of the current density in the vicinity of the edge and the corner of 

a plane angular sector has also been investigated. When singular basis functions are 

used over all of the boundary patches, the current density at the corner, where two 

half planes meet, becomes singular too. However, as demonstrated by the numerical 
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examples, depending on the polarization of the incident field, the corner behavior 

of the current density is different than its edge behavior. To avoid the unwanted 

singularity at the corners, corner basis functions to be used only at the patches 

adjacent to the corners were developed. It was illustrated that the use of first-order-

singular basis functions affects the RCS pattern over the low-level regions. It should 

be noted that the far-field pattern becomes more sensitive to the small errors in the 

current density as the level of the scattered field decreases. As a consequence the 

difference between the RCS patterns obtained using the regular RWG basis functions 

and the first-order singular basis functions increase as the observation point moves 

away from the specular directions. 
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Chapter 5 

Conclusion 

In this thesis, the problem of electromagnetic scattering from a perfectly conducting 

plane angular sector has been investigated. In the framework of high-frequency tech­

niques, the total current induced on the surface of a scatterer is expressed as the sum 

of the contributions from localized diffraction centers. For the plane angular sector, 

the current can be expressed as the sum of the diffracted currents from the edges, and 

the vertex-diffracted currents. The edge-diffracted currents can be calculated using 

the well known PTD formulation. The purpose of this thesis was to formulate the 

vertex-diffracted currents and investigate the effect of vertex diffraction phenomena 

in RCS calculations. The presence of sharp edges and corners on a scattering body 

leads to singularities in fields and current density. In a numerical solution, these 

singularities must be modeled properly for improved accuracy. Towards this goal, we 

have also developed a new set of singular basis functions. The main contributions of 

this thesis can be summarized as follows: 

• The exact solution of the problem of electromagnetic scattering from a plane 

angular sector was refined and practical guidelines for the numerical solution 

of the eigenvalue problem have been presented. It is noted that when the 
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continued fractions method is used, the eigenvalue pairs become inaccurate as 

the number of terms in the eigenfunction expansion increases. As a consequence, 

this method provides accurate results only within around 1.5A of the vertex. 

Unlike the continued fractions method, the proposed approach provides accurate 

results even for observation points far away from the corner. 

• Vertex diffraction coefficients for the current density induced on the surface of 

plane angular sector have been formulated. Unlike the previous developments, 

the formulation for the vertex-diffracted current density is valid for arbitrary 

directions of incidence. Thus, it is the first time that the the vertex-diffracted 

currents have been used together with high-frequency techniques such as the 

PTD to calculate the RCS pattern of a finite scatterer for arbitrary angles of 

incidence. 

• A new set of basis functions that can accurately model the current density in the 

vicinity of the edges and corners of a polygonal structure has been developed. 

In Chapter 3, numerical diffraction coefficients for vertex-diffracted edge waves 

were derived. The current density on the surface of the plane angular sector was 

modeled using the PTD. The vertex-diffracted currents were then defined as the dif­

ference between the exact and PTD currents. Based on the known physical behavior 

of the vertex-diffracted currents, the difference current was modeled as a wave travel­

ing away from the corner. The unknown coefficients for the vertex-diffracted currents 

were obtained by applying least squares fit approximation to the difference current. 

In many practical situations, multiple edge diffractions play an important role in cal­

culating the current density on a polygonal flat plate. Thus, in order to be able to 

identify the vertex-diffracted currents in an accurate manner for arbitrary directions 

of incidence, it is important to eliminate the higher order edge effects from the total 
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current. Up to second-order edge-diffracted currents were incorporated in our deriva­

tions. Unlike the previous developments, we were able to extract the vertex-diffracted 

currents even for a narrow plane angular sector. The vertex-diffracted currents have 

been validated by direct comparisons with the exact solution on the plane angular 

sector. 

The term "corner diffraction" is often used in the literature to describe the effect 

of the truncation of the edge diffracted currents at the tip of the plane angular sec­

tor. This truncation effect serves as a correction to the vertex-diffracted fields arising 

from the asymptotic evaluation of the PO-based surface integral on the plane angular 

sector. In the present development, vertex-diffracted currents also include the effect 

of the vertex-excited edge waves. Since the vertex-diffracted currents are numerically 

derived, in the RCS calculations it is necessary to solve the problem of diffraction from 

a semi-infinite plane angular sector for the given direction of incidence and polariza­

tion. However, calculation of the exact current is computationally intensive, and this 

requires additional CPU time especially for monostatic RCS calculations. In order to 

decrease the computational requirement as much as possible, we chose the maximum 

range of the radial cut over which the difference current is sampled to be as small as 

possible in deriving the vertex-diffracted currents. Furthermore, we pre-processed the 

scattering structure for monostatic RCS calculations to tabulate the corner diffraction 

coefficients as a function of all the possible incidence directions and observation points 

on the surface of the scatterer. Once the unknown coefficients were tabulated, they 

were used directly in the RCS computation to find the vertex-diffracted currents from 

a pertinent corner on the finite scatterer. We have demonstrated using 3-D scattering 

problems that the vertex-diffracted currents provide a remarkable improvement in 

the accuracy of RCS patterns in the low-level regions. The accuracy could further be 

improved by incorporating the higher order diffraction mechanisms in the solution. 
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The numerical diffraction coefficients developed in this thesis can be used to model 

the vertex diffraction from the tip of a plane angular sector of arbitrary vertex angle 

for arbitrary excitation parameters (incidence direction and polarization). This can be 

accomplished by tabulating the diffraction coefficients for every possible excitation 

parameter and vertex angle. Since this procedure requires a long pre-processing 

time, the practicality of the numerical diffraction coefficients is questionable. The 

future research efforts should focus on obtaining a functional representation of the 

numerical diffraction coefficients with respect to the excitation parameters to derive 

UTD-like analytical expressions for vertex-diffraction coefficients. Another area for 

future research is the investigation of diffraction coefficients for the tip of a pyramidal 

structure. The approach used in this thesis can be extended to treat this problem. 

It should be noted that the total current density excited on the surface of the plane 

angular sector can be calculated by using the exact eigenfunction expansion which is 

readily available. Consequently, the current density associated with vertex-diffraction 

can be identified by subtracting all the other contributions from the total current. 

Thus, to be able to use the same method, the total current density near the tip of 

the pyramidal structure should be calculated. A promising approach is to use MoM 

for this purpose. This approach was previously used for the plane angular sector 

problem [18]. The resulting expressions for the vertex-diffraction coefficients can 

only be applied for a very limited angular region of incidence directions. The same 

approach can be used for the tip of a pyramidal geometry. However, extending the 

applicability of the diffraction coefficients to arbitrary angles of incidence remains a 

challenging problem. 

In Chapter 4, a new set of first-order-singular basis functions has been devel­

oped based on the first-order RWG functions. It has been demonstrated that the 

first-order-singular basis functions are capable of modeling both the parallel and the 

perpendicular component of the current near the edges. The accuracy of the results 

88 



have been validated by comparisons with the current density obtained using the exact 

solution on a semi-infinite plane angular sector. 

The first-order-singular basis functions have been developed more for achieving 

an improved accuracy near the sharp edges and corners of a scatterer, rather than 

for improved convergence. However, since they are based on the first-order RWG 

basis functions, the new basis functions converge faster than the nonsingular RWG 

functions. The use of corner and edge singularities also improves the convergence 

by decreasing the number of unknowns. Since the first-order-singular basis functions 

can adequately model the current near the edges and corners, it is desirable to mesh 

the surface such that the triangles adjacent to the edges and corners are as large as 

possible, leading to fewer triangles to be used in the MoM solution. It was demon­

strated that the size of the edge and corner triangles are limited by the accuracy of 

basis functions. The behavior of the current density near the edges and corners are 

described by d" and pT. It is noted that these are only first order approximations to 

the actual behavior of the current density as demonstrated in Chapter 4. Further­

more, in general the values of u and r do not depend only on the geometry. Different 

values of v and r may be needed as the polarization and direction of the incident 

field is changed. Hence the new basis functions are considered to be only first order 

complete to represent the current density. As a consequence, the triangles adjacent to 

the edges and corners must be small enough to ensure that the singularity approxima­

tion is valid. For instance, \j\fd behavior for the parallel component of the current 

density is valid only for d < A/10. Consequently, the size of the edge triangle cannot 

exceed A/10. In order to further improve the convergence and accuracy, higher order 

behavior of the current density should be included in the basis functions as discussed 

in [53]. Even though the first-order-singular basis functions developed in this thesis 

are not highest order complete, it was illustrated with 3-D scattering problems that 

they provide substantial improvement in the accuracy without incurring too much 
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complexity in the analysis or additional computational burden. 
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Appendix A 

Sphero-conal Coordinate System 

The vector wave equation has been solved in the uniformized sphero-conal coordinate 

system developed in [38]. The sphero-conal coordinates represented by (r, #, p) are 

related to the cartesian coordinates by 

xc = r cos'dJl — k'2 cos2 p (A-l) 

yc = r sin °d sin p (A-2) 

zc = r cos ipy/l — k2 cos2 d (A-3) 

where r represents the distance from the origin and i9 is measured from the XQ a x i s 

on the xc — yc plane. Similarly, ip is measured from the zc axis on the zc — yc plane. 

k is the ellipticity parameter given by 

; 2 2 ad 
k = cos — 

2 

and k' is defined as 

k'2 = 1 - k2 

where 0 < k < 1, 0 < k' < 1, 0 < d < TT and 0 < p < 2TT. The geometry of 

the coordinate surfaces are shown in Fig. A-l(a). The intersection of the surfaces 
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Figure A-l: (a)Sphero-conal coordinate system and the local cartesian coordinates 
defined at the tip of the angular sector (b) Plane angular sector in the global coordi­
nate system (x,y,z). 

r = ro, and <p = </?0 defines a unique point in space. The metric coefficients for the 

sphero-conal coordinate system are 

1 

s# = r 

sip = r 

k2sm2t3 + k'2 sin2 if 
1 — k2 cos2 r) 

k2 sin2 d + k'2 sin2 <p 
1 — k'2 cos2 tp 

The gradient and the laplacian operators can easily be obtained as 

y/l — k'2 cos2 ip d 
r— + tf 

\/\ — k2 cos2 xJ d 
+ <p-

dr r y'k2 sin2 tl + k'2 sin2 <pdd r^k2 sin2 ti + k'2 sin2 <pd(P 

(A-4) 

(A-5) 

(A-6) 

(A-7) 

V2 = 
1 d o d 

-+ 
1 

r2 dr dr r2{k2 sin2 •d + k'2 sin2 ip) 

d 

d d 
Vl — k2 cos2 d—-(\/l — k2 cos2 •d—-) 

ov ox) 

d 
+ \ / l — k'2 cos2 ip-^—iy 1 — A;'2 cos2 y?-r—) v cfy? v a<£ 

(A-8) 
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In order to be able to evaluate the current density on the plane angular sector 

for a given direction of incidence using the eigenfunction expansion, it is necessary to 

transform the position vector of the observation point and the direction of incidence 

into the sphero-conal coordinate system. In this thesis, the plane angular sector is 

specified in a global coordinate system as shown in Fig. A-1(b). The unit vector 

for the direction of incidence is first transformed into the local cartesian coordinate 

system. Let the direction of incidence be 

Pi — %c%c i UcVc "r ZCZC. (A-9) 

Then in the sphero-conal coordinate system, the direction of incidence specified by 

($0) ¥>o) c a n be obtained using 

1/2' 

t?0 = sin_W 
k'2 - y2

ck
2 - z2 T \jW2 - y2k2 - z2]2 + Ak2y2

ck
12 

2k7 

Vc Vo = sm (-7—5-). 
sin w0 

> (A-10) 

(A-ll) 

An observation point on the surface of the plane angular sector represented by r = 

£cxc + VcUc can easily be transformed into the sphero-conal coordinate system using 

(A-l). On the surface of the angular sector 

ip = cos" l r zc 

|r|A;'J 

(A-12) 

(A-13) 
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Appendix B 

Dyadic Green's Function for the 

Plane Angular Sector 

A scalar Green's function in the uniformized sphero-conal coordinate system for the 

problem of the plane angular sector was first derived in [38]. The sphero-conal coor­

dinate system is suitable for solving the scalar Helmholtz equation for conical bound­

aries. It is noted that in this coordinate system, a plane angular sector is simply a 

degenerate case of an elliptic cone surface. The scalar Helmholtz equation is separa­

ble and the boundary of the scattering structure coincides with a coordinate surface. 

As a consequence, the solution of the scalar problem can be constructed in a simple 

manner as demonstrated in Chapter 2. This appendix summarizes the derivation 

of the dyadic Green's function for an arbitrary current distribution J radiating in 

the vicinity of the plane angular sector. The expression for the current density on 

a plane angular sector illuminated by a plane wave is then obtained by using the 

large-argument form of the functions involving the source position r'. 
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B.l Vector Wave Equation 

In order to derive an expression for the current density on a plane angular sector 

illuminated by a plane wave, the observation point is assumed to be closer to the tip 

of the angular sector than the source point (f < f ' ) . The E-field satisfies the equation 

V x V x E - K?E = -jujfiJ (B-l) 

and the boundary condition 

fix E = 0 (B-2) 

where h is the surface normal. The E-field also satisfies the radiation condition as 

r —> oo. The solution to (B-l) is given by 

angular 
sector 

Figure B-l: Plane angular sector and the volumes S and S'. 

E(f)=ju>n / f ( f , f ' ) - J(f')dV 

( \E{?) xn-V xf(r,f')]dS (B-3) 

where V is the volume enclosing J and S is the plane angular sector. The vectors r' 

and f denote the source and observation point vectors. In order to obtain the field 
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due to a vector point source a, a vector Green's function G(r,r') can be denned such 

that G(f, f') = T(f, f') • a. Then, the vector Green's function should satisfy 

V x V x G(f, f') - K2G{f, f') = -a5(\f - f'\) (B-4) 

n x G ( f , f ' ) = 0. (B-5) 

Since G is a divergenceless vector, it can be represented using the vector wave 

functions (see Section 2.2) as 

G(f, f ) = £ an(f')M^(f) + bn(f')N
{
n\\r) (B-6) 

n 

in which n denotes the type and index of the vector wave functions. The subscripts 1 

and 2 implies that the vector wave function is the solution of Dirichlet and Neumann 

boundary conditions respectively. From (2.46) and (2.47) the vector wave functions 

can be expressed as 

Ml1)(r)=3»q(Kr)fhq(-d,<p) (B-7) 

M f (f) = 42,)(«r)m,(t?,^) (B-8) 

jV<i>(f) = 3 ^ ± l q + tM^K{f x rnq{^ ^ (B-9) 
KT KT 

mf) =
 h3Miq + WMZ,, x ̂  v)] (B.10) 

ACT" K7* 

where mq and ^g are given by (2.48) and (2.49). Green's second identity for the 

vectors G(f,f') and M^2 (?) can be expressed as 

/ [M$(f) • V x V x G(f,f') - G(f,f') • V x V x M$(f)] 

= f [G(f,f') x V x M$(r) - M$(f) x V x G(f,f')} • MS (B-ll) 

where V- is the volume enclosed by 5 in Fig. B-l and the surface normal n = f. Using 

(B-4) and the fact that Mv2 (?) satisfies the homogeneous Helmholtz equation, the 

volume integral can easily be evaluated as 

Ix = f [M$(f) • V x V x G(f,f') - G(f, f') • V x V x M${fj\ 

= f [M$(f) • [K2G(r,r') - a6(\f - f |)] - G(f,f) • [/c2AJg>(f)]] dV. (B-12) 
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Then 

T _ fl~. 

Using the vector identities 

h = -M${f')-a. (B-13) 

[G{f,f') x V x M$(r)] -n = hx G(f,f') • V x M${f) 

[M$ (f) x V x G(f, f')] • n = n x M $ (?) • V x G(f, f') 

the surface integral in (B-ll) can be expressed as 

I2= Hfx G{f,f') • V x M${r) - f x M$(f) • V x G(r,f')] dS. (B-14) 

It is noted that the surface reduces to sphere of radius r because of the boundary 

conditions on the surface of the quarter plane. Using (B-6) in (B-14) 

h = « / E an(r')[f x MffCr) • N&(f) - f x M $ ( f ) • ^ ( f ) ] 

+ bn(f')[f x ^ ( f ) • N$(r) - f x M ^ ( f ) • M$>(f)]dS. 

Using the symmetry properties of the vector wave functions, it can be shown that the 

second term of the integrand is zero. Therefore the surface integral reduces to 

'2 
n 

« E «n(*0 / [r x ^ f f (f) • /$>(f) - f x M$(f) • #£>(f)]dS (B-15) 

= K ^ O t l ( f ' ) S n . 
n 

Using (B-7)-(B-10) in (B-15), the surface integral can be expressed as 

Sn = ~ { jV t fMIr / . gV) ] ' " h$(Kr)[rjn2(Kr)}'} 

r 2 r T ; # ) p p 2 ( y ) r ; ^ ) p n 2 ( y ) | Tp2($)p^)Tn2{d)p^)dS ( B_ 1 6 ) 

A sj si 

Using the orthogonality relationship of the Lame functions, it can be shown that the 

integral in (B-16) is nonzero only when n = p. Using dS = s^s^ddd^ and 

Jn2(«r)[WigV)] ' - h^(Kr)[rjn2{Kr)]' = ±- (B-17) 
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in (B-16), the expression for Sn can be written as 

0, n / p . 
•Jn (B-18) 

Using (B-18) in (B-15), the surface integral is found to be 

h = ap(f')
J-Ap2 (B-19) 

where 

_ f2" r f [Tr2(ti)PA<e)? JT^W^Ml 
= / - A- i w w w s f + li^w^wi a< (B_20) 

JO ./0 Stf S^, 

A P 2 , 

It should be noted that all other terms in the series (B-15) are zero. Finally, ap(r') 

can be obtained by using (B-19) and (B-13) in (B-ll) 

<h(r) = A • (B"21^ 

The same procedure can be repeated with Npl (f) instead of M^if) in (B-ll) to 

obtain an expression for bp(f'). Using (B-21), it can be deduced that 

A, 
bp(f') = J ' " ' . (B-22) 

Vpl 

Therefore, the electric field due to a vector point source a can be expressed as 

g(f, f>) - jKS ^ ) ( f ' » • ^ ' ^ + ^ ' ( f , ) • a ^ ' ' ( f ) . (B-23) 

The surface current density on the plane angular sector is given by 

J(f) = iix [H(r, d = Tr,0<ip<Ti) - H{r, tf = IT, TV < <p < TT)] (B-24) 

in which the surface normal n is yc (see Fig. A-l). The magnetic field can easily be 

obtained from (B-23) using Maxwell's equations. The final expression for the surface 

current density follows directly from (B-24). The current density on a plane angular 
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sector for r < r' is given by 

3 r = ~ T T ^ A Ton2{n) 
V ^ i Aore2 

A 
dr 

KT " ' KT S i n ^ 

[ -„(„ + i ) ^ p o n 2 M ^ + ^ ( r j . M V i + ^V^ 2 Mr] 
r(2) Nen\\r) • ajv{Kr) , . . , . m n f l 

A ^ T ^ - • Z e n l ( 7 r ) - P e n l ( v ) r . ( B - 2 5 ) 
Ae„i sin tp 
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Appendix C 

Eigenvalue Pairs 



Table C-l: Eigenvalue pairs for the odd Neumann problem for ad = 90° (k2 

The eigenfunction types 1 and 2 denote Po2 and Pg2 respectively. 
V 

0.814644 
1.597126 
1.955320 
2.520875 
2.801147 
2.990671 
3.504194 

3.617049 
3.938053 
3.998142 

4.500818 
4.532030 
4.795764 

4.984158 
4.999641 

5.500156 
5.507777 
5.627034 

5.928010 
5.996260 
5.999932 

6.500029 
6.501779 
6.539436 

6.792663 
6.979297 
6.999163 

6.999988 
7.500006 

7.500390 
7.510735 
7.633398 

7.921133 
7.994556 
7.999820 
7.999998 
8.500001 
8.500083 
8.502728 
8.544899 

^ 
-0.189508 
0.795775 
-1.552891 

2.621753 
-0.349178 
-3.886619 
5.424531 
1.261785 
-2.308192 
-7.193804 

9.219427 
3.680930 
-0.494747 
-5.230457 
-11.489923 
14.012041 

7.067286 
1.691327 
-3.015884 

-9.123751 
-16.782949 

19.804279 
11.442933 
4.675285 
-0.632047 
-6.502716 
-14.002448 

-23.075371 
26.596592 

16.815985 
8.628466 
2.098806 
-3.691647 
-10.966582 
-19.877058 
-30.367784 
34.389023 
23.189476 
13.573640 
5.625997 

type 

2 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 

V 

8.790567 
8.975449 
8.998651 

8.999963 
9.000000 
9.500000 
9.500017 
9.500659 
9.513223 
9.637954 

9.915986 
9.993033 
9.999681 
9.999992 

10.000000 
10.500000 
10.500004 
10.500154 
10.503624 

10.549193 
10.789017 
10.972285 
10.998142 
10.999928 

10.999999 
11.000000 
11.500000 

11.500001 
11.500034 
11.500941 

11.515360 
11.641448 

11.911922 
11.991669 
11.999529 
11.999985 
12.000000 
12.000000 
12.499999 
12.500001 

V 
-0.763712 
-7.724364 
-16.417713 

-26.751471 
-38.660286 
43.181561 

30.563993 
19.518759 
10.130462 
2.490856 
-4.344004 

-12.744469 
-22.866467 
-34.626576 

-47.952866 
52.974178 
38.939415 
26.466913 
15.633493 
6.544482 

-0.891187 
-8.907550 
-18.757319 
-30.316997 
-43.502392 
-58.245510 
63.766846 
48.315521 

34.418350 
22.141430 
11.586781 
2.871227 

-4.978156 
-14.471322 
-25.771765 
-38.770058 
-53.378765 
-69.538193 
75.559540 
58.692123 

type 

2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
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Table C-2: Eigenvalue pairs for the even Dirichlet problem for ad = 90° (k2 

The eigenfunction types 1 and 2 denote P^x and Pey respectively. 
V 

0.296568 
1.131244 
1.426506 
2.039574 
2.287566 
2.480879 
3.009061 
3.146398 
3.408677 
3.495887 
4.001844 

4.053802 
4.284202 

4.470928 
4.499184 
5.000358 
5.015172 
5.153522 
5.399493 
5.492437 
5.499844 

6.000067 
6.003695 
6.062113 
6.282283 
6.464373 
6.498231 
6.499971 
7.000013 
7.000834 

7.019670 
7.157966 
7.393535 
7.489614 
7.499610 
7.499995 
8.000003 
8.000180 
8.005362 
8.067855 

P 
0.089456 
-0.452788 
0.917649 
-1.702414 
0.216126 
2.667650 
-3.937848 
-0.825597 
1.533192 
5.437692 

-7.207837 
-2.576199 
0.332447 
3.789495 
9.222710 
-11.493355 
-5.334270 
-1.170844 
2.110182 

7.101768 
14.012799 
-16.783731 
-9.156192 

-3.395878 
0.442732 
4.852334 
11.452479 
19.804445 
-23.075542 

-14.011423 
-6.659832 

-1.499885 
2.662376 
8.689046 
16.818417 
26.596626 
-30.367821 

-19.879356 
-11.019791 
-4.180817 

type 

1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 

V 

8.280985 
8.459557 
8.497295 
8.499918 
8.499999 
9.000001 
9.000038 
9.001343 
9.023193 
9.161119 
9.389215 
9.487252 
9.499342 

9.499983 
9.500000 
10.000000 
10.000008 
10.000319 
10.006843 
10.072187 
10.280023 
10.455774 
10.496414 
10.499847 

10.499997 
10.500000 
11.000000 
11.000002 

11.000073 
11.001847 
11.026077 
11.163525 
11.385866 
11.485233 
11.499062 

11.499966 
11.500000 
11.500000 
12.000000 
12.000001 

M 
0.548963 
5.874331 
13.591759 
23.190062 
34.389034 

-38.660290 
-26.752028 
-16.433693 
-7.935415 
-1.817754 
3.196786 
10.220277 
19.523735 
30.564125 
43.181564 
-47.952866 

-34.626701 
-22.870892 
-12.820037 
-4.940698 
0.652209 
6.865732 

15.661986 
26.468201 
38.939445 
52.974178 
-58.245510 
-43.502415 
-30.318153 
-18.781401 
-9.173084 

-2.127235 
3.717567 
11.708070 
22.149735 
34.418671 
63.766846 
48.315529 
-69.538193 
-53.378773 

type 

1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
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Table C-3: Eigenvalue pairs for the odd 
The eigenfunction types 1 and 2 denote 

Neumann problem for eta = 60° (k2 = 0. 
Pp2 and Pg2 respectively. 

V 

0.919034 

1.756871 
1.992185 
2.612871 
2.960147 
2.999307 
3.542792 
3.880761 

3.995190 
3.999942 
4.515744 

4.752600 
4.980944 
4.999484 

4.999995 
5.505745 
5.630938 
5.943727 
5.997462 

5.999949 
6.000000 

6.502079 
6.558450 
6.866817 
6.990906 
6.999699 
6.999996 
7.000000 
7.500746 
7.524581 
7.751512 

7.973498 
7.998722 
7.999968 
8.000000 
8.000000 
8.500266 

8.510057 
8.639884 

8.934011 

V 
-0.543760 
0.031390 
-2.754786 

0.908156 
-2.035264 
-6.405681 
2.211462 
-1.099050 

-5.497543 
-11.541562 
3.988794 

0.037849 
-4.385648 
-10.408962 

-18.175459 
6.251943 
1.455295 
-3.081733 
-9.083114 
-16.809904 
-26.309238 
9.007297 
3.277699 
-1.606806 
-7.575749 
-15.250090 
-24.710073 
-35.943062 

12.258878 
5.562234 
0.040468 
-5.897185 
-13.509845 
-22.913399 
-47.076931 

-34.110657 
16.008869 

8.326125 
1.954886 
-4.060856 

type 

2 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 

V 

8.995657 
8.999839 
8.999996 
9.000000 
9.000000 
9.500094 
9.504033 
9.567658 
9.858991 
9.987453 
9.999370 
9.999982 
10.000000 
10.000000 
10.000000 

10.500033 
10.501590 
10.530648 
10.751041 

10.968066 
10.997927 
10.999917 
10.999998 
11.000000 
11.000000 
11.000000 
11.500012 

11.500617 
11.513430 
11.645576 
11.927299 
11.994036 
11.999693 
11.999990 
12.000000 
12.000000 
12.000000 

12.000001 
12.500004 

12.500237 

M 
-11.602567 
-20.931631 
-32.078022 

-59.710823 
-45.011600 
20.258299 
11.578403 
4.265999 
-2.085347 
-9.539968 
-18.778353 
-29.855602 
-42.744041 
-57.412796 
-73.844734 
25.007597 

15.325063 
7.036269 
0.041977 
-7.332872 
-16.467516 
-27.455143 
-40.283058 
-54.911018 
-89.478661 
-71.314148 
30.256927 
19.569630 
10.284994 

2.427197 
-4.995410 
-14.012280 
-24.889601 
-37.638573 
-52.213093 

-68.578636 
-86.715622 

-106.612595 
36.006332 

24.313856 

type 

2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
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Table C-4: Eigenvalue pairs for the even Dirichlet problem for ad = 60° {k2 = 0.75). 
The eigenfunction types 1 and 2 denote Pey and P^' respectively. 

V 

0.240099 
1.061285 
1.347983 
2.007530 
2.151359 
2.421223 
3.000688 
3.034592 

3.247566 
3.464343 
4.000058 
4.004704 
4.088333 
4.335545 
4.485457 
5.000004 
5.000514 
5.017776 
5.163861 
5.405077 
5.494434 

6.000000 
6.000051 
6.002507 
6.047678 
6.248725 
6.451498 
6.497945 
7.000000 
7.000005 
7.000301 
7.008792 

7.099307 
7.329880 
7.477594 

7.499257 
8.000000 
8.000000 
8.000033 
8.001269 

V 
0.036081 
-0.738683 
0.403861 
-2.798964 
-0.449050 
1.147938 

-6.411735 
-2.229582 

0.045080 
2.349656 
-11.542243 
-5.536935 
-1.579006 
0.814981 
4.058327 
-18.175529 
-10.414780 
-4.528127 
-0.842000 
1.959075 
6.283815 
-26.309244 

-16.810635 
-9.110360 
-3.449885 
0.047054 

3.575316 
9.021065 
-35.943066 
-24.710154 

-15.254250 
-7.667480 

-2.348549 
1.191562 
5.720212 
12.264594 
-34.110664 

-47.076931 
-22.913950 
-13.526807 

type 

1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 

V 

8.024343 
8.169662 

8.396811 
8.490358 
8.499735 
9.000000 
9.000000 
9.000004 

9.000161 
9.004269 
9.055419 
9.249158 
9.443933 
9.496038 
9.499907 
10.000000 
10.000000 
10.000000 
10.000019 
10.000628 
10.012030 
10.105868 
10.326370 
10.472269 
10.498422 

10.499968 
11.000000 
11.000000 
11.000000 
11.000003 
11.000083 
11.002055 
11.029075 
11.173258 
11.391429 
11.487210 
11.499386 
11.499989 
12.000000 
12.000000 

M 
-6.141800 
-1.209826 
2.714182 

8.403337 
16.011175 
-45.011600 
-59.710823 
-32.078091 
-20.934269 
-11.657570 
-4.598423 
0.048021 
4.726283 
11.614032 

20.259209 
-73.844734 
-42.744049 
-57.412796 
-29.855965 
-18.788313 
-9.689419 
-3.079492 

1.549540 
7.290071 
15.340842 
25.007952 
-71.314148 
-54.911018 
-89.478661 

-40.283108 
-27.456709 
-16.499069 
-7.681654 
-1.562274 
3.435752 
10.414625 
19.576406 
30.257063 
-86.715622 

-68.578636 

type 

1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
1 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
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Table C-5: Eigenvalue pairs for the odd Neumann problem for ad = 30° (k2 = 0.933). 
function ty 

V 

0.981610 
1.940284 

1.999548 
2.872336 
2.997730 
2.999990 
3.784127 
3.993141 
3.999932 
4.000000 
4.695659 
4.983777 
4.999727 
4.999998 
5.000000 
5.625532 
5.966944 
5.999181 
5.999991 
6.000000 
6.000000 
6.577904 

6.939290 
6.997957 
6.999967 
7.000000 
7.000000 

7.000000 
7.547833 
7.897454 
7.995514 

7.999903 
7.999999 
8.000000 
8.000000 
8.000000 
8.529316 
8.840231 
8.991041 

8.999748 

ês 1 and 2 denote 

V 
-0.868771 
-0.679924 

-3.665138 
-0.406043 
-3.464635 
-8.298757 

-0.050167 
-3.195542 

-8.037456 
-14.796936 
0.394735 
-2.856926 
-7.713409 
-14.469728 
-23.161114 
0.942946 
-2.448261 
-7.327841 
-14.079602 

-33.391323 
-22.767899 

1.606061 
-1.969790 
-6.881805 
-13.627883 
-22.311348 
-45.487568 
-32.932167 
2.390163 
-1.422523 
-6.376063 
-13.116052 

-21.792479 
-32.409405 
-44.962505 
-59.449837 
3.298377 
-0.806943 
-5.811014 
-12.545689 

type 

2 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 

P$ and Pll 
V 

8.999996 
9.000000 
9.000000 
9.000000 
9.000000 
9.517976 
9.771800 
9.983356 
9.999414 
9.999989 
10.000000 
10.000000 
10.000000 
10.000000 
10.000000 
10.511025 
10.702304 
10.970843 
10.998753 
10.999969 
11.000000 
11.000000 
11.000000 
11.000000 
11.000000 
11.000000 
11.506760 

11.642207 
11.951367 
11.997523 
11.999926 
11.999998 
12.000000 
12.000000 
12.000000 
12.000000 
12.000000 
12.000000 
12.504141 

12.596326 

respectively. 

V-
-21.212454 
-58.858894 

-44.373657 
-31.823843 
-75.278137 
4.332814 
-0.119742 
-5.186747 
-11.918397 
-20.572573 
-58.204044 

-74.621323 
-31.176374 
-43.721691 

-92.972458 
5.495198 
0.648947 
-4.503163 
-11.235719 
-19.874264 
-92.249786 
-57.485832 
-43.007320 
-73.900513 
-30.468006 
-112.532806 
6.786998 
1.512959 
-3.760244 

-10.499025 
-19.119074 
-29.699842 

-56.704880 
-133.959183 
-91.463043 
-42.231361 
-73.116173 

-111.744286 
8.209424 
2.484263 

type 

2 
1 
2 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
2 
1 
2 
1 
2 
1 
1 
1 
1 
2 
2 
2 
2 
1 
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: Eigenvalu 

function ty 

V 

0.181066 
1.016310 
1.249953 
2.000449 
2.044967 
2.304271 
3.000010 
3.002227 
3.081812 
3.349976 
4.000000 
4.000068 
4.006575 
4.123606 
4.388268 
5.000000 
5.000002 
5.000272 
5.014890 
5.167981 
5.419431 
6.000000 
6.000000 
6.000009 
6.000812 
6.028431 
6.213106 

6.443767 

7.000000 
7.000000 
7.000000 
7.000032 

7.002013 
7.047961 
7.257504 

7.461920 
8.000000 
8.000000 
8.000000 
8.000001 

e pairs for the even Dirichlet problem for a.& = 

3es 1 and 2 denote Pel and Pel respectively. 

V 
0.007108 
-0.932195 
0.094527 
-3.668471 
-0.862191 
0.261211 
-8.298864 

-3.480959 
-0.753247 
0.514484 

-14.796939 
-8.038206 
-3.243316 
-0.601701 
0.864914 
-23.161114 
-14.469756 
-7.716369 
-2.964881 
-0.402676 
1.324653 
-33.391323 
-22.767899 
-14.079731 

-7.336580 
-2.655167 
-0.149753 
1.905417 

-32.932167 
-22.311354 

-45.487568 
-13.628351 
-6.903242 
-2.321964 
0.165344 

2.616558 
-32.409405 
-44.962505 
-59.449837 
-21.792500 

type 

1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 

V 

8.000096 
8.004371 
8.073550 
8.299887 
8.474874 
9.000000 
9.000000 
9.000000 
9.000000 
9.000004 

9.000251 
9.008565 
9.104577 
9.339114 

9.483767 
10.000000 
10.000000 
10.000000 
10.000000 
10.000000 
10.000011 
10.000582 

10.015418 
10.139931 

10.374220 
10.489680 
11.000000 

11.000000 
11.000000 

11.000000 
11.000000 
11.000000 
11.000031 
11.001236 
11.025831 
11.178240 
11.404479 
11.493522 

12.000000 
12.000000 

V 
-13.117442 
-6.422143 
-1.969524 

0.552943 
3.464078 
-75.278137 
-58.858894 

-44.373657 
-31.823843 
-21.212524 
-12.549252 
-5.900562 
-1.597641 
1.025367 
4.450813 
-58.204044 

-74.621323 
-31.176374 

-43.721691 
-92.972458 
-20.572779 
-11.926580 
-5.347112 
-1.201843 
1.596432 
5.577384 

-112.532806 
-92.249786 
-57.485832 
-43.007324 
-73.900513 
-30.468016 
-19.874805 
-11.252924 
-4.771136 
-0.774246 
2.280342 

6.843231 
-111.744286 
-56.704880 

30° (k 

type 

1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 
1 
2 
2 
1 
2 
1 
2 
1 
2 
1 
2 
1 

0.933). 

113 



Appendix D 

Numerical Procedures 

D.l Normalized Area Coordinate System 

Consider a point defined by f in the global coordinate system as shown in Fig. D-l. 

The normalized area coordinates for this point are defined as 

& = ^ (D-l) 

where A denotes the area of the triangle and Ai is the area of the sub triangle formed 

by the point f and edge i as shown in Fig. D-l. The value of the RWG basis function at 

a given point inside the triangle is proportional to the position vector of the point with 

respect to the pertinent vertex. These vectors can be expressed in areal coordinates 

as 

pi = &+i4-i - & - i 4 n (D-2) 

Pi+i = ii-ili - iih-x (D-3) 

pi-i = ^ei+i - & + i £ . (D-4) 

The local coordinates can be transformed into global coordinates by using the relation 

f = fk + pk where k={i, i + 1, i — 1}. Substituting (D-2)-(D-4) in this equation, it 
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can be shown that 

r = &J"i + £i+iri+i + £i-iri-i. (D-5) 

i + l 

Figure D-l: Area coordinate system. 

D.2 Matrix Equation 

After the testing procedure, the EFIE can be expressed as 

/ E\f) • fm(f)dS=ju f A(f) • fm(f)dS + [ V<t>{f) • fm(f)dS (D-6) 

where fm denotes the testing function and the magnetic vector and electric scalar 

potentials are given by 

A(r)=(i f J(f')g(r,f')dS' 
J j 

<l>{r) = i- I V • J{r')g(r, f')dS' 

(D-7) 

(D-8) 

where 
e-jkR 
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denotes the free-space Green's function. Using the vector identity 

V0 • fm = V • {<f>fm) ~ 0V • fm 

the second integral in (D-6) can be expressed as 

/ V0 • fmdS = f V • ((f>fm)dS - I 0V • fmdS. (D-9) 

Then, using the Gauss' theorem, the first term in (D-9) can be written as 

j s V • (<t>fm)dS = fc(4>fm • h)di (D-10) 

where S represents an open surface and C is the edge curve enclosing S. h denotes the 

edge normal. Since the basis functions fm are tangential to the boundary, fm • h = 0. 

Therefore, (D-6) reduces to 

/ E^f) • fm(f)dS = ju [ A(f) • fm(f)dS - f 0(f)V • fm(f)dS (D-11) 

Next, the current density is approximated in terms of basis functions as 

J(f) = Y,Infn(f). (D-12) 

Substituting (D-12), it follows from (D-7) and (D-8) that 

A(f)=ii E /„ { / fn(f')g(r,f')dS' + [_fn(f')g(f,f')dS'} (D-13) 

m=~ E ^ { / + [V • fn(f'))g(f,f')dS' + f_[V • fn(f')}g(f,f')dS'} .(D-14) 

Using (D-13) and (D-14) in (D-11), the EFIE yields an N x N matrix equation that 

be expressed as 

V = ZI (D-15) 

where 

7 = [luI2,h,...JN}T. (D-16) 
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edge m (observation) 

e n (source) 

Figure D-2: Evaluation of Z„ 

The elements of the vector V and the matrix Z are given by 

Vm= [ + E\f) • fm(f)dS + f _ E?{r) • fm(f)dS, m = l,...,N (D-17) 

Zmn=ju{K^n + K~n) - (P+n + P~n), m = 1,..., JV; n = 1,..., N (D-18) 

where 

* £ « = / > / , fn(r')g(f,f')dS'} • fmdS (D-19) 

PL=[j- I V • fn(f')g(r,f')dS']W • fmdS. (D-20) 

The edge elements m and n are interpreted as the observation and source edges as 

depicted in Fig. D-2. In order to evaluate the integral over a triangular region T^ 

or T^, the integral is first expressed in terms of the areal coordinates. Consider the 

integral 

h = / f{x,y)dxdy. (D-21) 

Let the vertices of the triangular region T^ be denoted by ri=(xi,yi,Zi), i = 1,2,3. 

Then, an arbitrary point f—(x,y,z) in T£ can be expressed as 

r = tin + 6^2 + (1 - fi - 6)^3• 
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Thus, the integral (D-21) can be expressed as 

-1 rl-£2 
It = 

in which 

= [ [~2 / (z(£i ,£2) ,3 / (£ i ,6)) | JKid6 (D-23) 
JO JO 

J = d{x,y) 
dx dx 

dy dy 

56 d& 

— 2-5m 
5(6,6) 

where S£ is the surface area of the triangle T£. Using this result, (D-23) can numer­

ically be evaluated using an N-point Gaussian quadrature given by 

It = 2S*YiWif(£\$). (D-24) 

i=i 

The superscript i denotes the index of the integration nodes and Wi is the corre­

sponding weight. In a MoM solution, the surface integrals are expressed in the same 

form as (D-24). Depending on the behavior of the integrand f(x,y), various meth­

ods can be used to determine the weights Wi and abscissas (£i , £2 ) f° r a given N. 

N should be chosen based on the size of the triangular patch and the behavior of 

the integrand. For instance, in [35], regular RWG basis functions are used as the 

testing function and 1-point Gaussian quadrature was used in evaluating the testing 

integrals (i.e. integrals over T^ in (D-19) and (D-20)). In this case, W\ = 0.5 and 

£1 — £2 — 1/3- Notice that this corresponds to the center of the triangular patch. 

Substituting in (D-24), one finds that the integral is approximated simply by the 

value of the integrand at the center of the triangular patch multiplied by the area. 

When regular RWG basis functions are used as the testing functions, we use 3-point 

Gaussian quadrature to evaluate the testing integrals. Thus, (D-19) and (D-20) are 

expressed as 

Kln=2Sl^Wt { / fn{f')g{fhf')dS') • fm(fi) (D-25) 
2 = 1 l " / S ' 

P%n=2S*± £ Wi [jsi V • Ur'Un, f')dS'} V • fn(fi). (D-26) 
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The weights Wi and abscissas in areal coordinates for 3-point Gaussian quadrature 

are listed in Table D-l. The potential integrals over the source patches (T^ in Fig. D-

2) can be evaluated in the same manner if the integrand is analytic over the domain 

of integration. This is the case when regular RWG basis functions are used. How­

ever, when singular basis functions are used for the boundary triangles, the weights 

and nodes should be chosen according to the behavior of the integrand. Numerical 

integration over the singular basis functions is presented in Section D.3. 

Table D-l: 3-point Gaussian quadrature nodes. 

i 

1 

2 

3 

wz 

1/6 

1/6 

1/6 

g> 
2/3 

1/6 

1/6 

Ai) 
S2 

1/6 

2/3 

1/6 

D.3 Numerical Integration of the Singular Basis 

Functions 

The potential integrals involving singular basis functions are evaluated using the 

Gauss-Radau Method. Consider the surface integral of a function f(x,y) over a 

square region defined by — 1 < x < 1 and — 1 < y < 1. This integral can numerically 

be evaluated using the Gauss-Jacobi and Gauss-Legendre abscissas and weights for 

the x and y directions respectively. The integral can be expressed as 

1= / (l-xy(l + x)(!f(x,y)dxdy=Y,T,Wim)w!J
n)(1,(3)f(xn,yTn) (D-27) 

J-lJ~l
 m=ln=l 

where ym and Wj™' denote the mth Gauss-Legendre abscissa and weight. Similarly, 

X-n and Wfjn) are the Gauss-Jacobi abscissa and weight respectively. In the MoM 
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/•I rl-v 1 M N 

Jo I (l~ur-lu^f(u,v)dudv = ¥^r2 Y, £ ^ i m ) W t W ) / K , ^ ) . (D-30) 

procedure, the potential integrals should be evaluated over triangular patches in the 

areal coordinate system. Thus, the square region in (D-27) is transformed into a 

triangular region by the change of variables 

x=2u — 1 

4v 
y=-, 1 

1 — x 
o 

dxdy= dudv (D-28) 

resulting in 

/ = 2 T + / ? + 2 fl rl~v^ _ uy-iu0f(U)V)dudv. (D-29) 
Jo Jo 

Using (D-29) and (D-27) the integral over the triangular region in the u — v domain 

can be expressed as 

r-l rl-v „ 1 M N r -1 n J2E 
m=l n=X 

This equation can be used to evaluate the potential integrals in the MoM solution. 

For a given number of integration nodes (M and N), the nodes and weights are first 

calculated in the square domain in the range [-1,1] for the x and y directions. It should 

be noted that in the above, x was chosen to be the direction along which the integrand 

is singular. Thus, the Gauss-Jacobi nodes must be used along x (xn, Wj1 ). Along y, 

Gauss-Legendre abscissa and weights are calculated (ym, W^ ). These values can be 

calculated using widely available subroutines [42]. Each node is then mapped onto 

the u — v domain using D-28 to obtain the corresponding abscissas un — vm. Then, 

f(un,vm) can easily be calculated at each integration node. In particular, three 

different types of singularities are encountered in evaluating the potential integrals: 

• ^r_1 ; F° r the basis functions of type /2J and fop, the potential integral takes 

the form 

h = [ J^1 Zr'HZu&MidtiTi- (D-31) 
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Comparing (D-31) and (D-30), 

M N 

h = 
2v+2 Y: E ^ r w r ( 7 = ^ = ^i)/(^e lTi,m). P-32) 

m=\ n = l 

• (1 — &)1 '-1: For the basis functions used in the boundary triangles of type T2 

and the surface divergences of the basis functions /2;2 and / 3 1 the integral takes 

the form 

h = / ' / ' " ^ ( l - & r 7 ( & , ^ i R ^ + 1 . (D-33) 
Jo Jo 

Comparing (D-33) and (D-30), 

1 M N 2̂ = ̂ E E w^w^d = *,p = o)/(6,„,6Tl,m). (D-34) 
m = l n = l 

(1 — ^i)" 2: This term arises in integrating the divergences of the basis functions 

h,i, fz,2, }A,X and f^- The surface integral can be expressed as 

h = [ / W i T 1 ( ! ~ ^y-2f(kn,^i,m)d^d^+1. (D-35) 

Comparing (D-33) and (D-30), 

-1 M N 

2^+i 
(D-36) 

m = l ra=l 

It should be noted that in (D-32)-(D-36) the singularity is placed along &. Thus, & 

and £Tl should replace u and v respectively in (D-30). The function f{€i,n,£i^i,m) 

represents an arbitrary function for each expression. The parameters to be used in 

(D-30) for the three types of basis functions are listed in Table D-2. 

Table D-2: Numerical integration parameters for the singular basis functions. 

zr 
(i - 6)""1 

(i - &r2 

7 

1 

V 

V - 1 

p 
v- 1 

0 

0 
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D.4 Evaluation of t he Self Term 

When the source and observation triangles coincide, the integrands in (D-7) and (D-

8) become singular. In general, when f and f' are very close to each other, R vanishes 

and the Green's function is singular. This occurs in evaluating the self term Zmm. 

The potential integral in (D-25) can be expressed in the form 

i(r) = / f(f')r——dS (D-37) 
JT' \r — r'\ 

where T' is the triangular patch over which the integration is being performed and 

f(f') denotes the basis function associated with a given edge of the triangular patch. 

When the observation point f and the source point f' are in the same triangular patch, 

the integrand becomes singular. This singularity due to Green's function must be 

extracted. To accomplish this, the integral (D-37) is expressed as /(f) = In(r) + Ia(r), 

where 

In(r)= 1{r)e, .>{
M)dS, (D-38) 

JT' \r — r'\ 

Ur)=l P^ndS. (D-39) 
JT1 \r — r\ 

The function fT is the Taylor series expansion of / around the observation point f0. 

In the areal coordinates, In can be expressed as 

• Jo Jo \r{Zi,Zi+i) -r[&,£'i+l)\ 

(D-40) 

where S denotes the are of the triangular patch. The resulting integrand is well-

behaved for all types of basis functions and the integral can be calculated numerically 

by employing a Gaussian quadrature rule. It should be noted that, for the singular 

basis functions, the integrand in (D-40) can easily be written in one of the three forms 

described in Section D.3. Using (D-24), In is given by 

/(^),effl)^|f(^<+i)-f,(c'(m)^))l - fT(tt\&b 
~! "' k-(6,^+i)-f'(dm),dS: 

InMZuM) = 2S £ Wj^ ' ^ ^ „ s -„,M Am), 'S '+ U^^+ l 

(D-41) 
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where Wm denotes the weight at the mth integration node (£i ,£J+\)- Taylor series 

expansion of /(£i,&+i) around the observation point r0(£°,£f+1) is given by 

Mb,6+i) = m,SVi) + A (6 - t f ) + A+i(6+i -£ + 1 ) + A-i te- i - C i ) (D-42) 

where 

A ~ ^ fe?+i) (D"43) 

A + 1 = ^ | ^ | ( ^ ? + 1 ) (D-44) 

D^JJi^Ak^y (D.45) 

Substituting (D-43)-(D-45) in (D-39), and transforming the resulting integral into 

areal coordinates, Ia(f) can be expressed as 

h=2S[m,&+1) - Aff - A+iCIVi - A-i£_J /T, 7 ^ ' 

+ 2 5 { A / | d 5 ' + A + i / % ^ S ' + A - i / ^ d S ' } (D-46) 
1 vr' it i r ' it JT' R ' 

where R = |f(£i,£j+i) — ^'(C'C+i)l- Consider the triangle T" depicted in Fig. D-3. 

The integrals in (D-46) can be calculated using the integrals 

9s 

9k 

-IAis <D-47> 
= / ^-dS (D-48) 

JT R 

which can be evaluated analytically [54]. The subscript k denotes the vertex index 

(i, i+1 or i-1) and pk is the position vector with respect to the kth vertex as shown in 

Fig. D-3. The position vectors with respect to vertex i-1 can be expressed in terms 

of the edge vectors as 

#_! = 6 4 « - &+i4 (D-49) 
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i+1 

Figure D-3: Local vectors defined over a patch. 

Noting that li-hi = Ii+\ • hi+i = 0, the integrals defined as 

/ ( i+D = _ 9 ._ 1 .£±i = -2S I ^dSi,.^- = 2S f % - d S 
hi+i JT R hi+i JT R 

(D 

are used in (D-46) resulting in 

+A/i° + A+i/?+1) + A-i/?-1 ) (D 

where lf?~^ is given by 

/•(*-i) - « _ /•( i+1) - r ( 0 

Eq. (D-52) follows from (D-47) and the fact that & + 6+1 

(D 

+ 6 1. 
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