Distributed Deployment Strategies for Improved Coverage in a Network of Mobile Sensors with Prioritized Sensing Field

Hamid Mahboubi, Student Member, IEEE, Jalal Habibi, Member, IEEE, Amir G. Aghdam, Senior Member, IEEE, and Kamran Sayrafian-Pour, Senior Member, IEEE

Abstract—Efficient deployment strategies are proposed for a mobile sensor network, where the coverage priority of different points in the field is specified by a priority function. The multiplicatively weighted Voronoi (MW-Voronoi) diagram is utilized to find the coverage holes of the network for the case where the sensing ranges of different sensors are not the same. Under the proposed strategies, each sensor detects coverage holes within its MW-Voronoi region, and then moves in a proper direction to reduce their size. Since the coverage priority of the field is not uniform, the target location of each sensor is determined based on the weights of the vertices or the points inside the corresponding MW-Voronoi region. Simulations validate the theoretical results.
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I. INTRODUCTION

WIRELESS sensor networks have drawn much attention recently due to their various civilian and military applications. Recent advances in microelectromechanical systems (MEMS) technology have made it possible to fabricate small energy-efficient mobile sensors. Some of the emerging applications of cooperative mobile sensor networks include health-monitoring systems, space exploration and environmental assessment, to name only a few [1], [2], [3]. Over the past two decades, researchers in different disciplines of engineering and computer science have made significant contributions in this area by deriving accurate models for such systems and developing cost-effective deployment algorithms for different purposes [4], [5], [6].

In the design of a practical sensor deployment strategy, some important constraints need to be taken into account. Such constraints include limited sensing and communication ranges of sensors, limited energy of sensors, and limited information exchange between them [7], [8], [9]. Furthermore, the initial location of the sensors in the field is not known a priori in many practical applications [10]. The problem of network coverage by a group of mobile sensors following a prescribed trajectory is investigated in [11]. A multi-objective optimal sensor deployment and power assignment algorithm is proposed in [12], where the problem is decomposed into a number of scalar single-objective subproblems which are to be solved simultaneously. In [8], [9], multiplicatively weighted Voronoi (MW-Voronoi) diagram is used to partition the sensing field in a network of mobile sensors with nonidentical sensing ranges. Different deployment strategies are subsequently introduced to improve sensing coverage of such networks. Vector-based and Voronoi-based algorithms are proposed in [7] to move the sensors in the field in such a way that network coverage increases. In [13], basic protocols and virtual movement protocols are introduced for sensor deployment to increase network coverage. Gradient-descent coverage algorithms are presented in [14], which are distributed in the sense of the Delaunay graph. In [15], coordination algorithms are provided for sensor deployment and coverage, where a class of aggregate objective functions is also considered based on the geometry of the Voronoi partitions and proximity graphs.

In most of the above-mentioned sensor deployment algorithms, it is assumed that the coverage priority for different points in the network is uniform (i.e., the importance of coverage of every point in the network is the same). While this is a realistic assumption in many real-world problems, sometimes certain areas in the network have higher priority as far as coverage is concerned, due, for example, to safety considerations. The sensor deployment problem in a non-uniform field is considered in [15], [16], [17]. However, due to the computational complexity of the corresponding techniques, they may not be suitable for the case when the processing capability of the sensors in the network is limited. To the best of the authors’ knowledge, there is no result in the literature so far concerning coverage of a prioritized field with nonidentical sensors.

In this work, new distributed deployment strategies are introduced to increase coverage in a network of mobile sensors with a prescribed priority function for the sensing field. To this end, a priority function is assumed to be given which specifies the coverage priority of different points in the sensing area. The MW-Voronoi diagram is used to partition the sensing field [18], [19], [20]. This partitioning is then used to discover coverage holes in the network and relocate the sensors accordingly to minimize them, while taking into account the coverage priority of different points in the field. Three algorithms are developed: maximum weighted vertex (MWV), maximum weighted point (MWP), and maximum distance weight (MDW). The main idea behind the proposed algorithms...
is to move each sensor iteratively in such a way that its weighted coverage increases. Once each sensor’s destination is computed, new local weighted coverage of the corresponding sensor in the previously constructed MW-Voronoi region is compared to its previous local weighted coverage. If the new local weighted coverage is larger than the previous one, the sensor moves to the new location; otherwise, it remains in its current position. If in an iteration the local weighted coverage by none of the sensors is improved by a certain amount, then the algorithm is terminated (to ensure a finite number of iterations).

The plan of the rest of the paper is as follows. Section II provides the required background for understanding the theoretical results. The problem is formulated in Section III, and some important assumptions and definitions are also given which will be used later to develop the main results. Section IV presents the main contributions of the paper, where new deployment algorithms are introduced. The proposed algorithms are compared in Section V, and finally concluding remarks are drawn in Section VI.

II. BACKGROUND

A. Voronoi Diagram

Let $\mathbf{S}$ be a set of $n$ distinct nodes in the plane denoted by $S_1, S_2, \ldots, S_n$. It is desired to partition the plane into $n$ polygons such that:

- Each polygon contains only one node, and
- the nearest node to any point inside a polygon is the node assigned to that polygon.

The diagram obtained by the partitioning described above is called the Voronoi diagram [21]. To construct the Voronoi polygon associated with a node in the network, first the perpendicular bisector of every segment connecting the node to any of its neighbors is drawn. The smallest polygon (created by the above perpendicular bisectors) containing the node is, in fact, the Voronoi polygon of that node.

The Voronoi diagram is very useful for the analysis and design of sensor deployment techniques. Represent each sensor in the field as a node, and sketch the Voronoi polygons for all sensors as described above, to partition the entire target field (which is also assumed to be a polygon). From the characterization of the Voronoi diagram, assuming that all sensors have the same sensing capability, it is straightforward to show that if a sensor cannot cover a certain point in its corresponding polygon, other sensors in the network cannot cover it either. This means that in order to find the so-called “coverage holes” (the points that cannot be covered by the sensors), it would suffice to find the intersection of the Voronoi polygon of each sensor with the exterior of its local coverage area. However, as noted earlier, this fundamental statement is only true for the case when all sensors have the same sensing range. It can be easily shown that when the sensors are not identical in terms of sensing radius, a point which is not detected by the sensor located in the same polygon, may be detectable by the sensor corresponding to a neighboring polygon. Hence, when the sensing radii of different sensors are not the same, the conventional Voronoi diagram is not as useful for effective sensor deployment in the network. The partitioning described in the next subsection is used to remedy this problem.

B. Multiplicatively Weighted Voronoi Diagram

Let $S$ be a set of $n$ distinct weighted nodes $(S_1, w_1), (S_2, w_2), \ldots, (S_n, w_n)$ in the plane, where $w_i > 0$ is the weighting factor associated with $S_i$, for any $i \in \mathbf{n} := \{1, 2, \ldots, n\}$. Partition the plane into $n$ regions such that each region contains only one node, which is the nearest node, in the sense of weighted distance, to any point inside that region. The diagram obtained by the partitioning described above is called the multiplicatively weighted Voronoi diagram (MW-Voronoi diagram) [19]. Analogous to the conventional Voronoi diagram, the mathematical characterization of each region in this case is given by:

$$
\Pi_i = \{q \in \mathbb{R}^2 \mid w_id(q, S_i) \leq w_jd(q, S_j), \forall j \in \mathbf{n} \setminus \{i\}\}
$$

where $d(q, S_i)$ denotes the Euclidean distance between the point $q$ and the node $S_i$ in the 2D plane. According to (1), any point $q$ in the $i$-th MW-Voronoi region $\Pi_i$ has the following property:

$$
\frac{d(q, S_i)}{d(q, S_j)} \leq \frac{w_i}{w_j}, \quad \forall i \in \mathbf{n}, \forall j \in \mathbf{n} \setminus \{i\}
$$

Definition 1. The nodes $S_i$ and $S_j$ are called neighbors if $\Pi_i \cap \Pi_j \neq \emptyset$ (note that the intersection of two neighboring regions includes the boundary points only). The set of all neighbors of $S_i$ is denoted by $N_i$, i.e.:

$$
N_i = \{S_j \in S \mid \Pi_i \cap \Pi_j \neq \emptyset\}
$$

Definition 2. Given a positive real constant $k$, the Apollonian circle of a segment $AB$, denoted by $\Omega_{AB,k}$, is the locus of all points $E$ such that $AE = BE = k$ [22].

To construct the $i$-th MW-Voronoi region, first the Apollonian circles $\Omega_{S_j, \frac{w_i}{w_j}}$ are found for all $S_j \in N_i$. The smallest closed region (created by the above circles) containing the $i$-th node is, in fact, the $i$-th MW-Voronoi region (e.g., see Fig. 1). An example of an MW-Voronoi diagram with 15 weighted nodes is sketched in Fig. 2. The MW-Voronoi diagram is the main tool for developing sensor deployment algorithms in this paper. Denote each MW-Voronoi region $\Pi_i$, $i \in \mathbf{n}$, and let $q$ be an arbitrary point inside $\Pi_i$. The intersection of the region $\Pi_i$ and a circle of radius $r_i$ centered at $q$ is referred to as the coverage area w.r.t. $q$. The coverage area w.r.t. the location of the sensor $S_i$ is called the local coverage area of that sensor.
Field is assumed to be specified by a priority function \( \varphi \) be different. The coverage priority of different points in the sensing field is referred to as the total weighted coverage area with limited information exchange between sensors. Let \( r \) be the sensing radius of the \( i \)-th sensor, and \( x \) be an arbitrary point inside \( \Pi_i \). The integral of the priority function over the \( i \)-th coverage area w.r.t. \( x \) (see Definition 3) is referred to as the \( i \)-th weighted coverage w.r.t. \( x \), and is mathematically characterized as:

\[
\beta_i^\Pi = \int_{\Pi_i \cap C(x, r_i)} \varphi(q) dq
\]  

where \( C(x, r_i) \) is a circle of radius \( r_i \) centered at \( x \). Also, the \( i \)-th weighted hole w.r.t. \( x \) is denoted by \( \theta_i^\Pi \), and is expressed as:

\[
\theta_i^\Pi = \alpha_i^\Pi - \beta_i^\Pi
\]  

Inside an MW-Voronoi region, the weighted covered and uncovered areas w.r.t. the location \( p_i \) of the sensor \( S_i \) (i.e. \( \beta_i^{p_i} \) and \( \theta_i^{p_i} \)) are called the \( i \)-th local weighted coverage and \( i \)-th local weighted hole of that sensor, respectively. Furthermore, the integral of the priority function over the covered area (non-covered area) in the field is referred to as the total weighted coverage (total weighted hole).

**Assumption 1.** In this paper, it is assumed that there is no obstacle in the field. Therefore, the sensors can move to any desired location using existing techniques such as the ones introduced in [23], [24].

**Assumption 2.** The sensors are capable of localizing themselves with sufficient accuracy in the field (using, for instance, the methods proposed in [25], [1]).

### III. Problem Formulation

Consider a group of \( n \) mobile sensors, randomly distributed in the sensing field, and let the sensing radius of the \( i \)-th sensor be denoted by \( r_i \) (note that the sensing radii of the sensors can be different). The coverage priority of different points in the field is assumed to be specified by a priority function \( \varphi(q) \). In other words, the coverage importance of the point \( q \) is more than that of point \( p \) if \( \varphi(q) > \varphi(p) \).

It is desired to move the sensors and place them in proper positions in the field using a distributed deployment strategy such that the more important points are covered as much as possible. In other words, the objective is to increase the weighted coverage area with limited information exchange between sensors.

**Definition 4.** The integral of the priority function over the MW-Voronoi region \( \Pi_i \) is referred to as the \( i \)-th region weight, and is denoted by \( \alpha_i^\Pi \), i.e.:

\[
\alpha_i^\Pi = \int_{\Pi_i} \varphi(q) dq
\]

Also, the integral of the priority function over the entire sensing field is referred to as the total field weight, and is denoted by \( \alpha \). It is straightforward to show that \( \alpha = \sum_{i=1}^{n} \alpha_i^\Pi \).

**Definition 5.** Consider the sensor \( S_i \) with the sensing radius \( r_i \) and the corresponding MW-Voronoi region \( \Pi_i \), \( i \in n \), and let \( x \) be an arbitrary point inside \( \Pi_i \). The integral of the priority function over the \( i \)-th coverage area w.r.t. \( x \) (see Definition 3) is referred to as the \( i \)-th weighted coverage w.r.t. \( x \), and is mathematically characterized as:

\[
\beta_i^\Pi = \int_{\Pi_i \cap C(x, r_i)} \varphi(q) dq
\]  

Fig. 1: The MW-Voronoi region for a node \( S_1 \) with four neighbors \( S_2, \ldots, S_5 \) [8].

Fig. 2: An example of the MW-Voronoi diagram for a network of 15 weighted nodes.

### IV. Deployment Protocols

In this section, three distributed deployment algorithms are introduced for a mobile sensor network. The proposed deployment algorithms perform iteratively until a prespecified termination condition is satisfied. Each iteration in the proposed algorithms consists of four phases. In the first phase, every sensor broadcasts its location and sensing radius to other sensors, and constructs its MW-Voronoi region subsequently based on the information it receives from other sensors. Then in the second phase, each sensor uses the available information to compute its destination point in its MW-Voronoi region according to the specific deployment strategy. Once the new target location \( \hat{\rho}_i \) is determined, the weighted coverage area w.r.t. this location (i.e. \( \beta_i^{\hat{\rho}_i} \)) is obtained in the third phase. If this value is greater than the previous local weighted coverage area (i.e. \( \beta_i^{p_i} > \beta_i^{\hat{\rho}_i} \)), then the sensor moves to the new des-
than the i-th local weighted coverage in the previously constructed MW-Voronoi region.

Theorem 1 is not trivial at all. To clarify this issue, notice Remark 1.

Remark 1. It is important to note that the statement of Theorem 1 is not trivial at all. To clarify this issue, notice that each sensor finds a new point in its MW-Voronoi region with the objective of increasing its local coverage. Since the geometry of the regions will change based on the new positions of the sensors, the achieved local coverage of each sensor in the new region is not necessarily more than the local coverage in the previous MW-Voronoi region. However, the subtle point of the theorem is that the total coverage would be monotonically increasing using this type of strategy.

Proof of Theorem 1: Suppose the total weighted hole of the field when the sensors are located in \( P \) and \( \hat{P} \) are denoted by \( \theta \) and \( \hat{\theta} \), respectively. From the characterization of the MW-Voronoi diagram, one can conclude that:

\[
\theta = \sum_{i=1}^{n} \theta_{\Pi_i}^P \tag{6}
\]

It is straightforward to show that by increasing the weighted coverage in \( \Pi_i, \ i \in K \), the corresponding weighted hole will decrease. Since it is assumed that the i-th weighted coverage w.r.t. \( \hat{p}_i \) is greater than the i-th local weighted coverage for any \( i \in K \), one can conclude that:

\[
\theta_{\Pi_i}^P < \theta_{\Pi_i}^\hat{P}, \ \forall i \in K \tag{7}
\]

On the other hand, some of the points in \( \theta_{\Pi_i}^\hat{P} \) might also be covered by another sensor located at \( \hat{p}_j \), for some \( j \in n \setminus \{i\} \). Thus:

\[
\hat{\theta} \leq \sum_{i=1}^{n} \theta_{\Pi_i}^\hat{P} \tag{8}
\]

From the last two relations and on noting that for any \( i \in n \setminus K \) by definition \( \theta_{\Pi_i}^P = \theta_{\Pi_i}^\hat{P} \), one arrives at the following inequality:

\[
\hat{\theta} < \sum_{i=1}^{n} \theta_{\Pi_i}^\hat{P} \tag{9}
\]

Now, it results from (6) and (9) that:

\[
\hat{\theta} < \theta \tag{10}
\]

which implies that using the sensor relocation scheme intro-
duced in this work the total weighted coverage increases. ■

The proposed deployment strategies will be presented in the sequel.

A. The Maximum Weighted Vertex (MWV) Strategy

In this strategy, each sensor moves toward the vertex with maximum weight in its MW-Voronoi region. This vertex is referred to as the heaviest vertex, and is denoted by $V_i^{\text{max}}$ for the $i$-th region. According to this strategy, all sensors search for any coverage holes in their MW-Voronoi regions. Once the coverage holes are detected, each sensor identifies the heaviest vertex in its MW-Voronoi region. Then, for any $i \in n$, $S_i$ moves toward $V_i^{\text{max}}$ and continues moving until it is covered. This occurs when the distance of the $i$-th sensor from $V_i^{\text{max}}$ is equal to its sensing radius.

As an operational example of the MWV strategy, consider 27 sensors randomly deployed in a 50m x 50m flat space: 15 with a sensing radius of 1m, 6 with a sensing radius of $\frac{7}{6}$m, 3 with a sensing radius of $\frac{5}{3}$m, and 3 with a sensing radius of 1.5m. Moreover, the communication range of each sensor is assumed to be 20m. The priority function representing the network coverage priority in this example is given by $\varphi(q) = \exp(-0.4([x_q - 25]^2 + [y_q - 25]^2))$, where $x_q$ and $y_q$ are the abscissa and ordinate of the point $q$, respectively. Each point in the field is represented by a gray level proportional to the coverage priority of that point. In Fig. 3, three snapshots are provided, and in each one both the sensing circles of every sensor (filled circles) and the MW-Voronoi regions are depicted. It can be observed from this figure that in the final round the sensors concentrate on the area with higher coverage priority.

While the sensor deployment strategy discussed above proves effective in many practical cases, it may not be as effective when there are small number of sensors with small sensing ranges in the field. In such cases, the MW-Voronoi regions are relatively large, and hence there is a good chance that each area with high coverage priority is mainly located in only one of the regions (see Fig. 4). Thus, by moving toward the heaviest vertex in a region, the high-priority area in that region might not be covered. For example, under the MWV strategy the sensor $S_4$ in Fig. 4 would move toward the vertex $V_{4,\text{max}}$, missing the high-priority area which is roughly in the opposite direction. Furthermore, in the case when the priority function varies significantly over some regions, the corresponding sensors might not move in the proper direction. In the special case, if an MW-Voronoi region has no vertices (i.e., it is a circle), the corresponding sensor does not move under the MWV strategy, which is another shortcoming of this strategy. To remedy the above-mentioned problems, a new deployment technique will be presented in the next subsection.

B. The Maximum Weighted Point (MWP) strategy

In this strategy, each sensor moves to a point in its MW-Voronoi region which has the maximum weight. This point will be referred to as the heaviest point, and is denoted by $p_i^{\text{max}}$ for the $i$-th region. According to this strategy, once a coverage hole is discovered in an MW-Voronoi region, the corresponding sensor finds the heaviest point in that region and moves toward it up to the position from which $p_i^{\text{max}}$ is covered.

As an example, consider the initial deployment of Fig. 5, and let the priority function be equal to $\varphi(q) = \exp(-0.4([x_q - 10]^2 + [y_q - 40]^2)) + \exp(-0.4([x_q - 25]^2 + [y_q - 7.5]^2)) + \exp(-0.4([x_q - 37.5]^2 + [y_q - 32.5]^2))$. Let also 18 sensors with a communication range of 20m be randomly deployed in the field: 10 with a sensing radius of 2m, 4 with a sensing radius of $\frac{7}{6}$m, 2 with a sensing radius of $\frac{5}{3}$m, and 2 with a sensing radius of 3m. As it can be observed from Fig. 5, after the final round the sensors are more concentrated on high-priority areas in the field.

C. The Maximum Distance Weight (MDW) Strategy

The two weight-based techniques discussed thus far are not suitable when the priority function is smooth. For instance, when the weight of all points of the field are equal (i.e., $\varphi(q) = \text{constant}$), sensors do not move under the MWV and MWP strategies. This motivates the development of a new strategy called MDW, which operates based on both distance and weight.

For any $i \in n$, the MDW strategy finds a point inside the $i$-th MW-Voronoi region whose distance from $S_i$ multiplied by its weight is maximum. This point will be referred to as the $i$-th MDW centroid, and will be denoted by $p_i^{\text{MDW}}$. Once this point is obtained, $S_i$ moves toward it and continues moving until $p_i^{\text{MDW}}$ is covered. This occurs when the distance of the $i$-th sensor from the point $p_i^{\text{MDW}}$ is equal to its sensing radius.

Fig. 6 shows an operational example of the MDW strategy. In this example, 27 sensors with the communication range of 20m are randomly deployed in a 50m by 50m flat space: 15 with a sensing radius of 3m, 6 with a sensing radius of 2.5m, 3 with a sensing radius of 3.5m, and 3 with a sensing radius of 4.5m. The priority function for this example is $\varphi(q) = \exp(-0.004([x_q - 25]^2 + [y_q - 25]^2))$. It can be observed from this figure that in the final round the weighted coverage significantly increases.
Remark 2. It is worth mentioning that for the case when all sensors have the same sensing capability and the weight of every point in the field is the same, the MDW strategy will be the same as the VOR strategy proposed in [7]. In other words, the MDW strategy proposed here is the generalized form of the VOR technique.

Remark 3. In order to prevent sensors from oscillatory movements, a control mechanism similar to the one in [7] can be used here. Under this mechanism, each sensor compares the newly computed direction with the previous one, and will move only if the new direction is consistent with that in the preceding round.

Remark 4. It is important to note that even in the case of a centralized deployment scheme, no optimal solution is available, in general, for the coverage problem in a non-uniform sensing field.

Remark 5. One of the advantages of using the MW-Voronoi diagram for nonidentical sensors is that it guarantees the convergence of the sensor trajectories. Note that the monotonically increasing behavior of total weighted coverage (shown in Theorem 1) yields only with the MW-Voronoi partitioning and not with the conventional Voronoi partitioning. More precisely, relation (6) in the proof of Theorem 1 does not hold if the conventional Voronoi diagram is used to partition the field in the presence of nonidentical sensors. This means that using existing sensor deployment strategies (which assume identical sensing capability for sensors) may lead to non-convergent sensor movements.

V. COMPARATIVE STUDY

In this section, the three algorithms proposed in Section IV are applied to a flat space of size 50m × 50m with different number of sensors. In these simulations, the algorithms terminate when none of the sensors’ weighted coverage in its corresponding MW-Voronoi region would increase by more than 1% in the next move. Note that the results presented in this section for weighted coverage are all the average values obtained by using 20 random initial deployments for sensors.
Remark 6. The sensing field is divided into small grid cells, and some computations are performed over the centers of the cells, which will be referred to as the grid centers in the sequel. The choice of the cell size is made based on the distribution of the priority function in different points of the field, desired precision, and processing capability of different sensors. The computational task for each algorithm consists of three phases, which are performed by each sensor individually. In the first phase, every sensor finds those grid centers which lie inside its MW-Voronoi region (this is done by checking the algebraic condition (2) for all grid centers). The second phase depends on the particular strategy adopted: In the MWV method each sensor finds the heaviest vertex in its MW-Voronoi region (note that each vertex is the intersection of two Apollonian circles). In the MWP and MDW techniques, the other hand, each sensor finds a proper point among all grid centers in its MW-Voronoi region. In the third phase, the local weighted coverage of every sensor is compared with its weighted coverage w.r.t. the newly computed destination point. To this end, the weights of the corresponding grid centers in each MW-Voronoi region are summed up and the result is multiplied by the area of each cell. It is worth mentioning that with the current state-of-the-art technology for industrial sensors (e.g. Mica2 [27] or Epic [28]), the computations described above can be efficiently carried out in a short period of time.

Example 1. In this example, 27 sensors with a communication range of 20m are randomly deployed in the flat space described above: 15 with a sensing radius of 6m, 6 with a sensing radius of 5m, 3 with a sensing radius of 7m, and 3 with a sensing radius of 9m. The priority function representing the importance of coverage of different points in the field is assumed to be $\phi(q) = \exp\left(-0.4[(x_q - 25)^2 + (y_q - 25)^2]\right)$ for this example. Fig. 7 depicts the weighted coverage factor, defined as the ratio of the total weighted coverage to the total field weight, after each round of the three algorithms. The figure shows that the performances of the MDW and MWV strategies in this example are more or less the same. In fact, it can be verified that when a relatively large number of sensors with large sensing ranges are distributed in the field, all three algorithms reach a satisfactory weighted coverage. Since the computational complexity for finding the point $V_{i,\text{max}}$ is less than that for finding $p_{i,\text{max}}$ and $p_{i,\text{MDW}}$, the MWV algorithm is more efficient in such scenarios as far as the processing capability of the sensors is concerned.

Example 2. Consider 9 sensors with the communication range of 20m randomly deployed in the flat space described earlier: 5 with a sensing radius of 1m, 2 with a sensing radius of 3m, 1 with a sensing radius of 2m, and 1 with a sensing radius of 1.5m. Let the priority function be equal to $\phi(q) = \exp\left(-k[(x_q - 10)^2 + (y_q - 40)^2]\right) + \exp(-k[(x_q - 25)^2 + (y_q - 7.5)^2]) + \exp(-k[(x_q - 37.5)^2 + (y_q - 32.5)^2])$, where $k = 0.4$. Due to the relatively small number of sensors in this example (compared to the field size), the MW-Voronoi regions are comparatively large. Furthermore, since the priority function is sharp (concentrated in three different areas), each area with a large weight will likely lie mainly inside one MW-Voronoi region (not on its boundaries). On the other hand, because of the relatively small sensing radius of the sensors, there is a good chance that these important areas would not be covered by moving toward the vertex with maximum weight in the MWV strategy or toward the point with the maximum weighted distance from the corresponding sensor in the MDW strategy. Hence, the MWP algorithm outperforms the other two in this case (see Fig. 8).

Example 3. Consider the sensor network described in Example 1, and let the priority function here be of the same form as in the previous example, but with $k = 0.004$. This priority function is relatively smooth, and confirmed by Fig. 9, the MWV and MWP strategies are not as effective as the MDW strategy for this case. In addition, since the sensing ranges of the sensors are relatively large, it is more likely that the sensors will have overlapped sensing areas, if they move to the heaviest points or vertices, without taking the traveling distance into consideration. In general, when the priority function is not sharp and the sensing ranges of the sensors are relatively large, the MDW strategy outperforms the other two.

Example 4. The performance of the proposed algorithms is
investigated for two different setups in this example. The first setup is the same as the one in Example 2, and the second setup is the same as that in Example 1. In both scenarios, it is assumed that initially the sensors are distributed randomly in the field. The priority function is of the same form as in Example 2 in both setups. Fig. 10 depicts the final weighted coverage for different values of \( k \), in the first setup. As it can be observed from this figure, when there are a small number of sensors with small sensing ranges in the field, the MWP strategy results in a better weighted coverage compared to the other two algorithms, and this superiority is considerable when the priority function is sharp. Fig. 11 shows the final weighted coverage for different values of \( k \) in the second setup. As it can be seen from this figure, when a large number of sensors with high sensing capabilities are distributed in the field, the MDW strategy outperforms the other two. As mentioned before, this superiority is significant when the priority function is smooth.

Energy efficiency is an important issue in the design of sensor deployment strategies, and should be taken into consideration in the performance evaluation. The energy consumption of a mobile sensor is mainly due to movement, and highly depends on the traveling distance of the sensor as well as the number of times it stops before arriving at the desired position (the latter is due to the static friction). Let the required energy for traveling 1m (without stopping) be 8.268J (or 0.210J/inch) \([29], [30]\). Assume that the energy required to stop a sensor and then overcome its static friction after a complete stop is equal to the energy required to continuously move the sensor one meter \([7], [13]\). Table I provides the average energy consumption for Examples 1-4.

Another important means of assessing the performance of sensor deployment strategies is the time it takes to reach the desired termination condition. Given that the sensor deployment time in each round is more or less the same for all strategies, the number of rounds required to meet a pre-determined termination criterion can be used as a measure of the deployment speed. Table II shows the stopping round for the four examples given above. Similar to Table I, here also the entries of the table are the average values obtained by running 20 simulations with different initial conditions (this explains why the number of rounds in Table II are non-integer).

**Example 5.** Three operational scenarios are considered here for the special case of identical sensors. The communication range of the sensors in all three scenarios is 20m, and initially they are assumed to be placed randomly in the field described earlier. In the first scenario, 30 sensors with a sensing range of 1m are considered, and the priority function is the same as that in Example 1. Three snapshots in this case are provided in Fig. 12, and in each one the sensing circles of every sensor (filled circles) as well as the Voronoi polygons are depicted. It can be observed from this figure that in the final round the sensors are more concentrated in the area with higher coverage priority.

In the second scenario, 15 sensors with a sensing range of 2m are deployed in the field, with the same priority function as in Example 2. Three snapshots are provided in Fig. 13, similar to Fig. 12, which show the good performance of the MWP strategy for this scenario.

In the third scenario, 30 sensors with a sensing range of 3m are considered, and the priority function is \( \phi(q) = \exp(-0.004[(x_q - 25)^2 + (y_q - 25)^2]) \) as shown in Fig. 14. It can be observed from this figure that in the final round the total weighted coverage significantly increases.

It is to be noted that in all three scenarios presented above the resultant Voronoi regions are polygons as the sensing radii...
of all sensors are the same.

Example 6. The performance of the proposed algorithms is now compared with the Minmax-point algorithm [8] which is an effective coverage strategy for nonidentical sensors with uniform sensing priority. In this example, 27 sensors with a communication range of 20m are randomly deployed in the flat space described earlier: 15 with a sensing radius of 3m, 6 with a sensing radius of 2.5m, 3 with a sensing radius of 3.5m, and 3 with a sensing radius of 4.5m. Let the priority function be equal to \( \varphi(q) = \exp(-k[(x_q - 25)^2 + (y_q - 25)^2]) \); the smaller \( k \) is the closer the sensing priority is to being uniform. In the special case, when \( k = 0 \) the sensing priority throughout the field is uniform. Fig. 15 shows the final weighted coverage for four different values of \( k \): \( k = 0, 0.001, 0.01, 0.1 \). As it can be seen from this figure, the proposed algorithms outperform the Minmax-point algorithm when the target field is non-uniform (i.e., \( k \neq 0 \)) and this superiority is more significant for a more non-uniform priority function. Note that when the target field is uniform, the sensors do not move under the MWV and MWP algorithms, and in this case the Minmax-point algorithm is more effective than these two. However, even in this case the performance of the MDW algorithm is better than that of the Minmax-point algorithm.

Remark 7. The overall performance of a coverage strategy highly depends on the specific application and network configuration in terms of the number of sensors, priority function, sensing range of the sensors and computational power of the mobile agents. In order to select the proper coverage strategy (which is done by the operator in the beginning), a number of issues should be taken into account. For example, as far as computational complexity is concerned, the MWV deployment strategy outperforms the other two techniques. On the other hand, when the priority function is more or less the same over the entire field the MDW strategy is more effective. If the priority function is highly non-uniform (e.g., it is very much focused in certain areas), then the proper choice of algorithm...
Fig. 13: Snapshots of the execution of the MWP strategy for the second scenario of Example 5 (the coverage priority is indicated by different gray levels). (a) Initial coverage; (b) coverage after the first round, and (c) final coverage.

Fig. 14: Snapshots of the execution of the MDW strategy for the third scenario of Example 5 (the coverage priority is indicated by different gray levels). (a) Initial coverage; (b) coverage after the first round, and (c) final coverage.

Fig. 15: The weighted coverage for different values of $k$ in Example 6.

Efficient sensor deployment algorithms are presented to increase coverage in a mobile sensor network with a prescribed priority assignment for different points in the sensing field. It is assumed that the sensors are not identical in terms of sensing capabilities. The multiplicatively weighted Voronoi (MW-Voronoi) diagram is then employed to develop three distributed deployment strategies. According to the proposed algorithms, each sensor moves iteratively in such a way that the prioritized uncovered area in its MW-Voronoi region is reduced. All proposed algorithms consider the relative priority of the points inside each region (or on its vertices). One of these strategies also takes the distances of each sensor and the points inside its MW-Voronoi region into account. Simulations are presented to compare the performance of the coverage algorithms developed in this work.

VI. CONCLUSIONS

Efficient sensor deployment algorithms are presented to increase coverage in a mobile sensor network with a prescribed priority assignment for different points in the sensing field. It is assumed that the sensors are not identical in terms of sensing capabilities. The multiplicatively weighted Voronoi (MW-Voronoi) diagram is then employed to develop three distributed deployment strategies. According to the proposed algorithms, each sensor moves iteratively in such a way that the prioritized uncovered area in its MW-Voronoi region is reduced. All proposed algorithms consider the relative priority of the points inside each region (or on its vertices). One of these strategies also takes the distances of each sensor and the points inside its MW-Voronoi region into account. Simulations are presented to compare the performance of the coverage algorithms developed in this work.
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