
QOS-BASED AND SECURE MULTIPATH ROUTING  

IN WIRELESS SENSOR NETWORKS  

Hind Alwan 

 

A Thesis 

In the Department 

of 

Electrical and Computer Engineering 

 

 

Presented in Partial Fulfillment of the Requirements 

For the Degree of 

Doctor of Philosophy at 

Concordia University 

Montreal, Quebec, Canada 

 

 

September 2013 

© Hind Alwan, 2013 

 



CONCORDIA UNIVERSITY
SCHOOL OF GRADUATE STUDIES

This is to certify that the thesis prepared

By:                                                                                                                         

Entitled:

and submitted in partial fulfillment of the requirements for the degree of

complies with the regulations of the University and meets the accepted standards with
respect to originality and quality.

Signed by the final examining committee:

                                                                                     Chair

 External Examiner

 External to Program

 Examiner

Examiner

Thesis Supervisor

Approved by

                                                                                    
Chair of Department or Graduate Program Director

                                                                                     
Dean of Faculty

Hind Alwan

QoS-Based and Secure Multipath Routing in Wireless Sensor Networks

Doctor of Philosophy (Electrical and Computer Engineering)

Dr. R. Dssouli

Dr. S. Sampalli

Dr. B. Fung

Dr. Y. Shayan

Dr. A. Hamou-Lhadj

Dr. A. Agarwal

September 13, 2013



iii 
 

ABSTRACT 

 

QoS-Based and Secure Multipath Routing in Wireless Sensor Networks 

Hind Alwan, Ph.D.  

Concordia University, 2013 

 

With the growing demand for quality of service (QoS) aware routing protocols in 

wireless networks, QoS-based routing has emerged as an interesting research topic. A 

QoS guarantee in wireless sensor networks (WSNs) is difficult and more challenging due 

to the fact that the available resources of sensors and the various applications running 

over these networks have different constraints in their nature and requirements. 

Furthermore, due to the increased use of sensor nodes in a variety of application fields, 

WSNs need to handle heterogeneous traffic with diverse priorities to achieve the required 

QoS.  

In this thesis, we investigate the problem of providing multi-QoS in routing protocols 

for WSNs. In particular, we investigate several aspects related to the application 

requirements and the network states and resources.  

We present multi-objective QoS aware routing protocol for WSNs that uses the 

geographic routing mechanism combined with the QoS requirements to meet diverse 

application requirements by considering the changing conditions of the network. The 

protocol formulates the application requirements with the links available resources and 

conditions to design heuristic neighbor discovery algorithms. Also, with the unlimited 

resource at the sink node, the process of selecting the routing path/paths is assigned to the 
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sink. Paths selection algorithms are designed with various goals in order to extend 

network lifetime, enhance the reliability of data transmission, decrease end-to-end delay, 

achieve load balancing and provide fault tolerance.  

We also develop a cross-layer routing protocol that combines routing at network 

layer and the time scheduling at the MAC layer with respect to delay and reliability in an 

energy efficient way. A node-disjoint multipath routing is used and a QoS-aware priority 

scheduling considering MAC layer is proposed to ensure that real time and non-real time 

traffic achieve their desired QoS while alleviating congestion in the network. 

Additionally, we propose new mechanism for secure and reliable data transmission 

in multipath routing for WSNs. Different levels of security requirements are defined and 

depending on these requirements, a selective encryption scheme is introduced to encrypt 

selected number of coded fragments in order to enhance security and thereby reduce the 

time required for encryption. Node-disjoint multipath routing combined with source 

coding is used in order to enhance both security and reliability of data transmission.  

Also, we develop an allocation strategy that allocates fragments on paths to enhance both 

the security and probability of successful data delivery. 

Analysis and extensive simulation are conducted to study the performance of all the 

above proposed protocols.  

 

 

 

 



v 
 

ACKNOWLEDGEMENT 

 

I would like to express my deep and sincere gratitude to my advisor, Prof. Anjali 

Agarwal for her insightful guidance, constant encouragement and support. This thesis 

would not be possible without her rich expertise, excellent judgement, enthusiasm and 

dedication to top-quality research. It is my fortune and honour to have an advisor like her.  

Deepest gratitude is also due to the members of the supervisory committee, Dr. 

Yousef Shayan, Dr. Abdelwahab Hamou-Lhadj, Dr. Benjamin Fung and my external 

examiner Dr. Srinivas Sampalli. I would also like to thank Dr. Ayda Basyouni for her 

great support. 

Next, I would like to thank my family for always supporting me in my various 

undertakings, up to and including this one, and I am sure in the next ones as well.  

My final words go to my parents, without whom I would never have been able to 

achieve so much. 

 

 

 

 

 

 



vi 
 

TABLE OF CONTENTS 

 

LIST OF FIGURES ............................................................................................................ x 

LIST OF TABLES ............................................................................................................ xii 

LIST OF ABBREVIATIONS .......................................................................................... xiii 

Chapter 1 INTRODUCTION ........................................................................................ 1 

1.1 RESEARCH MOTIVATION AND CHALLENGES.......................................... 2 

1.2 THESIS CONTRIBUTION ................................................................................. 5 

1.3 THESIS OUTLINE .............................................................................................. 7 

Chapter 2 BACKGROUND AND GENERAL CONSIDERATION............................ 9 

2.1 ROUTING PROTOCOLS IN WIRELESS SENSOR NETWORKS -

CHARACTERISTIC AND CHALLENGES .................................................................. 9 

2.1.1 Single Path Routing .................................................................................... 11 

2.1.2 Multipath Routing ....................................................................................... 11 

2.2 QOS PARAMETERS AND REQUIREMENTS IN WIRELESS SENSOR 

NETWORKS ................................................................................................................. 26 

2.2.1 Energy Consumption .................................................................................. 27 

2.2.2 Reliability (Packet Loss) ............................................................................. 28 

2.2.3 Packet Delay ............................................................................................... 28 

2.3 QOS TRAFFIC SCHEDULING AT MAC LAYER IN WSN .......................... 29 

2.4 SECURE ROUTING IN WSN .......................................................................... 31 

2.4.1 Network Layer Attacks in WSNs ............................................................... 33 

2.4.2 Security Approaches in Multipath WSNs ................................................... 34 

2.5 SUMMARY ....................................................................................................... 36 

Chapter 3 LITERATURE REVIEW OF ROUTING PROTOCOLS IN WSN ........... 37 

3.1 QOS-AWARE ROUTING PROTOCOLS ........................................................ 37 

3.2 QOS TRAFFIC SCHEDULING ........................................................................ 41 



vii 
 

3.3 SECURITY IN MULTIPATH ROUTING PROTOCOLS ................................ 44 

3.4 SUMMARY ....................................................................................................... 47 

Chapter 4 QOS-AWARE MULTIPATH ROUTING PROTOCOL ........................... 48 

4.1 NETWORK MODEL FOR QOS PROVISION................................................. 48 

4.1.1 Network Model and Assumptions .............................................................. 48 

4.1.2 QoS Provisioning ........................................................................................ 50 

4.1.3 Required QoS Model .................................................................................. 53 

4.2 LINK METRICS AND NEXT NODE SELECTION ........................................ 55 

4.2.1 Initialization Phase ...................................................................................... 55 

4.2.2 Link Cost Function ..................................................................................... 55 

4.2.3 Paths Discovery Phase ................................................................................ 57 

4.2.4 Illustrative Example .................................................................................... 59 

4.3 PATH METRICS AND END-TO-END QOS ................................................... 61 

4.3.1 Path Cost Function and Multipath Selection Algorithm ............................. 62 

4.3.2 Number of Used Paths ................................................................................ 64 

4.3.3 Route Replay and Data Transmission ......................................................... 66 

4.4 ANALYSIS AND SIMULATION RESULTS .................................................. 66 

4.4.1 Simulation Setup ......................................................................................... 66 

4.4.2 Performance Metrics ................................................................................... 68 

4.4.3 Simulation Results ...................................................................................... 69 

4.5 SUMMARY ....................................................................................................... 76 

Chapter 5 QOS-AWARE CROSS LAYER ROUTING.............................................. 77 

5.1 PROPOSED PRIORITIZED SCHEDULING ................................................... 78 

5.1.1 Network Model and Assumptions .............................................................. 79 

5.1.2 QoS Provisioning ........................................................................................ 79 

5.1.3 Traffic Classification and Prioritization...................................................... 80 

5.1.4 Queuing Model ........................................................................................... 82 

5.2 END-TO-END QOS SCHEDULING-BASED ROUTING .............................. 83 

5.2.1 Initialization Phase ...................................................................................... 83 

5.2.2 Link Cost Function ..................................................................................... 83 



viii 
 

5.2.3 Path Discovery Phase .................................................................................. 84 

5.2.4 Path Cost Function ...................................................................................... 85 

5.2.5 Route Reply and Data Transmission........................................................... 86 

5.3 ANALYSIS AND SIMULATION RESULTS .................................................. 87 

5.3.1 Simulation Setup and Model ....................................................................... 87 

5.3.2 Performance Metrics ................................................................................... 90 

5.3.3 Simulation Results ...................................................................................... 90 

5.4 ANALYSIS AND SIMULATION RESULTS USING NS-2 ........................... 96 

5.4.1 Average End-to-end Delay ......................................................................... 98 

5.4.2 On-Time Reachability ................................................................................. 99 

5.4.3 Packet Delivery Ratio ............................................................................... 100 

5.4.4 Average Energy Consumption .................................................................. 101 

5.5 SUMMARY ..................................................................................................... 103 

Chapter 6 SECURE MULTIPATH QOS ROUTING ............................................... 104 

6.1 QOS PROVISIONING .................................................................................... 105 

6.1.1 Security ..................................................................................................... 105 

6.1.2 Reliability .................................................................................................. 108 

6.1.3 Delay ......................................................................................................... 109 

6.2 PROPOSED SECURITY MECHANISM ....................................................... 109 

6.2.1 Initialization Phase .................................................................................... 110 

6.2.2 Path Discovery Phase ................................................................................ 110 

6.2.3 Multipath Selection Algorithm ................................................................. 111 

6.2.4 Security Mechanism.................................................................................. 113 

6.3 ANALYSIS AND SIMULATION RESULTS ................................................ 116 

6.3.1 Case Study ................................................................................................ 116 

6.3.2 Multipath Protocols Performance Evaluation and Comparison................ 119 

6.3.3 Simulation Setup and Model ..................................................................... 120 

6.3.4 Simulation Results .................................................................................... 121 

6.4 SUMMARY ..................................................................................................... 126 

Chapter 7 CONCLUSION AND FUTURE WORK ................................................. 127 

7.1 CONCLUSION ................................................................................................ 127 



ix 
 

7.2 FUTURE WORK ............................................................................................. 130 

BIBLIOGRAPHY ........................................................................................................... 131 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



x 
 

LIST OF FIGURES 

 

Figure 2.1: Multipath Routing, (a) Node-disjoint path, (b) Link-disjoint path and (c) 

Braided multipath.............................................................................................................. 13 

Figure 2.2: Directed Diffusion routing protocol ............................................................... 16 

Figure 2.3: Example of data transmission using EC. Note that the data packet, M = 5 

fragments, the added redundancy, K = 3 fragments and n = 3 paths. ............................... 22 

Figure 2.4: Secret sharing scheme .................................................................................... 35 

Figure 4.1: Wireless sensor network model ...................................................................... 49 

Figure 4.2: HELLO message structure ............................................................................. 55 

Figure 4.3: RREQ message structure ................................................................................ 58 

Figure 4.4: Route replay message structure ...................................................................... 58 

Figure 4.5: Next node selection process in MQoSR, each node is labeled with a 

( , , , ) quadruple. ...................................................................... 59 

Figure 4.6: Probability of achieved reliability and average energy consumption vs. 

requested reliability ........................................................................................................... 70 

Figure 4.7: Probability of packets received on time and average energy consumption per 

transmission vs. requested delay ....................................................................................... 71 

Figure 4.8: Average end-to-end delay per transmission vs. number of nodes .................. 72 

Figure 4.9: Data delivery ratio vs. number of nodes ......................................................... 73 

Figure 4.10: Average network lifetime vs. number of nodes ........................................... 74 

Figure 4.11: Average routing overhead, N=250 ............................................................... 75 

Figure 5.1: Proposed cross-layer design ........................................................................... 78 

Figure 5.2: Queue model at a node ................................................................................... 81 

Figure 5.3: HELLO message structure ............................................................................. 83 

Figure 5.4: RREQ message structure ................................................................................ 84 

Figure 5.5: RREP message structure ................................................................................ 86 

Figure 5.6: Simulation model ........................................................................................... 88 

Figure 5.7: Average end-to-end delay .............................................................................. 91 

Figure 5.8: On-time reachability ....................................................................................... 91 



xi 
 

Figure 5.9: Average energy consumption ......................................................................... 92 

Figure 5.10: Packet delivery ratio ..................................................................................... 93 

Figure 5.11: Average end-to-end delay ............................................................................ 95 

Figure 5.12: Average energy consumption ....................................................................... 96 

Figure 5.13: Average end-to-end delay ............................................................................ 99 

Figure 5.14: On-time reachability ................................................................................... 100 

Figure 5.15: Packet delivery ratio ................................................................................... 101 

Figure 5.16: Average energy consumption per packet ................................................... 102 

Figure 6.1: Relationship between data packet compromising probability, , and the 

number of used paths, np, for different path compromising values,  [0.1, 0.9]. . 107 

Figure 6.2: HELLO message structure ........................................................................... 110 

Figure 6.3: RREQ message structure .............................................................................. 110 

Figure 6.4: RREP message structure .............................................................................. 111 

Figure 6.5: Proposed security mechanism. ..................................................................... 115 

Figure 6.6: Probability of finding n node-disjoint paths (Scenario 1/Scenario2) ........... 122 

Figure 6.7: Security requirements  vs. packet compromise probability  . 123 

Figure 6.8: Security requirements (   vs. average number of used paths (np)........ 124 

Figure 6.9: Percentage of encrypted fragments ( ) for a data packet of size M = 10 

fragments......................................................................................................................... 125 

 

 

 

 

 

 

 

 



xii 
 

LIST OF TABLES  

 

Table 2.1: Taxonomy of existing fault-tolerant multipath routing protocols in wireless 

sensor networks. ................................................................................................................ 25 

Table 4.1: QoS classes model ........................................................................................... 54 

Table 4.2: Example of next node selection process in MQoSR ....................................... 60 

Table 4.3: Sink decision table ........................................................................................... 62 

Table 5.1: Simulation parameters ..................................................................................... 89 

Table 5.2: Simulation parameters for NS-2 ...................................................................... 97 

Table 6.1. Multipath routing protocols comparison........................................................ 120 

Table 6.2. Simulation parameters. .................................................................................. 121 

 

 

 

 

 

 

 

 

 

 

 



xiii 
 

LIST OF ABBREVIATIONS 

 

ACK   Acknowledgement 

AES   Advanced Encryption Standard 

ARQ   Auto Repeat reQuest  

DAQ   Dynamic Adjust reQuest  

DD   Directed Diffusion  

EC   Erasure Coding 

EDF   Early Deadline First 

FEC    Forward Error Correction 

FIFO   First In First Out 

ID    Identification 

IEEE   Institute of Electrical and Electronic Engineering 

ITU    International Telecommunication Union 

MATLAB Matrix Laboratory 

NS-2   Network Simulator Version 2 

QoS    Quality of Service 

RC5   Rivest Cipher Version 5 

RREP   Route REPly 

RREQ   Route REQuest 

RS   Reed-Solomon 

SNR    Signal-to-Noise Ratio 

SS    Secret Sharing 



xiv 
 

WSNs  Wireless Sensor Networks



1 
 

Chapter 1                                                                  

INTRODUCTION 

 

The open nature of wireless sensor networks (WSNs) [1] recently attracted 

significant research attention. The wide range of WSNs applications [2] in hostile 

environments both in civil and military domains where human participation may be too 

dangerous, sensor networks need to provide a robust service. The fast growth of wireless 

networks indicate that the network has potential to design many new routing protocols for 

handling emergency, military and disaster relief operations that require real time 

information for efficient coordination and planning and to support different quality of 

service (QoS) requirements [3].  

Sensor networks consist of many, normally very small size devices (sensors/nodes) 

that monitor a certain phenomenon. The main function of these networks is to gather 

information about the environment and transmit the information to interested users. The 

use of WSNs in different environments allows the use of many different types of sensors 

such as seismic, magnetic, thermal, visual, infrared and radar that are capable to monitor 

different kinds of information that may have different levels of importance given that 

different applications may have different QoS requirements. Though each individual 

sensor may have severe resource constraint in terms of energy, memory, communication 

and computation capabilities; large number of them may collectively monitor the 

physical world, distribute and process information upon critical environmental events.  
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Advances in WSNs have enabled a wide range of applications across many fields. 

Many of these applications have high QoS requirements in terms of end-to-end data 

delivery delay, reliability and security. For instance, for a real time application like rescue 

services to detect the location of survivors, delay or failed delivery of data may not be 

allowed, while it may be acceptable for  habitat monitoring of the dynamics and 

movements of animals. Therefore routing protocols of such networks should have a 

mechanism to provide reliable and fault-tolerant communication, quick reconfiguration 

and minimum consumption of energy. Additionally, WSNs’ design requirements change 

with the application, this introduces various design objectives for routing protocols such 

as energy efficiency, reliability, low delay. Also, security is another important issue to be 

considered while designing routing protocols in WSNs, as these networks may be 

deployed in hostile areas.  

QoS guarantees in WSNs are difficult and more challenging due to the fact that the 

available resources of sensors and the various applications running over these networks 

have different constraints in their nature and requirements. Due to these limitations, the 

routing techniques developed for other types of networks are not sufficient for WSNs. 

1.1 RESEARCH MOTIVATION AND CHALLENGES 

The basic function of a QoS-aware routing protocol is to find an optimal route that 

satisfies a single objective with respect to the links’ constraints. Due to the extreme 

energy constraints of sensor nodes, most of the proposed routing protocols for WSNs 

have focused on energy efficiency in order to maximize network lifetime [4] [5] [6]. 

Compared with routing decision using single objective or single link constraint, the 
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multiple objectives or multi-constraint routing decision is very different. Contradiction 

may happen due to lack of a standard and a uniform measure for the links’ constraints, 

which can be classified as additive, multiplicative or concave. For additive metrics like 

delay, the end-to end cost of the path is the sum of the individual link values. For a 

multiplicative metric like path reliability it is the product of the link qualities along the 

path. In case of the concave metric like the overall bandwidth of a path it is equal to the 

minimum, which is the bottleneck value of a link along the path. Therefore, the problem 

of determining a QoS route that satisfies the multiple constraints has been proven to be 

NP-complete [7].  

Most of the proposed QoS-aware routing protocols for WSNs characterize the 

network with a single metric such as hop count, delay, reliability, security or energy 

consumption algorithms to compute paths. However, due to the extreme energy 

constraints of sensor nodes, most of these protocols focused on energy efficiency in order 

to maximize network lifetime [8-10]. Yet, many routing protocols that have been 

designed to provide QoS are more appropriate in some situations having better 

performance while not suitable in other situations having major limitations. Moreover, 

supporting different and multiple QoS requirements, and modeling the network as path-

based and link-based multiple metrics such as energy, delay and reliability of data 

transmission, were not considered in the aforementioned works. However, in order to 

support different and multiple QoS requirements, the protocols need to characterize the 

network with multiple metrics such as energy, delay and data loss probability. The basic 

problem is therefore to find a path that satisfies the multiple constraints for QoS routing 

while respecting the energy constraints of sensor nodes. For these reasons, the proposed 
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algorithms must be simple so as to respect the limited computation at sensor nodes and 

should provide an energy efficient solution at every layer of the protocol stack in order to 

prolong the network lifetime. 

Although collective effort of all the communication protocol stack entities is 

essential for QoS provisioning, MAC layer possesses a particular importance among 

them since it is responsible for scheduling and allocation of the shared wireless channel 

and all other upper layer protocols are bound to that. Thus, the MAC layer plays a key 

role for QoS provisioning and dominates the performance of the QoS support. This calls 

for a suitable routing protocol tailored to achieve the application-specific QoS and that 

respects the characteristics of WSNs. Moreover, an efficient allocation of network 

resources to satisfy the different QoS requirements is the primary aim of a QoS-based 

routing protocol.  

This thesis is motivated by the lack of research in providing QoS guarantees for 

traffic flows in WSNs for different applications that have different QoS requirements and 

the lack of research that allows requirements such as timeliness and reliable data delivery 

to be addressed and traded against each other within the same context while respecting 

the energy constraints of sensor nodes. Furthermore, cross-layer design has proved to be 

effective in enhancing the network performance and hence may be integrated in the 

development of QoS-aware routing protocols for WSNs. Thus, the problem of routing 

protocol design should not be considered separately from the problem of other layers like 

MAC layer.  

Furthermore, from the viewpoint of security, this thesis is motivated mainly by the 

observations that most traditional encryption algorithms are complex and may introduce a 
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severe delay in sensor nodes. For instance, the encryption time of each 128-bit block 

using the AES algorithm is about 1.8 ms on a MicaZ platform [11]. To make encryption 

feasible for energy constrained and delay sensitive applications while still maintaining a 

robust security protection, limited number of packets contingent to different levels of 

security requirements need to be encrypted in order to enhance data transmission security 

at lower cost than full packet encryption. Combining the energy efficient techniques used 

to enhance data security and data QoS is vital to be investigated. 

1.2 THESIS CONTRIBUTION  

The design of QoS routing protocols in WSNs is a challenging issue. Most of the 

existing protocols are only suitable for specific types of applications and do not work 

well in large-scale applications. The goal of this research is to explore efficient multipath 

routing and QoS provisioning protocols in WSNs. The main contributions of this thesis 

can be summarized as follows:  

1- Solve the conflicts between the requirements and the constraints of WSNs. We 

formulate the multi-constrained QoS routing problem as a multi-objective 

constrained optimization problem to determine multipath routes that satisfy 

different QoS requirements as follows: 

a. We define the required QoS parameters of interest: end-to-end reliability, 

end-to-end delay and network lifetime. 

b. We propose a novel heuristic mechanism in WSNs to provide multi-objective 

QoS routing for different applications.  
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c. The problem of providing QoS routing is formulated as link-based and path-

based metrics. In the link metrics, sensor nodes need to consider the distance 

to sink as well as the application requirements in order to calculate the total 

cost function of a link that is used to select next hop. Thus, sensor nodes need 

to have the information of its direct neighboring nodes only. However, in 

path-based metrics and benefit from the fact that the sink has unlimited 

resources, the sink is responsible for selecting the routing paths, the number 

of these paths, and the allocation strategy of data packet on each path in order 

to achieve the end-to-end requirements in terms of reliability and delay as 

well as to extend the network lifetime. 

2- Adopt cross-layer design by sharing information between MAC and Network layers 

in order to select the best next node. The process at the network layer comes up 

with the optimal decision based on the MAC layer parameters. Specifically, we 

propose to produce a congestion control protocol to work under both single and 

multipath routing scenarios. The proposed protocol implements per-hop QoS-aware 

priority scheduling and considers the parameters of MAC layer to achieve the 

desired QoS.  

3- We design a new mechanism for secure multipath data transmission in WSNs, 

derived from node-disjoint multipath and combined with source coding in order to 

enhance both security and reliability of data transmission in the network.  

a. We define different levels of security requirements and depending on these 

requirements, a selective encryption scheme is introduced to encrypt selected 
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number of coded fragments in order to enhance security and reduce the time 

required for encryption. 

b. An allocation strategy that allocates fragments on paths is introduced to 

enhance both the security and probability of successful data delivery.  

1.3 THESIS OUTLINE  

Chapter 1 has given an introduction to WSNs as well as overview and scope of this 

research, the remainder of this thesis is organized into six additional chapters.  

Chapter 2 begins by providing background and general consideration on the design 

of WSNs routing protocols and the motivations behind using multipath routing approach 

in WSNs to achieve load balancing, increase reliability and to provide fault tolerance. 

Also, this chapter reviews the main QoS metrics and constraints and the techniques used 

to provide QoS routing in WSNs and presents a discussion focusing particularly on the 

security issue of routing protocols in WSNs as well as review some possible network 

layer attacks in WSNs and the mechanisms used to secure the multipath routing 

protocols. 

Chapter 3 presents detailed review of some state-of-the-art QoS-based routing 

protocols without and with congestion control mechanisms as well as reviews the secured 

multipath routing protocols proposed for WSNs. 

Chapter 4 describes in detail the proposed multi-objective routing protocol. The 

network model, structures of the control messages, the strategies used to select next node 

as well as the algorithms used to select the routing paths and the number of these paths 
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are discussed in order to achieve the requested QoS in terms of delay, reliability while 

extending the network lifetime.  

In Chapter 5 and based on the node-disjoint multipath proposed in Chapter 4, the link 

and path cost functions are modified to include the amount of load at sensor nodes in 

order to provide the requested QoS while avoiding congestion in the network. We study 

the effect of different parameters on providing the requested requirements and we 

propose a cross layer QoS-aware scheduling mechanism for WSNs with respect to delay 

and reliability in an energy efficient way. In the proposed QoS-aware priority scheduling, 

traffic is classified and prioritized according to their timeline requirement into real time 

and non-real time traffic. Real time traffic is assigned higher priority than non-real time 

traffic in order to achieve their desired QoS while alleviating congestion in the network. 

The developed model is validated through simulation that done using an object oriented 

programming language, C++, and NS 2.35 simulator. 

In Chapter 6, we propose a secure and reliable mechanism for data transmission in 

WSN. We use node-disjoint multipath combined with source coding in order to enhance 

the security and the reliability of data transmission. Also, we defined different levels of 

security requirements and depending on these requirements, a selective encryption 

scheme is introduced to encrypt selected number of coded fragments in order to enhance 

security while reducing the time and energy required for encryption. Finally, an 

allocation strategy that allocates fragments on different paths is proposed. The developed 

model is validated through analysis results and simulation. 

Finally, in Chapter 7 we discuss the conclusions and the future work. 
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Chapter 2                                                                 

BACKGROUND AND GENERAL CONSIDERATION 

 

Future WSNs are expected to carry different traffic as well as data to serve both real 

and non-real time applications. Therefore, the quality of the data delivered to support 

diverse applications is very important. QoS-aware routing in WSNs is difficult and more 

challenging due to the fact that the available resources of sensors and the various 

applications running over these networks have different constraints in their nature and 

requirements.  

2.1 ROUTING PROTOCOLS IN WIRELESS SENSOR NETWORKS -

CHARACTERISTIC AND CHALLENGES 

Routing protocols for other wireless networks like mobile ad hoc networks or 

cellular networks cannot be directly applied to WSNs due to the typical characteristics of 

WSNs, such as severe resource constraints and harsh environmental conditions in 

addition to the existing design challenges in WSNs like energy consumption, node 

deployment, QoS requirements, data aggregation and node mobility. For example, for the 

deployment of a large number of sensor nodes in WSNs it will not be possible to build a 

global addressing scheme as the overhead of ID maintenance is high. A careful resource 

management is also required, since each sensor node depends on energy for its activities; 

thus the failure of one node or link due to its limited battery lifetime, hardware 

breakdown, communication errors, or malicious attack can affect the entire network. 
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Generated data traffic has significant redundancy in it since multiple sensors may 

generate same data within the area of a phenomenon. Such redundancy needs to be 

exploited by the routing protocols to improve energy and bandwidth utilization. 

Moreover network scalability, which is the ability of the network to grow without 

extremely increasing the overhead, and the need to frequent topological changes required 

by some WSNs application place more challenges on routing protocols. Many routing 

protocols considering the unique characteristics of WSNs are covered in survey articles 

presented in [12, 13].   

In general, routing protocols proposed for WSNs [1-13] can be classified into three 

groups depending on the methods used for finding the path, namely, proactive routing in 

which all paths are computed and maintained in advance and stored in a routing table, 

reactive routing where all paths are created on demand, and hybrid routing which is a mix 

of the both the groups. However, in QoS-based routing protocols, the network has to 

balance its traffic while improving the network performance. WSNs inherit most of the 

QoS challenges from traditional wireless networks, such as time varying channels and 

unreliable links. Moreover, in many applications, to extend the network lifetime is 

considered more important than the quality of data, and this is related to the reduction of 

the energy dissipation in the sensor nodes. Thus, a network requires an energy-aware 

routing protocol. For real time applications, data should be delivered in time or otherwise 

data is considered useless. In this case, the network requires a timeliness-aware routing 

protocol. However, in other applications, a reliable routing protocol is used since the 

reliability of data transmission in the network is considered as an important issue.  
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As a result, the design of routing protocols in WSNs is influenced by many 

challenging factors. These factors must be overcome before e cient communication can 

be achieved in WSNs. Therefore, many new algorithms have been proposed for the 

problem of routing data in sensor networks. These routing mechanisms have considered 

the characteristics of sensor nodes along with the application and architecture 

requirements. 

2.1.1 Single Path Routing 

In single path protocols, the source node selects a single path which can satisfy the 

application requirements to transmit data towards the sink. Most of the existing routing 

protocols in WSNs are designed based on the single path routing strategy [14] to deliver 

data to the destination since it is simple and consumes less energy than multipath routing.  

However, in this approach any path is vulnerable to node and link failures, thus 

acknowledgements and retransmissions are implemented to recover the lost data resulting 

in large amount of additional traffic and delays in the network. Thus, in critical situations 

new path needs to be discovered to maintain data transmission from the source to the 

sink, and such path discovery results in extra energy consumption, overhead, delay and 

may significantly reduce the network performance. Furthermore, single path routing 

protocol are incapable of load balancing traffic in the network. Therefore, single path 

routing technique cannot be considered effective techniques in WSNs due to the resource 

constraints and the unreliability of wireless links. 

2.1.2 Multipath Routing 

Multipath routing is the most popular approach to improve data transmission 

reliability, support congestion control and QoS as well as provide fault tolerance in the 
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network. Fault tolerance ensures that a system is available for use without any 

interruption in the presence of faults; thus fault tolerance increases the reliability, 

availability, and consequently dependability of the system. Multipath routing provides 

additional benefits of load balancing and bandwidth aggregation. The performance gains 

that can be achieved through using multipath routing approaches in WSNs can be 

summarized as; 

 Enhance reliability 

 Provide fault tolerance 

 Provide load balancing and bandwidth aggregation 

 Improve QoS  

Two mechanisms [15] are used to establish multiple paths: disjoint and braided 

multipath. In disjoint multipath (Figure 2.1(a) and (b)), a number of alternate paths are 

constructed as node-disjoint or link-disjoint multipath with a use of one as primary path 

and the others as alternate paths. Thus, alternate paths are not affected by the failure in 

any or all nodes or links on the primary path of the node-disjoint or the link-disjoint 

multipath, respectively. Those alternate paths expend significantly more energy than that 

on the primary path since they could potentially have much longer latency; moreover 

global topology knowledge is needed to facilitate the creation of the multiple disjoint 

paths. Using this multipath scheme in a network with n node-disjoint routes from source 

to destination can tolerate at least n – 1 intermediate network component failures. In 

braided multipath (Figure 2.1(c)), an alternative path is constructed for each node in the 

primary path that does not include this node, which means alternate paths in a braid 

partially overlay with the primary path. These alternate paths are not much more 
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expensive than the primary path in terms of latency and overhead (alternative paths are 

shorter than in disjoint multipath). However, when all or most of the nodes on the 

primary path fail, new path discovery is required which introduces an additional 

overhead. 

 

(a) Node-disjoint path 

 

(b) Link-disjoint path 

 

(c) Braided multipath 

Figure 2.1: Multipath Routing, (a) Node-disjoint path, (b) Link-disjoint path and (c) 

Braided multipath 
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Based on the discussed issue in this section, we classify some existing researches on 

fault-tolerant multipath routing protocols in WSNs into two main mechanisms: 

retransmission and replication. 

2.1.2.1 Retransmission Mechanism    

The most popular mechanism is to retransmit the data packets to the sink on one of 

the multiple paths using minimum hop count or minimum energy consumption depending 

on the network requirement, for a predetermined number of times. The process is that the 

sink node transmits an acknowledgement back to the source when a data packet is 

received indicating successful transmission. If the acknowledgement is not received by 

the sender before a timeout, the data packet will be retransmitted. In WSNs the packet 

loss rate on the wireless link is higher than in other networks, thus the link level 

retransmissions is the most popular mechanism used. However, this method has some 

drawbacks in that it increases the network traffic requiring more resource consumption. 

Additionally, transmitting an acknowledgement message may increase delivery delay and 

more packet loss due to collisions. Furthermore, more memory space is needed in the 

sensor nodes to buffer the packet until it receives an acknowledgement from the 

destination.   

In the following, we describe the routing protocols based on retransmission 

mechanism and highlight their key ideas.  

Directed Diffusion protocol (DD) [16] is considered as one of the most popular 

routing protocols proposed for WSNs; many other routing protocols are either based on 

DD protocol or follow the similar concept. The basic idea of this protocol is that the sink 

broadcasts an Interest packet (Figure 2.2(a)) that is periodically refreshed along the 
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network. This packet is a query which contains the information requested by the sink. By 

receiving an Interest packet, all the nodes in the network will cache the packet in their 

memory, then flood it to their neighbors to ensure that all nodes received it. Each node 

generates a Gradient that includes the data rate and the direction in which the data is send 

(value and direction) (Figure 2.2(b)). When a node detects data it is compared with the 

information in its cache, if a match is found the node is considered to be source node and 

it periodically broadcasts a message at a low rate ensuring sensing a data. When the sink 

receives several detection events, which means multiple paths exist to the source, it 

broadcasts a Reinforcement message on one of these paths (usually the one with least 

delay) by increasing the data rate in the Interest packet, in another words to reinforce a 

path the sink resends the original Interest message but with a smaller interval (Figure 

2.2(c)).  When the reinforced path fails as shown in Figure 2.2(d), the sink will not detect 

any data. It reinitiates the Reinforcement message to use another path for rerouting the 

lost data. Therefore, in order to provide a fast recovery from path failure the sink must 

periodically broadcast the Reinforcement messages to quickly find an alternative path 

that will be constructed on demand in this case. Since this protocol is based on query 

driven data delivery, it cannot work efficiently for applications such as environment 

monitoring that require continuous data delivery to the sink. Moreover, this protocol 

cannot be considered as an energy efficient protocol because of its energy requirement to 

broadcast the periodic low rate messages. Sensors may also introduce extra overhead 

when matching data and queries.  
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Figure 2.2: Directed Diffusion routing protocol 

 

The Highly Resilient, Energy Efficient Multipath Routing Protocol for Wireless 

Sensor Networks [17] is based on the DD paradigm. The authors present a multipath 

routing scheme that finds several partially disjoint paths; these paths are not disjoint paths 

as in DD protocol, instead they are braided multipath to keep the cost low for maintaining 

the multipath and to quickly recover from path failure. The protocol also avoids the 

periodic flooding that is used in DD protocol. The network sets up multipath between the 

source node and the sink, one of these paths is used as the primary path to route the data 

packet, while the alternative paths are maintained by continuously sending a ”Keep-
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alive” data through them. Thus, in case of primary path failure, nodes can recover rapidly 

by reinforcing another path to reroute the lost data packets. In this protocol, the energy 

consumption comes from the fact that all paths from source to sink are set in advance and 

maintained by periodically sending a low rate data “Keep- alive”. It is shown that to be 

more resilient, the network costs more energy consumption. 

Energy consumption is the main metric for Reliable Energy Aware Routing (REAR) 

in Wireless Sensor Networks [18]. The protocol proposes an energy reservation scheme 

to route the data to the sink, and to increase the network reliability a backup path for each 

primary path from the source to the sink is established. The key idea of this protocol is 

that when the sink receives an interest from a source node that is not in its routing table, 

the sink establishes two disjoint paths to the source where one of them will be used to 

deliver the data packet while the second path is used as a backup path when failure 

occurs. Additionally, part of the energy will be reserved for both paths in all the 

intermediate nodes along these paths. When a path failure occurs, the intermediate node 

sends the data packet back to the source node and an error report to the sink. As a result 

the failed path information is removed from the routing table in both the source and the 

sink. The reserved energy for that path is released from all the nodes along that path. 

Finally all the traffic is switched to the backup path. If the service path is set up again, 

then all the traffic is switched back on it. 

This scheme respects the memory constraint of WSNs by using the backup path to 

eliminate the memory usage. Given that if the service path fails, with REAR the traffic on 

the primary path will directly be transferred to the backup path thus no caching is needed. 

Furthermore, REAR eliminates the energy consumption by reserving unequal amount of 
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energy for both paths, gets rid of the unnecessary packet retransmission, and when the 

network shows energy shortage, fewer control messages are used. 

2.1.2.2 Replication Mechanism 

Introducing redundancy into packet delivery [19] is another mechanism used to 

provide fault-tolerant routing protocols for WSNs.  

Replication without Coding 

One of the replication mechanism that routing protocols adopt to ensure delivery of 

the original packet to the sink is to transmit multiple copies of the same packet over 

different paths in order to recover from some path failures. The major drawbacks of this 

mechanism are the high overhead introduced when the packet is transmitted through each 

node till it reaches the sink, the maintenance of the path state in each of these nodes, and 

not being adaptive to channel errors. Erasure Coding (EC) is another replication 

mechanism used in multipath routing to provide fault tolerance and load balancing in 

WSNs. 

Much research has been recently made to provide routing protocols that transmit 

multiple copies of the same packet over multipath to achieve higher reliability, including 

the work presented in the following. 

The main idea in the protocol Reliable Information Forwarding (ReInForm) using 

Multiple Paths in Sensor Networks [20] is for the sink to periodically broadcast a routing 

update packet in the network such that each node knows its neighbors and the number of 

hops to the sink.  When there is data to be sent, the source node generates a packet with 

DSP (dynamic packet state) fields in the header that contain the network condition 

(desired reliability, local channel error and hop distance to the sink). Depending on the 
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desired reliability identified by the source node, multiple copies of the data packet are 

created to be sent on multipath to the sink (the number of these multipath is therefore a 

function of the reliability). Each intermediate node uses the information in the DSP to 

forward the packet and makes a decision on the number of copies to split the packet to, 

which means the number of multipath to forward the packet. Moreover, the intermediate 

nodes decide which neighbors to forward the packet to (usually nodes that are closer to 

the sink are chosen, otherwise random nodes are chosen). This process continues until the 

data packet reaches the sink. ReInForm achieves fault tolerance by sending multiple 

copies of the same packet over randomly chosen paths to the sink. This duplication 

occurs not only at the source node but at every intermediate node in the network. Thus in 

this scheme a higher delivery ratio is reached since even if some data packet are lost the 

original packet can still be recovered from the other duplicated packets. The price to 

achieve reliability for this scheme is the high energy consumption that arises when the 

packet is split, transmitted and reconstructed at each node along the network. However, 

ReInForm needs no packet caching nor state maintenance inside the sensor nodes; thus it 

meets the memory constraints of WSNs. Also the overhead introduced using ReInForm is 

shown to be proportional to the desired reliability. The relationship between the 

reliability of a network and the overhead has been studied in [21]. Erasure code has been 

used in distributed systems, thus many papers exist in this field covering the load 

balancing and fault tolerance, but recently it has been used for WSNs to provide fault 

tolerance, increase network lifetime, and decrease energy consumption. Some of these 

papers that used EC to provide fault tolerance in addition to reaching other goals are 

summarized in this section. 
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Both the articles of Djukic and Valaee [22, 23] assumed a network system similar to 

TinyDB [24] and a distributed sink that collects its data from a number of receiver 

“prongs” that are connected with the sink through a reliable and high bandwidth links. 

When the sink asks for specific information it floods a query along the network. While 

the query travels in the network it records the path as well as the reliability and energy 

information on each hop. In [22] optimization procedure made to minimize the total 

energy consumption across each path in the network with a given bounds on the 

reliability and efficiency. The idea is that, to minimize the energy consumption in the 

network, the source node uses the packet loss and energy information carried by the 

query to distribute the data packet. However, simulation results show that in the sensor 

node the energy consumption can be decreased by increasing the parity fragments. 

However, this also decreases the efficiency. This is a cross-layer design since information 

from Data Link layer is used by the network layer to make a routing decision. While in 

[23], the goal of the optimization procedure was to maximize the network lifetime while 

increasing the fault tolerance. The probability of successful fragment transmission and 

the energy information that is carried by each query can be used to determine the lifetime 

on each path. Simulation results show that the network lifetime increases as the number 

of prongs increase. To increase the reliability, the sensors have to transmit more parity 

fragments, but that decreases the network lifetime. 

Replication with Coding 

Erasure coding has been used in distributed systems to achieve load balancing and 

fault tolerance, but recently [25] it has been used for WSNs as a replication mechanism in 

multipath routing to increase the data transmission reliability while decreasing energy 
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[22] consumption and increasing network lifetime [23]. The advantage of using data 

replication is to avoid the costly or impossible data retransmission in WSNs due to the 

severe resource constraints of sensor nodes. There are many types of EC and the most 

popular ones are; Reed-Solomon codes (RS) [26], Raptor codes [27] and Tornado codes 

[28]. RS code is the simplest and the widely used Forward Error Correction (FEC) codes 

for achieving reliable data transmission in networks. 

Using RS codes the source node codes each data packet of size Mb bits it receives 

into M fragments each of size b bits [29], and generates another K parity fragments to 

have in total a set of M + K fragments as shown in Figure 2.3. If the sink receives any M 

fragments, it can recover the original data packet allowing at most K lost fragments. 

Denote the fragments allocation as X = [  ], where  is an integer and is the 

number of fragments allocated to  and n is the number of node-disjoint paths from 

source node to sink. The allocation of fragments on each path is determined with a load 

balancing algorithm where = M + K. The value of K determines the loss recovery 

capability of the code. Given a fixed value of M + K, smaller M means less data 

information and more redundancy contained in each encoded block, thus the loss 

recovery capability is better. If  is a random variable that indicates the number of 

fragments received on , then we have . Typically, the code rate is λ = 

M/ (M + K), the redundancy ratio is r = K/ (M + K), the maximum codeword length for a 

RS code is c= 2b – 1 and the coding overhead is h= K/ M.  
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Figure 2.3: Example of data transmission using EC. Note that the data packet, M = 5 

fragments, the added redundancy, K = 3 fragments and n = 3 paths. 

 

The work presented in [30], employed EC with routing mechanism to minimize the 

computation and storage space in WSNs. The main idea is that the coding algorithm can 

be configured dynamically depending on the feedback information from the routing 

protocol. The idea is that, the index of the data packet and the fragments in which this 

packet is divided to at the source node using the EC algorithm, will be send to the sink on 

Auto Repeat request (ARQ) message. When the sink receives this message it is aware 

about which fragments are lost, which helps the sink identify the failed paths. Then, the 

sink will send ARQ-1 containing the failed path and the lost packets information along 

the healthy paths to the source node. By receiving ARQ-1, the source will update its 

routing table by marking the failed path and resending the lost packets. If the sink cannot 
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get the required data after sending ARQ-1 message, then the procedure will repeated by 

sending ARQ-2. From the number of received packet the sink can estimate the network 

status. If the packets loss rate is high, the sink sends Dynamic Adjust request (DAQ) 

message to the source to adjust the coding ratio, in this case to increase the redundant 

packets. But when the packet loss rate is low, the source reduces the number of redundant 

packets. This protocol provides a mechanism to avoid the failed path in next packet 

delivery at the price of increasing retransmission. The simulation results have shown that 

with path failing knowledge, lower loss rate is achieved. However, this scheme was 

evaluated using only disjoint multipath routing algorithms.        

Authors in [31] used a network system and made assumptions similar to that 

presented in [22, 23]. However, this work proposed using RS erasure coding as a coding 

algorithm in the source node. The optimization on the total size of fragments and the 

number of fragments that can be transmitted on each path was calculated as a design 

parameter based on minimizing the total cost function. Simulation results showed that 

there was a slight effect of increasing the number of parity fragment K on network 

reliability and packet loss. However increasing the number K increases the total cost of 

packet transmission.        

In [32] RS algorithm with Multipath on Demand Routing (MDR) is used to 

code/decode and route the data packet from the source node to the sink to increase the 

reliability of packet delivery in WSNs. The key idea of MDR is that, when the source has 

data to send to the sink, it starts the route request phase by flooding the network with a 

short message that contains the ID of both the source and the sink as well as the ID of the 

request. When the sink receives one of these messages it will return a route reply message 



24 
 

with added field representing the number of hops it has traveled so far. This message is 

returned to the neighbor from whom it received the route request message. Thus, each 

node that received the route reply message will increment the hop count and forward the 

message to the neighbor from which it got the route request. After a specific time, the 

source node will collect all the received route replay messages. It stores the neighbor ID 

from which it received the reply as well as the path length. Finally, source node will split 

the data packet according to, number of paths, length of paths and the maximum 

probability of failure. In this approach coding is done at the source node only as 

compared with ReInForm where coding the packet happens at each node. Moreover, the 

routing update packet that is broadcast periodically in ReInForm is eliminated in MDR 

approach since the source node broadcasts path request when it has data to send. Both 

these issues can affect the energy consumption in the network. 

Table 2.1 introduces the classification and the performance metrics of some existing 

fault-tolerant research in multipath routing protocols for WSNs according to the 

retransmission and replication mechanisms. 
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Table 2.1: Taxonomy of existing fault-tolerant multipath routing protocols in wireless 

sensor networks. 

Protocol Performance Metrics 

Retransmission-

Based 

Energy Consumption Memory 

Usage 

Recovery Time Overhead 

 

[16] 

High  

Periodic broadcasts of 

Interests 

 

Cashing at 

each node 

Time for sink to detect an 

absence of events and 

reinitiate Reinforcement 

 

Due to flooding 

overhead 

 

[17] 

Less than [16], set up and 

alternate braided multipath 

in advance 

 

Cashing at 

each node 

Time for the sink to detect 

an absence of events then 

nodes can quickly reinforce 

an alternate path. 

 

Due to flooding 

overhead 

 

[18] 

High 

path reservation process, 

energy reserved for two 

paths 

 

Cashing at 

each node 

Time for sending an error 

message to the sink and 

source to switch the traffic. 

Hop-by-hop ACK 

Introduced to 

maintain paths 

and state in each 

node 

Replication-
Based 

    

 

[20] 

High 

Packet copied at each 

node and periodic routing 

update packet 

Low 

No cashing 

 

None 

Proportional to 

the desired 

reliability 

 

[22], [23], [30], 

[31] 

 

Low 

Low 

No cashing 

 

None 

Low 

Erasure codes 

overhead 

 

 

[32] 

Low 

Packet coding/ decoding at 

source node only. Source 

broadcast path request 

when it has data 

 

Cashing 

required 

 

 

None 

High 

Increased by 

control 

messages and 

erasure coding 



26 
 

2.2 QOS PARAMETERS AND REQUIREMENTS IN WIRELESS SENSOR 

NETWORKS 

The term QoS is widely used in the area of all kinds of networks but still there is no 

agreement on its exact meaning. International Telecommunication Union (ITU) 

Recommendation E.800 (09/08) [33] has defined QoS as: ‘‘Totality of characteristics of a 

telecommunications service that bear on its ability to satisfy stated and implied needs of 

the user of the service’’. Basically, QoS is the ability of giving different priorities to 

various applications or packets based on their requirements by controlling the resource 

sharing.  

To support QoS, the link characteristics such as delay, bandwidth, cost and loss rate 

should be available and manageable. However, obtaining and managing the link 

characteristics in WSNs is a challenging task because the characteristic of a wireless link 

change due to resource limitations and harsh environments. Therefore, routing protocols 

in WSNs must be adaptive to face frequent topology changes. Such frequent changes 

render the available state information out dated and this required to take into account the 

current conditions of the links while in the process of route selection. Researchers have 

proposed many metrics for QoS routing as a set of constraints which can be specified as a 

wireless link constraints or a path constraints. Link constraints specify the restriction on 

the use of links such as delay, while a path constraint specifies the end-to-end QoS 

requirement such as end-to-end transmission delay and reliability. Thus, routing 

algorithms are required to find specific routes for each application requirements, 

frequently given in terms of objectives. 
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2.2.1 Energy Consumption 

Energy consumption is a very important QoS parameter in WSNs, due to the limited 

battery lifetime of sensors. Therefore prolonging the lifetime of the battery prolongs the 

lifetime of the sensor node. The operation of the battery depends on different factors such 

as the size of sensor, the unavailability of a power source, and the inaccessibility of the 

location that makes it difficult to handle sensor nodes once they are deployed.  

Energy consumption in a sensor node occurs in three domains: sensing, data 

processing, and communications. There are many approaches for enhancing energy 

efficiency in WSNs and extend the network lifetime at different levels. Some approaches 

try to find out energy efficient routes through the available power in nodes, where load 

distribution is used to balance energy usage among sensor nodes by selecting a path with 

high energy nodes rather than the shortest path routing. Routing protocols based on load 

distribution may result in longer routes which in turn may not provide the lowest-energy 

route, but prevent overload at selected nodes, ensuring longer network lifetime. On the 

other hand, some other approaches try to minimize the energy consumption of sensor 

itself at its operating level [34], one of the most commonly used mechanisms is sleep 

scheduling [35] in which most sensor nodes are put into a sleep state for most of the time, 

and are only awakened periodically or on demand. Some mechanisms try to minimize the 

energy spent in the input/output operations at data transmission levels [36], and some aim 

to control the RF radio [37]; others target the formulation of sensor networks in terms of 

their topology and related routing mechanisms [38].  
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2.2.2 Reliability (Packet Loss) 

The reliability of data transmission is an important facet of QoS in WSNs. Reliable 

data transport is to provide reliable transmission of data and to have the ability to detect 

and repair packet losses in the network. Existing work to achieve reliability are classified 

into two major schemes: retransmission and replication-based [25]. 

Reliability guaranteed data transmission and fault-tolerant routing have been the 

challenging areas in WSNs research. In WSNs multi-hop routing is used and therefore it 

is important to have a high reliability on each link in order to enhance the reliability of 

data transmission. Much work is being done to identify reliable links using metrics such 

as received signal strength, link quality and packet delivery ratio.  

2.2.3 Packet Delay 

WSNs have many critical QoS requirements, among which meeting end-to-end delay 

constraints is an important one for time-sensitive data. However, the end-to-end delay is 

difficult to be bound for event-driven sensor networks due to their unpredictable traffic 

pattern. WSNs applications that are capable of providing bounded delay guarantees on 

packet delivery are referred to as real time applications. Delay is the time elapsed from 

the departure of a data packet from the source node to the destination node. To achieve 

the goal of supporting real time applications in WSNs, many problems need to be solved. 

In WSNs, a shared (wireless) medium is used for communication. Therefore, a 

distributed MAC protocol is needed to provide guaranteed bandwidth over multiple hops. 

The queuing delay is the major delay that influences data transmission in addition to the 

propagation delay, transmission delay, and the sleep delay. Nevertheless, the transmission 

delay is usually specific for the actual hardware and the MAC protocol used, thus is fairly 
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fixed for a specific deployment. In a duty cycle WSN, the sleep delay of each hop is 

equal to the toggling period. However, the queuing delay plays the major parameter in 

calculating the delay of data transmission. Queuing delay is constrained by the network 

capacity in which when the load of traffic in a network beats the network capacity, 

congestion will happen and this causes a long queuing delay, which contributes to 

increasing the end-to-end delay of data transmission. 

2.3 QOS TRAFFIC SCHEDULING AT MAC LAYER IN WSN 

Multiple applications running on WSNs require the network to handle traffic with 

different priority levels and QoS requirement in an energy efficient way while avoiding 

collisions and interference. However, in order to provide the required QoS in WSNs 

while considering the unique properties of sensor networks, energy awareness and robust 

protocol design at all layers of the networking protocol stack [39] is required. Although 

collective effort of all the communication protocol stack entities is essential for QoS 

provisioning, MAC layer possesses a particular importance among them since it is 

responsible for scheduling and allocation of the shared wireless channel and all other 

upper layer protocols are bound to that. Thus, MAC layer plays a key role for QoS 

provisioning and dominates the performance of the QoS support. 

Congestion plays an important role in degrading the performance of WSN. Thus an 

issue of detecting and controlling congestion becomes essential to improve the 

performance of the network. Congestion in WSNs can happen due to node and/or link 

congestion [40]. Node congestion  occurs when the packet inter arrival rate at a node is 

greater than the scheduling rate, this results in increasing queuing delay and packet loss  
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which requires retransmission of packets. On the other hand, link congestion occurs due 

to channel contention, interference, and packet collision. 

To keep traffic levels at an acceptable value and to avoid congestion, a congestion 

control mechanism that considers the network capacity and the application requirements 

is required. Recently many researchers try to solve the congestion of WSN through a 

cross-layer approach using different parameters and different ways. However, they are 

similar in the basic idea that the information of routing and MAC layers should be 

combined to solve the local contention and the whole network congestion at the same 

time. The concept of cross-layer design is to exploit the interactions between layers and 

promotes adaptability at various layers based on information exchanged. At this point, 

adaptation refers to the ability of network protocols and applications to observe and 

respond to changes in network conditions. Some of the congestion control mechanisms 

used in WSN [40]  are summarized as follows. 

 Local cross-layer congestion control. This method is based on buffer occupancy.  

Traffic is classified into two types, the generated traffic and the transit traffic, and 

placed into two different buffers. The key idea of this method is to control the rate 

of generated traffic and to regulate the congestion in transit traffic based on the 

current load on nodes. 

 Adaptive duty cycle-based congestion control. In this method a combined 

mechanism of resource control scheme and traffic control scheme is used. The key 

idea of this method is to adjust the duty cycle of a node when the congestion degree 

is below a certain threshold. However, when the congestion degree is above the 

threshold, the node informs the neighbor nodes to adjust their transmission rates.  



31 
 

 Priority based congestion control. This method introduces the concept of priority 

index. Each sensor node or traffic type is given a priority index. The key idea is that 

the node or traffic with higher priority index gets more bandwidth in order to 

guarantee flexible weighted fairness and efficient congestion control. 

 Buffer based congestion avoidance. This method is based on buffer management. 

The key idea is that when the buffer at node is near to be full, it forces the neighbor 

nodes to slow down their forwarding rates. This process is adapted by all the sensor 

nodes in the network in order to achieve the maximum congestion free 

transmission.   

2.4 SECURE ROUTING IN WSN 

Secure multipath routing protocols in WSNs can be divided into three categories 

based on the security related operational objective [41]: the multipath routing protection 

only, the attack-specific, and the security operations support. The security-based 

multipath routing protection protocol is the interest of this thesis in which the multipath 

routing is used to improve the security, increase reliability of data transmission, provide 

load balancing and decrease the end-to-end delay. 

WSNs have general security requirements similar to other traditional networks, such 

as confidentiality, authenticity, integrity, freshness, resilience and availability of service 

[41]. Confidentiality is to ensure that sensitive information is protected and not exposed. 

However, when using multipath routing with one of the approaches presented in Section 

2.4.2, the probability of eavesdropping attacks can be reduced since the attacker needs to 

catch the appropriate fragments for each packet over different paths, in order to 
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reconstruct the original packet. Authenticity is to verify the identity of the nodes 

participant in a communication in order to ensure that a trusted node and not a malicious 

node has sent the packet. In single path routing, if authentication cannot be established 

due to malicious node, then the path cannot be used to route packets from the source to 

sink. Therefore, a new path discovery phase must be established. However, in multipath 

routing, if the authentication fails in a specific path, alternative paths perform 

authentication between other nodes and the communication is achieved. Integrity and 

freshness refer to verifying that the packets are accurate and are up-to-date. In single path 

routing, neighbors’ nodes in the path verify the integrity of packets and if a modification 

has been detected, the node may drop the packet and inform the neighbor node to resend 

the packet. In this case the delay of the transmission is increased and can affect the 

network performance. Therefore, to support the integrity and freshness of the packets, 

multipath routing is used. The use of alternative paths allows the data packet to reach the 

sink even when some of the paths may be compromised and/or packets may be modified. 

Resilience and availability of service means that the network has to provide a reliable 

service and ensure that the information can be obtained when required without 

interruption when nodes are comprised or failed. In single path routing, packets are sent 

over one route to the sink and an attacker can break the communication by compromising 

one or more nodes along the used route. However, in multipath routing, the effect of 

security attacks that target the availability, reliability and resilience of the network can be 

reduced. By transmitting data redundantly through multiple paths even if some of the 

paths are compromised or failed, the communication is uninterrupted, resilient, and the 

probability that packet can reach the sink is higher compared to single path routing. 
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2.4.1 Network Layer Attacks in WSNs 

The network layer of WSNs is vulnerable to the different types of attacks. The 

attacks that act on the network layer are called routing attacks. In general routing attacks 

are classified into two major categories, namely passive attacks and active attacks. In a 

passive attack, the attacker spies on data exchange in the network without changing it. 

Therefore, a passive attack does not affect the normal operation of the network; 

accordingly detection of such an attack is very difficult. One of the possible solutions to 

this problem is to use a powerful encryption mechanism to secure data transmission in 

order to reduce the possibility of an attacker receiving useful information from the data 

overhead. In an active attack, the attacker monitors, listens to and modifies data exchange 

in the network. Active attacks can be internal from compromised nodes that are part of 

the network or external from attackers outside the network. However, routing attacks are 

considered active in nature [42]. 

Some of the routing attacks [42] in WSNs are summarized briefly in the following: 

 Spoofed, altered and replayed routing information. In a multi-hop network like 

WSNs, every node acts as routes. Therefore, an attacker may interrupt routing 

information through creation of routing loops, producing false error messages, 

attracting or repelling network traffic from selected nodes, extending or shortening 

routes and increasing end-to-end latency. 

 Selective forwarding. If a node is located near the source or the sink, an attacker 

may compromise this node by including itself on a data flow to launch a selective 

forward.  
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 Sinkhole attack: An attacker attracts traffic to a specific node by making this node 

look more attractive to its neighbors using false routing information resulting in 

selecting this node as the next hop node to route data. Thus, all traffic from this 

compromised area in the network would flow through this node. 

 Sybil attack: In the Sybil attack, a node duplicates itself and presents in more than 

one locations. An attacker can take the identity of multiple nodes to produce 

multiple paths routing through a single compromised node. Therefore, the Sybil 

attack targets fault-tolerant schemes such as multipath routing and topology 

maintenance. However, using authentication and encryption techniques can prevent 

Sybil attack on the sensor network. 

 Wormhole: An attacker records packets at one location, tunnels them to another 

location and then retransmits them into the network. 

 Hello flood attack: An attacker sends or replays HELLO messages with high-

powered transmitter energy to make other nodes believe that it is within their 

transmission range. However, these nodes are out of the transmission range of the 

attacker, the attacker falsely appears as shorter route to the sink causing other nodes 

to transmit to the attacker.  

2.4.2 Security Approaches in Multipath WSNs 

In single path routing, when a sensor node is compromised all the data on this node 

including cryptographic keys is compromised which risks the whole path information. 

Therefore, multipath routing is used to avoid this problem by increasing the 

confidentiality and robustness of data transmission since when some paths are 

compromised or failed, data can be recovered from the other reliable paths. Also, in order 
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to prevent eavesdropping on the transmitted data, multipath routing with coding 

techniques is used to code data at the source node before transmitting it to the sink. Secret 

Sharing (SS) scheme and EC technique are the most popular coding techniques used to 

support secure and reliable data transmission in WSNs. 

2.4.2.1 Secret Sharing Scheme 

In cryptography, secret sharing refers to the method of distributing a secret among 

parties, each of which allocates a share of the secret [43, 44]. The secret can only be 

reconstructed when specific numbers of the shares are combined together. As shown in 

Figure 2.4, a secured message S is distributed using SS scheme into m pieces called 

shares and transmitted to the destination over different paths. S can be decrypted from 

any k out of m shares while no information about S can be obtained with k-1 or less 

shares. The main drawback of using the SS scheme is the large amount of traffic and the 

redundancy involved. 

 

 

 

 

 

 

Figure 2.4: Secret sharing scheme 
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2.4.2.2 Erasure Coding Technique  

A common approach to enhance data transmission security in WSNs is to use the EC 

technique (Section 2.1.2) as a replication mechanism in multipath routing to increase data 

transmission reliability and to support data confidentiality while decreasing the energy 

consumption. Using EC to enhance the security of data transmission in WSNs is the main 

emphasis of Chapter 6 and the details of the proposed solution are presented in Section 

6.2.4.  

2.5 SUMMARY  

This chapter is divided into four main sections. The first section presents the primary 

motivations behind using multipath routing approach in WSNs to achieve load balancing, 

increase reliability and to provide fault tolerance. We survey and classify some existing 

researches on fault-tolerant multipath routing protocols in WSNs into two main 

mechanisms, retransmission and replication. The replication mechanism is further 

classified to replication without coding and replication with coding mechanism. The 

second section pertains to quality of service issues of sensor networks with a review of 

some mechanisms used to provide the required QoS in WSN. The third section highlights 

the important of using the cross-layer design in order to enhance the network 

performance. The congestion control and avoidance mechanisms are addressed and 

reviewed. Finally, the fourth section presents a discussion focusing particularly on the 

security issue of routing protocols in WSNs. Network layer attacks in WSNs are 

addressed and the mechanisms used to secure the multipath routing protocols are 

reviewed. 
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Chapter 3                                                                                          

LITERATURE REVIEW OF ROUTING PROTOCOLS IN 

WSN  

 

With the growth in potential use of WSNs, considerable research efforts have been 

done in QoS routing and covered in comprehensive survey articles presented in [12, 13]. 

The work in [29] presented routing challenges and design issues in WSNs. They 

classified all the existing routing strategies based on the network structure and protocol 

operation. In [25] a brief overview on the existing fault-tolerant routing protocols in 

WSNs is provided and categorized these protocols into retransmission-based and 

replication-based protocols. Multipath routing protocols for wireless sensor networks are 

provided as a survey in [45]. They classify and investigate the operation as well as 

benefits and drawbacks of the existing multipath routing protocols in sensor networks.   

As we will cover more than one topic in this thesis, our literature review is divided 

into three parts. In the first part, we discuss the state of art QoS routing protocols in 

WSNs. Second part reviews the traffic scheduling schemes used in QoS routing and in 

the third part, we review the secure mechanisms in multipath routing protocol. 

3.1 QOS-AWARE ROUTING PROTOCOLS 

Existing and potential applications of WSNs span a wide range including real time 

target tracking, homeland security, battlefield surveillance and biological or chemical 
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attack detection. For example, in many applications, to extend the network lifetime is 

considered more important than the quality of data and this is related to reducing the 

energy dissipation in the sensor nodes. Thus, a network requires an energy-aware routing 

protocol. In real time applications, data should be delivered in time or otherwise data is 

considered useless. In this case, the network requires a timeliness-aware routing protocol.  

However, in other applications, a reliable routing protocol is used since the reliability of 

data transmission in the network is considered as an important issue. Furthermore, the 

requirement of real time, energy efficient and fault-tolerant communication is extremely 

important in emerging applications.  

One of the first QoS-based routing protocols in WSN is the Sequential Assignment 

Routing (SAR) [46]. To achieve both energy efficiency and fault tolerance, SAR builds 

multiple paths from sink to sensors by creating multiple trees where the root of each tree 

is a one-hop neighbor from sink by taking into account the energy resource on each path 

and the priority level of the data packet as the QoS metric. SAR provides failure recovery 

by enforcing routing table consistency between upstream and downstream node on each 

path. Although SAR provides fault tolerance and recovery, it suffers from the overhead 

of maintaining routing tables and states at each sensor node specially when the number of 

sensor nodes deployed is large. The work in [47] avoided the overhead problem presented 

in SAR by selecting a path from a list of candidate paths that meets the end-to-end delay 

requirement and enhances the throughput for best effort traffic. However, the protocol is 

not scalable since global knowledge of the network topology is required by each node.  

Position-based routing or geographic routing [48] uses greedy forwarding 

mechanism for packet delivery in multi-hop wireless networks. Direct neighbor nodes 
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exchange location information and locally select the neighbor that is closest to the 

destination. In this case, a sensor node needs to know only the location information of its 

one-hop neighbors without the knowledge of the entire network; thus discovery floods 

and state propagation are not required beyond a single hop. However, using greedy 

forwarding strategy in sensor network, may lead to the dead end problem [49], which 

occurs when a message is forwarded to a node with no neighbor that is closer to the sink 

than the node that currently has the packet, and is called local optimum. Avoiding this 

problem is a challenging issue for any geographic greedy forwarding approach. Although 

a dense deployment of wireless nodes can reduce the incidence of this problem in the 

network, but it is still possible for some nodes to experience a local optimum. The greedy 

forwarding mechanism presented in [48] is modified according to the reliability of links 

in [50]. 

The work in SPEED [51] proposed a location-based real time routing protocol for 

soft end-to-end deadline guarantee to maintain a desired delivery speed in the network.  

SPEED uses only one delay threshold overall to manage transmission of data packets at 

the highest transmission velocity. Therefore, it cannot satisfy different requirements for 

transmission delay. Also, energy metric has not been considered in the design of SPEED 

protocol, nodes with high transmission velocity are selected without considering the 

remaining energy of nodes. Therefore, SPEED protocol is not energy efficient. 

 Another routing protocol which addresses both energy efficiency and QoS is the 

LQER protocol presented in [52]. LQER protocol makes path selection based on 

historical states of link quality after minimum hop field is established. The link quality 

estimation strategy results in reliability as well as energy efficiency.  
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A multi-objective routing algorithm for resource constrained WSNs was proposed in 

[53] that calculates the cost of each possible path between the source node and the sink 

after the application assigns weight for each requirement in order to achieve multi-

objective of existing routing protocols. 

A multi-constrained QoS multi-path routing (MCMP) protocol is proposed in [54]; 

the protocol uses braided routes to deliver packets to the sink to enhance network 

performance with reasonable energy cost and achieves the required QoS in terms of 

reliability and delay. The end-to-end delay is expressed as an optimization problem and 

solved by an algorithm based on linear integer programming. However, routing data over 

the minimum hop count path to satisfy the required QoS leads in some cases to more 

energy consumption. ECMP protocol [55] is proposed as an extension to MCMP which 

considers QoS routing problem as a path-based energy minimization problem constrained 

by reliability, delay, and geo-spatial energy consumption.  

Furthermore, applying redundancy to satisfy some QoS requirements in WSNs 

drains considerable research efforts and some are covered in a survey article presented in 

[25]. In [56], FEC technique is used to provide fault recovery, balance the energy 

consumption over sensor nodes and to increase the reliability of data transmission. 

Most of the aforementioned routing protocols characterize the network with a single 

metric such as hop count, delay or minimum energy consumption algorithms to compute 

paths using single path or multipath routing but not both. Moreover, modeling the 

network as path-based and link-based multiple metrics such as energy, delay and 

reliability of data transmission to meet diverse and multiple application requirements by 
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considering the changing conditions of the network, limiting node resources as well as 

using the advantages that the sink node has unlimited resources, were not considered.  

3.2 QOS TRAFFIC SCHEDULING  

Sensors deployed in WSN are energy limited devices and therefore energy efficient 

communication techniques are the most important requirements in these networks. Cross-

layer design with routing and MAC as two important candidate layers has been proposed 

as a solution for resource constrained WSNs and many researches have been conducted 

on this perspective [47, 56-61]. 

Congestion can degrade the network performance and obstruct the application 

requirements. It can cause packet losses, increased delay, and increased energy 

consumption. For example, a node may have many packets backlogged due to heavy 

load, and if it is chosen to forward other packets, it increases the packet latency and may 

even drop packets due to queue overflow, which in turn reduces the higher layer 

throughput. Accordingly, the timeliness problem in WSNs is studied from the congestion 

point of view. Therefore, many solutions have been proposed in the literature to control 

the congestion in WSN such as rate control, queue management, and traffic prioritization. 

A cluster-based QoS-aware routing protocol for WSNs is proposed in [47]. The 

protocol finds the least cost and energy efficient path that meets the end-to-end delay. A 

cost function is associated with each link considering the link delay and a class based 

queuing model is employed to handle both real time and non-real time traffic. The 

bandwidth is shared for real time and non-real time traffic and is adjusted in order to 
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satisfy the delay requirements. However, packet collision or loss is not considered in the 

design of this protocol. 

In [56] a node-disjoint multipath routing protocol is proposed to provide reliability 

and delay requirements of real time applications. The energy, remaining buffer size and 

signal-to-noise ratio are used as parameters in the link cost function to select the next hop 

through the paths construction phase. To improve reliability, FEC mechanism is used to 

introduce data redundancy for data transmission. To achieve the delay requirements of 

various applications, a queuing model is adopted to manage the real time and non-real 

time traffic. 

A real time communication protocol for large-scale WSNs is presented in [57]. A 

velocity monotonic scheduling is introduced that inherently accounts for both time and 

distance constraints in order to reduce the end-to-end deadline miss ratio in sensor 

network. The velocity of a packet is calculated based on the end-to-end deadlines and the 

communication distance and assigned priority accordingly. However, the main drawback 

of this protocol is that in the next hop selection process, only greedy geographic 

forwarding is considered while the conditions of the local wireless links are not 

considered. Therefore, load balancing and congestion avoidance in packet transmission 

are not achieved.  

In [58] each node uses its own and its neighbor’s state information to adapt its 

routing and MAC layer behavior by employing a flexible cost function at the routing 

layer and adaptive duty cycles at the MAC layer that relies on local decisions to equalize 

the energy consumption of all nodes. In this way the routes can be maintained easily and 
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little overhead is added. However, decisions are made locally without considering the 

entire path from the source to the destination. 

The QoS-based energy-efficient routing protocol (QuESt) [59] builds a set of non-

dominated paths that satisfy the application-specific QoS requirements based on using 

multi-objective genetic algorithm (MOGA). The protocol optimizes multiple QoS 

parameters such as end-to-end delay, bandwidth requirements and energy by using the 

MOGA algorithm as a tool to solve the multiple QoS requirements independently without 

combining them into a single objective function. A network of a single sink and multiple 

sources is used, and the available paths between the sources and the sink are created 

using depth first search (DFS). These available paths are served to the MOGA algorithm 

to give a status (fitness value) for the QoS parameters on each path. Therefore, the 

protocol selects the suitable path for each type of traffic based on the QoS status. 

A node priority based control mechanism for wireless sensor networks is proposed in 

[60]. Node priority index is presented to reflect the importance of each node. Packets 

inter arrival time and service time are used to measure the congestion degree at a node. 

Moreover, a hop-by-hop congestion control is used in order to control congestion faster 

and in an energy efficient way. However, the protocol does not consider the sensed data 

within a node. Moreover, it does not consider any mechanism to handle prioritized 

heterogeneous traffic in the network. 

An extension of SPEED is the MMSPEED [61] protocol, which is proposed to 

provide QoS differentiation in timeliness and reliability domains based on a cross-layer 

approach between the network and the MAC layers in WSNs. To support timeliness, 

multiple network packet delivery speed options are provided for different traffic 
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according to their end-to-end deadlines, and to support reliability, multipath is used to 

control the number of delivery paths based on the required end-to-end reaching 

probability. However, in order to avoid congestion and decrease the packet loss rate, 

packets are transmitted with respect to the required end-to-end delay parameter. By using 

the distance to the sink and delay information, each node calculates the required speed 

and selects the next hop such that the speed requirement is met. And to support 

reliability, multipath is used and the number of these paths is based on the required end-

to-end reaching probability. Although, MMSPEED does some improvements over 

SPEED and differentiates among different real time levels, it also does not dynamically 

adjust routing paths according to the available energy at the nodes. 

3.3 SECURITY IN MULTIPATH ROUTING PROTOCOLS 

In the literature, encryption techniques have been used for secure multipath routing 

protocols in WSNs. In [62], an extensive survey has been conducted on the current state-

of-the-art for secure multipath routing protocols. The security related issues, threats, and 

attacks in WSNs and some of the solutions can be found in [63].  

H-SPREAD [64] protocol is proposed as an extended version of SPREAD protocol 

[65] which used multipath between a single source-destination pair to deliver multiple 

secret message shares in order to enhance the data confidentiality in mobile ad hoc 

networks. H-SPREAD proposed for WSNs a distributed many-to-one multipath 

discovery protocol by employing two phases of flooding in order to enhance the security 

and reliability of data transmission. To enhance reliability, H-SPREAD uses an active 

per-hop packet salvaging strategy, the sender forwards the packet over another path 
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instead of dropping it when unsuccessful transmission occurs to increase the probability 

that the data packet is delivered to the sink.  Although, H-SPREAD protocol provides 

security in terms of resilience against node capture, it does not provide any authentication 

mechanism. Thus, many network layer attacks such as Sinkhole or Wormhole on routing 

protocols that attract traffic by advertising high quality route to the sink are related with 

the goal of affecting the construction of paths. Furthermore, the construction of the 

spanning tree used in this protocol introduces high overhead. 

Other possible solutions to support security and reliability of data transmission is the 

combination of data encryption and FEC technique [66, 67]. The main concept of this 

combination is to encrypt the original data message, encode the encrypted message using 

FEC coding, and then route it to the destination. A secure, multi-version, multipath 

protocol, MVMP, is proposed in [67] to offer a secure and reliable data communication in 

WSNs. MVMP consists of four steps: divide the original data message into groups, 

encrypt each group using different cryptographic algorithms, code the encrypted packets 

using RS codes, and transmit the coded packets on multiple disjoint paths that are 

assumed to be established before the data transmission. The data packet can be 

compromised when certain amount of codewords over different paths are intercepted and 

all the encryption algorithms used for the transmission is known. Moreover, to 

reconstruct the original message, the attacker needs to make all possible packet 

combinations, which is a resource challenging task.  Although, MVMP protocol uses 

different cryptographic algorithms in order to enhance data transmission security, this 

strategy could be expensive in resource constrained environments such as WSNs.  
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In [68], a secure and reliable node-disjoint multipath routing protocol is proposed in 

order to minimize the worst case security risk and to maximize the packet delivery ratio 

under attacks. The multipath routing problem is modeled as an optimization problem and 

solved by a heuristic algorithm using game theory and a routing solution is derived to 

achieve a trade-off between route security and delivery ratio in worst scenarios. The 

protocol focuses on the worst case attack scenarios to achieve the design objective of 

providing the best security and/or delivery ratio. Although, the protocol assumes using 

link reliability history in the computations, in WSN the sensors and the communication 

links change frequently and are time varying. This required a frequent update of the 

computation of paths to discover the most reliable and secure paths. Also, the protocol 

assumes that each node has a full knowledge of the whole network topology which is 

considered an expensive assumption in WSN.  

An intrusion-fault tolerant routing scheme proposed in [69] offers a high level of 

reliability by a secure multipath routing construction topology and uses one way hash 

chains to secure the construction of a multipath, many-to-one dissemination topology. 

A secure and energy-efficient multipath routing protocol for wireless sensor 

networks is proposed in [70]. Disjoint and braided paths are constructed using a 

modification of the Breadth First Search algorithm. The sink executes the paths 

discovery, selection and maintenance in a centralized way. Authors claim that network 

layer attacks such as Sinkhole and Wormhole are not related since routing paths are 

selected by the sink node and periodically changed to prolong the lifetime of the network. 

Also, the protocol addresses the replayed attack by having each packet identified by a 

unique sequence number to be transmitted only once. However, the protocol does not use 
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any encryption and authentication mechanism to protect against a number of attacks; this 

means that an attacker can affect the paths construction process. Moreover, the sink needs 

to have information of the whole network topology which requires that each node sends 

its neighbors list to the sink, and this process consumes huge energy and introduces extra 

overhead. 

Enhancing data security in ad hoc networks based on multipath routing is proposed 

in [71], which is designed on the multipath routing characteristics of ad hoc networks and 

uses a route selection based on the security costs without modifying the lower layer 

protocols. The authors claim that the proposed protocol can be combined with solutions 

which consider security aspects other than confidentiality to improve significantly the 

efficiency of security systems in ad hoc networks. The protocol in [71] is designed for an 

ad hoc network where the number of nodes in the network is considerably low and the 

capability of node is usually better than that of sensor networks. Thus, the protocol 

cannot directly fit the properties of sensor networks.  

3.4 SUMMARY 

This chapter has provided an overview of related work in QoS, traffic scheduling and 

security issues of WSNs and contrasted it with the contributions of this dissertation. It is 

divided into three sections. Section 3.1 reviews the existing research on QoS-based 

routing protocols in WSN. Section 3.2 reviews the works that considered the cross-layer 

approach between the network and the MAC layers in order to provide traffic scheduling 

mechanism in WSNs. Section 3.3 reviews WSNs multipath routing protocols that 

provides both security and QoS. 
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Chapter 4                                                                                   

QOS-AWARE MULTIPATH ROUTING PROTOCOL 

 

In this chapter, the problem of providing QoS routing is formulated as a link and 

path-based metrics. We present a novel heuristic neighbor selection mechanism in WSNs 

that uses the geographic routing mechanism combined with the QoS requirements to 

provide multi-objective QoS routing (MQoSR) for different application requirements. In 

link-based metrics, the protocol considers the neighbor with the best trade-off between 

required QoS and proximity; link with the least possible cost is considered based on a 

cost function defined for each link as a function of distance to sink and the link state in 

terms of available energy at a node, delay and reliability as well as the application 

requirements such as end-to-end delay, reliability and energy consumption. In the path-

based metrics, the end-to-end delay, reliability of data transmission and network lifetime 

are considered in selecting the routing paths. Therefore, the next hop selection as well as 

the routing paths and the number of these paths are dynamically adjusted according to the 

available parameters at the nodes and the QoS requirements. 

4.1 NETWORK MODEL FOR QOS PROVISION 

4.1.1 Network Model and Assumptions 

We model a WSN with N nodes and one sink as an undirected graph, G = (S, L, Q) 

in the plane (Figure 4.1), where S denotes the set of vertices that represent the 

communication sensor nodes, L denotes the set of edges representing links between 
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nodes, and Q is a nonnegative QoS capacity vector of each edge. The distance of a direct 

link l( , )  L between nodes  and  is . A path is defined as a sequence of 

nodes from the source node to the sink and P = { , , ..., } is the set of n 

available node-disjoint paths between the source node and sink. We assume sensors are 

homogeneous, each sensor has same transmission radius, a, and they consume equal 

energy to transmit a bit of data. Furthermore, we assume that the sensor nodes are 

stationary and at any time, each sensor node is able to compute its available energy 

level, , as well as record the link performance between itself and its neighbor nodes 

in terms of delay , and reliability , where  is expressed in terms of signal-

to-noise ratio (SNR) [60]. Additionally, each node is assumed to know its exact position, 

the position of nodes within its range of communication, neighbor nodes, and of the sink 

using localization techniques.  

 

Figure 4.1: Wireless sensor network model 
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4.1.2 QoS Provisioning 

In WSNs, the most important parameters that hinder the goal of guaranteed event 

perception are time-sensitive and reliable delivery of data transmission, while a minimum 

energy consumption is desired. In this chapter, a detailed analytical analysis of energy 

consumption, delay and reliability is presented. 

4.1.2.1 Energy Consumption  

The energy consumed for data transmission, , on a single path, j, can be 

written as, 

                                    (4.1) 

where   is the hop count of path j and  is the energy consumption at node s to 

transmit a packet of b bits and is expressed by , where  and  are 

the energy consumption to transmit and receive the packet for distance a, respectively. 

When sensors have a fixed communication radius, a, nodes located randomly at any 

distance within the area of π  always have the same power consumption for 

transmission. Then,  and ,  and  are the 

energy consumption to transmit and receive one bit of data, respectively and  is the 

energy consumption of power amplifier. To transmit b bits of data packet, the available 

energy at node, , must be larger or equal to the minimum energy threshold required 

to transmit this packet,   
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In multipath routing, the total energy consumption, , to transmit any data packet 

is measured as the summation of the energy consumption on all the used paths and is 

given as,  

=                                               (4.2) 

where np is the number of multipath used to route the data packet. 

We can then present the energy objective function  that minimizes the total energy 

consumption on all used paths as, : Minimize the energy consumption, . 

4.1.2.2  Delay Metric  

Delay is the time elapsed from the departure of a data packet from the source node to 

the destination node. The delay metric on link l is represented as   and is the sum of 

processing, queuing, transmission, and propagation delay. Many of the developing WSNs 

involve delay sensitive applications with real time delay constraints; meeting such delay 

constraints require deploying an efficient routing technique that reduces delay and 

ensures on-time packet delivery. 

The delay of a path, , is the sum of the delays at all the intermediate nodes 

along the path.  

                                         (4.3) 

Therefore, the end-to-end delay to transmit the data packet to the sink along the 

selected path or paths is given as: 

                                        (4.4) 
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The delay objective function, , is to ensure that the end-to-end delay on the 

selected paths is the minimum and/or  ≤  . 

where   is an application-specific parameter which reflects the required end-to-end 

delay for data delivery. 

4.1.2.3 Reliability Metric 

The transmission reliability is an important index of QoS, calculated to measure the 

probability of transmission failures and can be expressed in terms of data delivery ratio. 

If all source nodes send total packets of , and the number of packets received by 

the sink is  then the data delivery ratio, denoted as  DDR, can be written as: 

=           (4.5) 

The probability of successful data transmission on path p, , can be calculated 

using the following, 

                                                  (4.6) 

where  is the link  l reliability. 

The end-to-end data transmission reliability, , is given by (4.7) and it is related 

to the number of used paths.  

                                         (4.7) 

If    is an application-specific parameter which reflects the required end-to-end 

reliability for data delivery, then the WSN is considered reliable only if the data 

reliability satisfies . The reliability objective function, , is to maximize the 
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data transmission reliability, , such that  which is equivalent to minimize 

(- ). 

To achieve the required reliability by an application, we use the reliability gained 

using erasure coding, as described in Section 2.4.1. The source node code each data it 

receives into M data fragments each of size b, and generates another K coding fragments 

to have in total a set of  M + K fragments. This set of fragments is then transmitted as 

sub-packets over np selected paths to the sink, such that = M + K where  is an 

integer representing the number of fragments allocated to . To reconstruct the 

original packet at least M fragments should be received by the sink, allowing at most K 

lost fragments and the coding rate is thus defined as M / (M + K). The probability of 

packets successfully received by the sink, , to achieve the requested reliability, , 

has a binomial distribution that depends on , and can be written as:  

                   (4.8) 

4.1.3 Required QoS Model 

We model the QoS required by an application into seven different classes as shown 

in Table 4.1. In all these classes the cost function is used to calculate each link cost after 

assigning the weighting factors ,  and  that are related to each other by the 

formula + + =1. The three digit QoS field in Table 4.1 represents the requirement 

in terms of energy, delay and reliability, respectively. 
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Table 4.1: QoS classes model 

Class QoS Application 

Requirements 

 

 

    W 

 

 

 

Goals 

1 100 Energy 1 0 0 Increase network lifetime,  

min  

2 010 Delay 0 1 0  

3 001 Reliability 0 0 1  

4 101 Energy and 

Reliability 

0.5 0 0.5 min  and  

5 110 Energy and 

Delay 

0.5 0.5 0 min  and  

6 011 Delay and 

Reliability 

0 0.5 0.5  and  

 

7 111 Energy, Delay 

and Reliability 

0.333 0.333 0.333 min  and 

 

 

We can then write the required QoS function, , as follows:   

 =  ×  +  ×  +   ×                                    (4.9) 
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4.2 LINK METRICS AND NEXT NODE SELECTION 

The link cost function is used by nodes to select the next hop during the path 

discovery phase. The link cost function in this protocol is a function that takes into 

account the requested QoS and the information of neighbors. Modifications are made to 

the route request (RREQ) and route reply (RREP) messages to enable the discovery of 

node-disjoint multipath. 

4.2.1 Initialization Phase 

During this phase, each sensor node is assumed to update the local states of its one-

hop neighbors by broadcasting a HELLO message (Figure 4.2) in which the links 

conditions are reported. Each node then maintains and updates its neighboring table 

information to record the link performance between itself and its direct neighbor nodes in 

terms of , , and . Each sensor node knows the distance to its neighbors and 

to the sink node.  

 

 
 

Figure 4.2: HELLO message structure 

 

4.2.2 Link Cost Function  

Geographic routing protocols are efficient in wireless networks [72], geographic 

routing accomplished based solely on location information of nodes, nodes need to know 

only the location of their one-hop neighbors, the discovery floods and state propagation 

are not required, the used memory at each node is minimal, the bandwidth consumption is 
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reduced, the energy is conserved and the overhead is minimal. All these gains are an 

important concern for resource constrained networks like WSNs. 

Benefits from geographic routing and in order to minimize the number of sensor 

nodes used to route data between source and destination [73], we consider the idea of 

greedy forwarding as one of the metrics to calculate the link cost function. The sender 

node searches its neighbors’ list looking for the neighbor node that is closest to sink 

while at the same time satisfies the application requirements among all its forwarding 

candidates. Then the expected progress in distance between a sender node  and a 

receiver node  to the sink, , can be defined as follows: 

                         (4.10) 

where  and  are the distance of a sender node  and a receiver node to 

the sink, respectively.   

The implicit aim of this strategy is to minimize  in order to minimize the hop 

count between source and destination. However, using greedy forwarding strategy in 

sensor network, may lead to the dead end problem [49], which occurs when a message is 

forwarded to a node with no neighbor that is closer to the sink than the node that 

currently has the packet, and is called local optimum. Avoiding this problem is a 

challenging issue for any geographic greedy forwarding approach. Although a dense 

deployment of wireless nodes can reduce the incidence of this problem in the network, 

but it is still possible for some nodes experience a local optimum. In the proposed 

MQoSR, if a sender node does not have any neighbor closer to the sink than itself, the 

message is forwarded according to the required QoS function only, equation (4.9).  
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The link cost function can be written as: 

                                (4.11) 

where  is the link cost function and  is the cost of the required QoS, equation 

(4.9). 

4.2.3 Paths Discovery Phase  

The route request phase is started when the source node has data packet to transmit 

to the sink to which it has no available route by broadcasting a RREQ message (Figure 

4.3). Each source node reports the application requirements in terms of  and  in 

the Required QoS field of the RREQ message. Each source node also initializes the 

values in the Path Parameters field, ,  and hop to zero, one and zero, 

respectively. The source node then broadcasts the RREQ to all its neighbors within its 

transmission range in which the path parameters are updated along the available paths to 

the sink. The route discovery phase is therefore introduced. Upon receiving the RREQ, 

each intermediate node selects one node as the next hop from its neighbor list to forward 

the RREQ depending on the link cost function, equation (4.11).  

If  is a set of neighbors of sensor node then the RREQ message will be 

forwarded to the neighbor whose total cost function is the least . This 

node is chosen and is reserved for that path to avoid having paths with shared nodes. 

However, if the selected node is already reserved then the next smallest  node will 

be selected and so on. The selected node then modifies the Path Parameters field in the 

RREQ.  
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The Path Parameters field in RREQ messages are initialized at the source node and 

updated at each intermediate node as follows,  

1. Compare the nodes’ available energy with the value reported in  field,  is 

the minimum available energy at a node on any path, and if  <  then  

= , otherwise there is no change. Note that the initial value of  is equal to 

the  of source node. Thus,  is capturing the minimum reading of energy 

along the path. 

2.  =  + . 

3. hop =hop + 1. 

4.  =  × .  

 

Figure 4.3: RREQ message structure 

 

After receiving all the RREQ messages, the sink estimates the number of all 

available disjoint paths to the source and obtains the information about each path. The 

sink podcasts RREP message (Figure 4.4) after evaluating the optimal paths as described 

in Section 4.3.3. 

 

Figure 4.4: Route replay message structure 
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4.2.4 Illustrative Example 

To understand the role of next node selection process and to underline the 

importance of selecting different nodes when different QoS is requested, we illustrate 

MQoSR with the example in Table 4.2, based on Figure 4.5 information. Each sensor 

node is labeled with four attributes in the form of (distance to sink, available energy, link 

delay, link reliability). When the source node, Source in Figure 4.5, originates a data 

packet, the RREQ message is broadcasted to all the neighbors of the source node within 

its transmission range. Consider a node, say 0, as one of the source neighbor nodes which 

is located at a distance of,  = 20, from the sink. Node 0 initiates the next node 

selection process to select next node depending on the requested QoS and the available 

resources, from its list of neighbor nodes 1, 2, 3, 4 and 5. 

 

Figure 4.5: Next node selection process in MQoSR, each node is labeled with a 

( , , , ) quadruple. 

Table 4.2 summarizes the next node selection process introduced in MQoSR 

protocol; different nodes are selected depending on the requested QoS and the available 

resource. In Table 4.2, ,  and  are set to 0.9, 120 and 100, respectively. The 
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link cost function is fixed for each node while the required QoS cost functions are altered 

based on the QoS classes.  

Table 4.2: Example of next node selection process in MQoSR 

Required  

QoS 

Costs Node 1 Node 2 Node 3 Node 4 Node 5 

 

Next Node 

Class 1-7  1 0.5 0.285 0.333 2  

Class 1  100/300 = 0.333 100/200 = 0.5 100/200 = 0.5 100/500 = 0.2 100/400 = 0.25 4 

 0.333 0.25 0. 142 0.066 0.5 

Class 2  10/120 = 0.083 30/120 = 0.25 40/120 = 0.333 50/120 = 0.416 25/120 = 0.208  

1  0.083 0.125 0.095 0.138 0.416 

Class 3  0.9/0.6 = 1.5 0.9/0.8 = 1.12 0.9/0.4 = 2.25 0.9/0.3 = 3 0.9/0.9 = 1  

2  1.5 0.562 0.641 0.999 2 

Class 4  1.833 1.625 2.75 3.2 1.25  

3  1.833 0.813 0.784 1.066 2.5 

Class 5  0.416 0.75 0.833 0.616 0.458  

4  0.416 0.375 0.237 0.205 0.916 

Class 6  1.583 1.375 2.583 3.416 1.208  

2  1.583 0.688 0.736 1.138 2.416 

Class 7  1.916 1.875 3.083 3.616 1.458  

3  1.916 0.938 0.879 1.204 2.916 
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4.3 PATH METRICS AND END-TO-END QOS 

The routing protocol used is the on demand routing protocol that builds multiple 

node-disjoint paths, whereby a fair fault-tolerant mechanism is provided by the 

availability of alternate paths and the use of EC at the source node. The process of 

selecting the routing paths, the number of these paths and the allocation strategy of data 

packet on each route are related to the end-to-end application requirements and are 

decided at the sink side. 

In general, the multi-QoS optimization routing problem is to find a set of available 

multi-disjoint paths, P = { , , …, } from the source node to the sink 

node that satisfies the following objective function,  

f : min , min , min (-                                         (4.12) 

This can be rewritten as,     

min  × W                                             (4.13) 

where W is the weight set for the QoS required by an application.  

The first term in the objective function, equation (4.12), specifies the energy 

consumption from data packet transmission; the second term specifies the delay accrued 

in data transmission, while the third term specifies the reliability of data transmission. 

Hence, the objective function is to minimize data transmission power in order to extend 

the network lifetime, minimize the data transmission delay while maximize the data 

transmission reliability. This function is subject to the following constraints:  

min ∑                                          (4.14) 
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 ≤                                          (4.15) 

≥                                         (4.16) 

min {np};   n ≥ np ≥ 1                                (4.17) 

 

4.3.1 Path Cost Function and Multipath Selection Algorithm 

The sink node satisfies an application requirement by selecting path or paths based 

on the requested QoS and the available paths conditions. After receiving all the RREQ 

messages and from the information received in each message, the sink node builds the 

sink decision table (Table 4.3). The sink decision table contains the number of available 

node-disjoint paths and the quality of each path in terms of the minimum available energy

), the path delay ( ), the path reliability  and the number of hops from 

the source node to the sink (hop). For each available path, the path cost (Cost) is 

calculated according to Algorithm 1. These paths are sorted in ascending order according 

to their cost in order to select the path with the minimum cost first. 

Table 4.3: Sink decision table 

Path    hop Cost 

1      

2      
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: : : : : : 

n      

 

 

Algorithm 1: Paths Selection Algorithm  

Input: 

  Class type for each packet 

  Table 4.3 (which contains each path parameters)  

          and  

Output: 

    Table 4.3 with Cost column sorted in ascending order 

   
 

 Use Table 4.1 to assign ,  ,  for each packet of class type 

 for (j=1; j ≤ n; j++) 

{ 

 Calculate using Equation (4.1); 

 Path[j].Cost =  ×  +  ×  +   ×  ; 

} 

Ascending Sort Path[].Cost;    // first Path[].Cost is the smallest one and upwards 
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________________________________________________________________________ 

Algorithm 1 is executed at the sink side one time only for each class and the 

performance and complexity of the algorithm depends on the value of the available paths 

(n). The for loop, for (j=1; j ≤ n; j++), executes n times and takes O(n). The function 

Ascending Sort is executed one time and using Bubble sort function takes O( ) or using 

Merge sort function takes O(n log n). Therefore, the overall algorithm execution time is 

O(n log n). 

4.3.2 Number of Used Paths  

The number of paths to route data is based on the requested QoS since the selection 

criteria can be towards different objectives. We think of path failures as Bernoulli 

distribution. When a path fails, all the messages sent over the path are lost. On the other 

hand, when a path succeeds all the messages sent on it are successfully received. In 

MQoSR protocol, the sink uses multipath routing and EC only when the requested QoS 

in terms of reliability cannot be achieved. Thus when using multipath routing, the 

original packet is coded at the source node only to generate M + K coded sub-packets 

before transmitting on the np selected from the n available node-disjoint paths between 

the source and the sink. The number of paths used to route data in MQoSR protocol can 

be defined as the routing strategy, T, and presented as: 

                               (4.18) 

The sink uses the packet reliability,  to determine the number of multipath, np, 

using Algorithm 2.  
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Algorithm 2: Select Number of Used Paths 
 

n= number of available disjoint paths (source to sink) 

 =1;    // Initialization 

np = 0;     // Initialization 

for (j=1; j ≤ n; j++)  

{ 

  // Calculate  using  received in RREQ 

np = np++;    // Add another path to the used paths  

if ( ) ≥ ) 

{ 

number of paths to be used = np; 

    break; 

 } 

} 

Drop Packet;   // When np = n and  is not achieved packet is dropped 
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4.3.3 Route Replay and Data Transmission 

Once the sink decides on the number of routing paths, np, to be used, it replies to the 

source node the results through RREP messages that travel on the selected node-disjoint 

paths. The source node then encodes each data packet using RS codes to have in total a 

set of M + K fragments and by receiving M fragments out of these M + K the original 

data packet can be reconstructed, as in Section 3.4. For each data packet M the parity 

fragments K are added such that the number of fragments on each path follows,  

= , j = 1, 2, …, np and . The first paths that have the 

highest requested QoS level, Algorithm 1, are allocated more fragments than other paths. 

With such allocation, a high recovery level is achieved since the allocated fragments on 

any path are less than M. After the selection of np disjoint paths for classes 3, 4, 6 and 7, 

and after adding coding fragments, the source node can begin sending data to the 

destination along these paths. 

4.4 ANALYSIS AND SIMULATION RESULTS 

In this section, we present the simulation setup for MQoSR protocol, followed by the 

performance metrics and comparisons. 

4.4.1 Simulation Setup 

We have conducted an extensive simulation study using C++ and MATLAB to 

evaluate the performance of the proposed protocol for various QoS requirements. We 

compare the proposed MQoSR protocol with the MCMP model [54], which also 

considers multi-constraints QoS routing and shows its performance to be better than 
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similar other protocols. Also we compare the proposed protocol with higher achievable 

performances of an ideal QoS routing protocol, God routing [55, 75] in which each node 

is aware of the direct links delay, and reliability and use multipath routing based on this 

knowledge.  A fair comparison can only be achieved with careful selection of simulation 

parameters and by using similar simulation parameters used to evaluate [54] and [75]; we 

ensure that the obtained results are directly comparable to those published previously.  

At higher node densities, the likelihood of finding node-disjoint paths increases [17]. 

Thus, in order to increase the probability of finding these paths to evaluate the 

performance of the proposed protocol, we consider a network where 80 to 250 nodes are 

randomly scattered in a field of 200m × 200m area. We assume that all sensor nodes are 

static after deployment with transmission range of 40m and initial energy of 2J.  The 

simulation parameters that we use are as follows. Simulation time is set to 1000 sec and 

the size of a data packet is 128 bytes with a fixed generation rate of 1 packet/ sec. Thus, 

the total number of data packets transmitted through simulation, , is 1000.  

=  = 90 nJ/ bit,  = 10 pJ/ (bit. ). Source node is picked randomly and the 

position of the sink is fixed in the top left side of the simulation area. To evaluate the 

worst case where link delay and reliability change suddenly at any transmission instant, 

link reliability and delay are randomly distributed. Links’ reliability are uniformly 

distributed in the range of [0.8, 0.9] and the delay is in the range of [1, 50] ms. 

Simulation results are obtained from different configurations, multiple runs, to reduce the 

effect of the position of sensors and the results shown are averaged over 10 simulation 

runs.  
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4.4.2 Performance Metrics 

 The following performance metrics are used to evaluate MQoSR protocol; 

 Probability of successful transmission is the probability of packets achieving the 

reliability requirements, equation (4.8). 

 Probability of packets received on-time is the probability of packets achieving the 

delay requirements.  

 Data delivery ratio, the percentage of the packets sent by the source nodes and 

received by the sink, equation (4.5). 

 Average end-to-end delay per node for each transmission is the period of time 

packet takes to reach the sink. 

Average end-to-end delay = total end-to-end delay / (number of packets received × 

number of nodes) 

 Average energy consumption per transmission, which is the index of the network 

lifetime; less energy consumption per transmission indicates more network lifetime. 

Network lifetime is given in terms of when the energy of a first node drops under 

the energy threshold. 

Average energy consumption = total energy consumption / number of packets 

received. 

 Average routing overhead, is the average number of routing packets transmitted to 

deliver a data packet, each hop transmission is counted as one routing packet. 

This is an index of the energy efficiency; more messages transmitted to deliver 

the data packet indicate higher energy consumption.  
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Average routing overhead =  ) /  

4.4.3 Simulation Results 

We begin by examining the effects of the proposed seven QoS for different 

requirements in terms of reliability and delay using the same values as in Table 4.2 and 

the number of network nodes is set to 250. To highlight the ability of MQoSR protocol to 

distinguish services in the reliability domain, Figure 4.6 compares the probability of 

achieved reliability and the average energy consumption for the classes (3, 4, 6 and 7) 

that considered reliability as a metric. An average delay requirement of 90ms is used. 

Figure 4.6 indicates that more than 87% of total packets sent by all sensor nodes in the 

network achieved the requested reliability for the high reliability requirements ( = 

0.85, 0.9 and 0.95) and 100% achieved for low reliability requirements ( = 0.7, 0.75 

and 0.8). Note that, multipath routing is used and the number of these paths is related to 

the requested reliability. Thus, the energy consumption is increased when reliability 

requirement increases.   
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Figure 4.6: Probability of achieved reliability and average energy consumption vs. 

requested reliability 

To distinguish services in the timeline domain, Figure 4.7 illustrates the end-to-end 

probability of packet received on time and the average energy consumption per 

transmission for all the classes (2, 5, 6 and 7) that considered delay as a metric, requested 

reliability of 0.7 is used. The end-to-end delay requirements are achieved up to 84% for 

the application with strict delay requirements (  < the average requirements of 90 ms) 

and up to 99% for the application with a relaxed delay requirement ( > the average 

requirements of 90 ms). Note that for classes 6, and 7, the energy consumption per 

transmission is higher than the other classes since reliability is also considered as metric 

in these classes and this reflects the energy consumption in the network.  
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Figure 4.7: Probability of packets received on time and average energy consumption per 

transmission vs. requested delay 

Next, we change the number of network nodes and measure the resulting effects on 

the end-to-end delay, data delivery ratio, network lifetime and routing overhead. Figure 

4.8 shows that the average end-to-end delay per packet for all the classes that consider 

delay in MQoSR (classes 2, 5, 6 and 7). As expected, routing for the proposed classes 

with delay metric have much lower average delay than that of the MCMP protocol. Note 

that God routing achieves the lowest end-to-end delay per transmission. On the other 

hand all the delay classes in the proposed MQoSR protocol fulfill the delay requirements 

of 90 msec. 
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Figure 4.8: Average end-to-end delay per transmission vs. number of nodes 

Figure 4.9 illustrates the data delivery ratio achieved for various number of nodes for 

the classes that consider the reliability metric in MQoSR compared with MCMP and God 

routing protocols. MQoSR outperforms the data delivery ratio for that of MCMP protocol 

and reached about 100% delivery ratio similar to God routing. In MQoSR, erasure coding 

is used to route data on multipath and the selection strategy of links and paths are toward 

increasing reliability only or reliability combined with other required QoS. 
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Figure 4.9: Data delivery ratio vs. number of nodes 

The average network lifetime obtained in the network for different number of nodes 

using the classes that consider energy as a metric (classes 1, 4, 5 and 7) are illustrated in 

Figure 4.10. It is clear that MQoSR protocol highly outperforms the MCMP and God 

routing protocols in terms of decreasing energy consumption at the network towards 

extending the network lifetime. This is due to the fact that in MCMP protocol, the data 

packet is transmitted on more paths than in MQoSR protocol. In MQoSR, erasure coding 

is used; therefore data packet is split on the used paths. While in God routing protocol the 

next node selection process decides on links with the least delays or maximum reliability, 

possibly including nodes with low available energy, thus the same node transmits more 

packets hereafter the network lifetime depletes earlier. However, the next node selection 

process used in MQoSR for classes 1, 4, 5 and 7 chooses the next node with the 

maximum available energy and with the highest progress to destination as well as the 
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path selection process decides on paths with the maximum available energy of its nodes 

and the minimum energy consumption among other paths. This energy conservation 

strategy that is followed by the proposed MQoSR protocol results in extending the 

lifetime of network nodes. 

 

Figure 4.10: Average network lifetime vs. number of nodes 

 

The routing overhead of transmissions per data packet is presented in Figure 4.11. 

Classes 1, 2, and 5 in MQoSR protocol introduce low routing overhead, similar to God 

routing, since these classes use a single path routing and the selection process of links and 

paths are toward decreasing delay and/or energy combined with the minimum distance to 

destination. Classes 1 and 5 in MQoSR, show an average routing overhead slightly less 

than that of God routing since links and paths selection strategies for these classes 

elaborate in decreasing the number of nodes involved in routing to extend the lifetime of 
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the network. However, the multipath routing classes in MQoSR, classes 3, 4, 6 and 7 

introduce a higher routing overhead than God routing, but still gain more advantage than 

MCMP protocol. This is due to the fact that the number of routing paths used in MQoSR 

protocol is less than that of MCMP protocol which in turn reflects the communication 

overhead. 

 

Figure 4.11: Average routing overhead, N=250 
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4.5 SUMMARY 

In this chapter, different classes of QoS are modeled to provide multi-objective QoS 

routing in WSNs to deal with diverse requirements of different applications under various 

network constraints. The proposed protocol integrates multi-criteria for routing decision 

by partitioning the requested QoS into two sub-networks cost metrics; the sensor nodes 

cost metric where the link condition and available resources at each intermediate sensor 

node is collectively used to direct the data packet along the most appropriate links toward 

the sink, and the path cost metric where the end-to-end metrics are calculated to achieve 

the requirements while minimizing the overall network resource consumption. The 

strength of the MQoSR protocol lies in the fact that the sensor nodes and the sink change 

their routing policy according to the current QoS requirements by an application.  

The proposed protocol is evaluated under different scenarios and the results confirm 

that MQoSR protocol that takes into account variations of the link weights in selecting a 

single path or multipath can satisfy the application requirements in terms of reliability 

and delay in an energy efficient way. Furthermore, MQoSR highly outperforms the 

MCMP and God routing protocols proposed in the literature in terms of energy 

consumption, data delivery, average end-to-end delay and routing overhead. 
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Chapter 5                                                                                  

QOS-AWARE CROSS LAYER ROUTING 

 

Due to the increased use of sensor nodes in a variety of application fields, wireless 

sensor networks need to handle heterogeneous traffic with diverse priorities to achieve 

the required QoS while considering the unique properties of sensor networks, energy 

awareness and robust protocol design at all layers of the networking protocol stack is 

required.  

In the network layer, the main functions are to provide end-to-end data routing and 

congestion control. Therefore, the end-to-end requirements guarantee cannot be only 

provided by QoS routing in a network layer; it is needed to investigate the other layers 

that allocate resources like MAC layer. The MAC layer plays a key role in determining 

the channel access delay, utilization and also coordinates the sharing of the wireless 

medium layer and can contribute to energy efficiency by minimizing the number of 

collisions, overhearing, overhead and ideal listening. Therefore, the MAC layer 

dominates the performance of the QoS support in the network [76].  

In this chapter, we address the cross layer QoS-aware scheduling for wireless sensor 

network with respect to delay and reliability in an energy efficient way. The concept of 

cross-layer design in this thesis is about sharing of information among MAC and NET 

layers in order to select the best next node as shown in Figure 5.1. The process at the 

network layer comes up with the optimal decision based on the MAC layer parameters. A 

node-disjoint multipath routing is used and a QoS-aware priority scheduling considering 
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MAC layer is proposed to ensure that real time and non-real time traffic achieve their 

desired QoS while alleviating congestion in the network. 

 

 

 

 

 

 

 

 

 

 

       Figure 5.1: Proposed cross-layer design 

 

5.1 PROPOSED PRIORITIZED SCHEDULING 

In this section, the joint functionalities among the layers especially the routing and 

MAC layers are considered. A cross-layer design is proposed between the routing and 

MAC layers where the end-to-end QoS requirements are enforced through sensors 

decision of next hops according to the neighbors state and the required QoS. However, 

the end-to-end requirement is guaranteed jointly by the local decisions of these sensors 
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and the sink decision on the used paths and the number of these paths, as proposed and 

presented in Chapter 4. 

5.1.1 Network Model and Assumptions 

We model a WSN with N nodes and one sink as an undirected graph, G = (S, L) 

where S is the set of nodes and L is the set of all possible communication links. Let  be 

node x in S and  the link between  to  where x and y  N. In addition to these 

defined in Chapter 4, the following definition is used in this chapter: 

 Queue length is one of the parameter used to estimate congestion at a node and 

congestion of a node is represented as the load on that node. Therefore, we use link 

load, , as one of the node metric as; 

 =  /                                          (5.1) 

where  and are the length of occupied  and maximum buffer of node , 

respectively. 

The smaller   at a node, the more chance to accept new traffic. 

5.1.2 QoS Provisioning 

The goal of the proposed QoS-aware routing protocol is to achieve the requirements 

in terms of the end-to-end delay and the reliability of data transmission while extending 

the network life time. To achieve this goal, the parameters that influence delay, reliability 

of data transmission and energy consumption at each hop on the routing path/paths 

should be considered. In the proposed solution, we consider the following parameters in 

selection of next hop;   



80 
 

 High geographic progress toward the sink. Due to the profits from geographic 

routing, we considered the idea of greedy forwarding in order to minimize the 

number of sensor nodes used to route data between source and destination. 

 High available energy. To provide load balancing in order to extend the network 

lifetime. 

 High link reliability. Link reliability degradation at a node reflects the interference 

degree around that node and can lead to packet losses, which affects the reliability 

of data delivery to the sink. 

 Less node congestion. Congestion at a node can lead to packet losses, increase 

transmission delay and influence the energy efficiency.  

5.1.3 Traffic Classification and Prioritization  

To support applications with diverse QoS requirements, we classify these 

requirements into four different classes concerning both delay and reliability. Packets are 

prioritized, , by reading the packet header which includes a priority number 

for each type of packet as follows: 

 Class 1: for delay sensitive requirements where packets delivery requires delay 

constraints only.  = 1.  

 Class 2: packets delivery requires delay-bound and reliability.  = 1. 

 Class 3: this class belongs to normal applications; packets delivery requires no 

reliability and no delay constraints.  =2. 

 Class 4: applications with reliability requirements only.  = 2. 
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The proposed traffic prioritization scheme assigns priorities to traffic at the source 

node according to the delay requirement in order to guarantee the requested end-to-end 

delay in multi-hop wireless networks. As shown in Figure 5.2, a classifier is used in the 

network layer of each node. Therefore, each type of incoming packet is sent to the 

appropriate queue. The packets that are related to the high priority queue, , are the 

delay sensitive packets, the real time traffic with  = 1. The packets that are 

related to low priority queue, , are the non-real time traffic with  = 2. Then 

the length of occupied queue at any node, , is given as;  =  + , where  

and are the length of occupied queues of  and , respectively. 

 

Figure 5.2: Queue model at a node 
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5.1.4 Queuing Model 

In order to support service differentiation and to provide the requested requirements 

for the high priority traffic, we use a priority queuing protocol which prioritizes the 

packet transmission process at each node. Queue is used for storing the data temporarily 

and the length of queue is one of the parameter which is used to get an estimate of 

congestion at the nodes.  

Using priority queue, the scheduler of the sensor node is serving different output 

queues; the high priority queue is served first. If there is no packet waiting in the high 

priority queue, then the low priority queue is served. However, if the amount of highest 

priority traffic is extreme then the lower priority queue may not get any service until the 

highest priority traffic is served completely, which is commonly known as the starvation 

problem.  

The available bandwidth, BW, at a wireless link is shared among these two queues 

using the weighted round-robin (WRR) fashion. The queues that are used in the WRR are 

emptied in a round-robin fashion and if the queue has packets to transmit during that time 

slot it transmits the packets. Otherwise, it passes it to the next queue. The weight for each 

queue is configured according to the priority of the queue as follows: = 2 is the weight 

of   and = 1 is the weight of . Then, we can calculate the bandwidth assigned for 

each queue, , as: 

= BW × /                                            (5.2) 

where q is the queue number and is equal to is 1 or 2. 
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5.2 END-TO-END QOS SCHEDULING-BASED ROUTING 

In this section, we present the parameters used in the proposed scheme, link cost and 

path cost functions and their influence on providing the required QoS. Also, we review 

the node-disjoint multipath process used and the criteria used to select these paths.  

5.2.1 Initialization Phase 

In this phase, sensor nodes introduce themselves to their one-hop neighbor nodes by 

sending HELLO messages (Figure 5.3). When a node receives a HELLO message, the 

node records the received information to update its neighbor table entries and the 

information related to each neighbor in the neighbors set,  The collected information 

from the neighbors include, the neighbor identification number Sender ID, the available 

energy , the degree of load Load and the link reliability between the two nodes . 

Unlike in Chapter 4, HELLO messages in this chapter include the degree of load Load to 

estimate the expected delay that data packet suffers when routed to next neighbor node. 

 

 

Figure 5.3: HELLO message structure  
 

5.2.2 Link Cost Function  

To decide on the next hop,  is computed for each neighbor in the  set and the 

one with the minimum value is selected as the next hop. The link cost function in 

Chapter 4 is updated and used in this chapter such that it includes the load metric Load 

for the candidate node instead of the delay of link in equation (4.9). Since the delay in 
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this chapter is estimated as the expected queuing delay (Load) that data packet suffers 

when routed to next neighbor node. 

 =  (α  + β  + γ )                  (5.3) 

where  is the available energy at the candidate neighbor ,   ,  is 

the load at node , and  is the SNR on link . The weight α, β and γ are 

the weights that indicate the importance of each parameter in selecting the next hop and 

(α + β + γ) =1.  

5.2.3 Path Discovery Phase 

In the path discovery phase and in order to construct multi node-disjoint paths to the 

sink, RREQ message (Figure 5.4) is initiated at the source node as follows: 

 hop =0; hop is the hop count at the path, 

  =0;  represents the number of loaded nodes along the path, 

  = 0;  is the end-to-end path delay, 

  = 1;  is the end-to-end path reliability. 

 
 

 
 

Figure 5.4: RREQ message structure 
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The source node also reports the application requirements in terms of end-to-end 

delay, , and end-to-end data delivery reliability, , in the RREQ message.  The 

RREQ is then send to all the neighboring nodes in the  set of the source node.  

After receiving the RREQ message, each node in  updates the information of 

the RREQ as follows before sending it to the selected neighbor.  

 hop = hop +1,   

 If (    >   ) then  =  + 1. Otherwise, no change 

to .   is the value for load threshold, 

  =  + , 

  =  × . 

The RREQ message is then sent to the candidate neighbor with the minimum  

value. 

5.2.4 Path Cost Function 

By receiving the RREQ messages, the sink estimates the number of all available 

node-disjoint paths to the source and uses the parameters of each path, the maximum 

available load of a node at a path , end-to-end delay of the path and the 

path reliability  to calculate the cost function of each path, , as follows; 

 =   (    + β  + γ  ) ×                        (5.4) 

where  is the energy threshold value at a node to participate in a transaction. When a 

node has  <  it cannot participate in data transmission, thus it is considered dead. 

The path cost function, equation (5.4), is updated from the one presented in Chapter 

4 such that the load metric (  ) is used to increase the cost of a path that suffers 
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from high load in order to avoid the congested node in the network. While in Chapter 4, 

the minimum available energy of a node on the path is used to avoid path with minimum 

energy in order to extend the network lifetime.  

The sink evaluates the optimal paths for each traffic demand as follows:  

 Assign the values of , β and γ according to the requested requirements. 

 Calculate  for all the available paths, n. 

 Sort available paths according to their cost such that <  < …<  

 A scheduler is used to determine which path to select for current traffic demands 

based on the requested services class. In order to reduce network congestion and 

enhance the network performance, classes with higher priority will be transmitted 

in routing path/paths with the minimum .  

5.2.5 Route Reply and Data Transmission 

The sink uses the packet requested reliability to determine the number of multipath,  

np, and the priority of each path. RREP message (Figure 5.5) is then sent to the source 

node through the selected path/paths. The number of these paths is decided according to 

Algorithm 2, Section 4.3.2. The sink transmits RREP message to the source node through 

the selected paths and each message carries the priority number of a path for each traffic 

demands.  

 

 

Figure 5.5: RREP message structure 
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By receiving the RREP messages, the source node obtains the number of paths to be 

used and the priority value of each path-based on the path cost function introduced in 

Section 5.2.4. The path with the least cost function is assigned highest priority and so on. 

Source node then starts the FEC coding and fragments are assigned to each path such that 

the first fragment is assigned to the path with the highest priority. The second fragment to 

the second highest priority path and so on. 

5.3 ANALYSIS AND SIMULATION RESULTS 

In this section, we present the results from an extensive performance evaluation 

carried out using C++ code and MATLAB. Before we discuss the results, the simulation 

setup, network model and the performance metrics used to evaluate the prediction 

schemes are given. 

5.3.1 Simulation Setup and Model 

A wireless sensor network which comprises of 300 static sensor nodes is randomly 

distributed in 200m × 200m area. All sensor nodes have the same transmission radius of 

40m. IEEE 802.11 is used for the MAC layer. It has been widely adopted and used in 

both traditional wireless networks and in multi-hop wireless sensor networks research. 

Source nodes are located in the left lower corner and sink node is located in the right 

upper corner of the simulation area like the model shown in Figure 5.6. Two sources 

targeting to a single sink is considered to generate traffic from 10 to 100 packets/s. First 

source generates real time traffic, RT, at 10% of the generated traffic while the second 

source generates the non-real time traffic, NRT. We change the total packets arrival rate 

at the sources from 2 to 20 packets/s for RT classes. Simulation results are obtained from 
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different configurations (10 runs) to reduce the effect of the position of sensors. At each 

point, the results shown are averaged over 10 simulation runs, for the RT classes, all the 

traffic 20 to 200 packets (that is 10 runs with 2 to 20 packets) with a 90% confidence 

interval, which is not plotted for the sake of legibility. 

 

 

Figure 5.6: Simulation model 
 

The simulation parameters used in this section are presented in Table 5.1.  
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Table 5.1: Simulation parameters 

Network field 200m × 200m 

Number of sensors 300 

Simulation time 100s 

MAC layer  IEEE 802.11 

Transmission range 40m 

Packet size (data + overhead) 128 byte 

No. of source nodes 2 

No. of sink 1 

Each queue size 50 packets 

  2J 

  50 nJ/bit 

  50 nJ/bit 

  100 pJ/(bit. ) 
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5.3.2 Performance Metrics 

We evaluate mainly the performance according to the following metrics: 

 Average end-to-end delay: The average delay per node for each packet transmission 

to reach the sink.  

 On-time reachability: The probability that a packet meets the required deadline. 

 Average packet delivery ratio: The ratio of the number of packets received 

successfully at the sink to the total number of packets transmitted by the sources.  

 Average energy consumption: The average energy consumed per-hop to transmit a 

data packet. 

5.3.3 Simulation Results 

Figures 5.7 and 5.8 illustrate the average end-to-end delay per packet and the on-time 

reachability for both real time and non-real time traffic, respectively. In order to focus on 

the timeliness domain, we use a non-strict reliability requirement of 0.7. Conversely, we 

use a strict real time requirement of 50ms. From the results, it is clear that the average 

delay increases as traffic rate increases and this is because traffic arrive faster than it can 

be process causing the queues at nodes to fill up and as a result increasing the delay of 

traffic. When more packets are sent, real time traffic are given the highest priority and 

processed first and this introduces more queuing delay for non-real time traffic at each 

sensor node.  
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Figure 5.7: Average end-to-end delay 

 

 

Figure 5.8: On-time reachability 
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Figure 5.9 shows that the average energy for a sensor node increases with the packet 

rate. From the results, we can see that Class 3 traffic has the least energy consumption 

among the other classes even when the arrival rate is increased. In Class 3 the forwarding 

strategy used consider the energy as the main metric as well as the load avoidance 

technique adapted to guarantee a fair service to real time and non-real time traffic.  

However, it is worth emphasizing that the price to meet the required QoS is the overhead 

introduced in terms of energy consumption.  

 

Figure 5.9: Average energy consumption 
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higher loads, most of generated packets achieve their reliability requirement. More 

packets are delivered even under heavy load and this is because the FEC technique is 

used to enhance the probability that packets are recovered at the sink as well as the 

forwarding strategy that consider load at sensor nodes is employed to alleviate congestion 

in the network and ensure that the real time traffic is not only reported fast but also not 

lost due to queue overflow at sensor nodes.  

 

Figure 5.10: Packet delivery ratio 
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equivalent to Class 1 in this chapter and Delay + Reliability (MQoSR) to refer to the 

applications with delay and reliability requirements used in MQoSR protocol and is 

equivalent to Class 2 requirements proposed in this chapter. Thus, we are comparing the 

same routing strategies used for both the classes, nevertheless MQoSR does not consider 

congestion avoidance and prioritized packet scheduling compared to the proposed 

scheme in this chapter.  

The results in Figure 5.11 show the average end-to-end delay per packet for each 

class by each protocol. With the increase in packet drop probability, MQoSR reaches 

high end-to-end delay compared to the proposed scheme in this chapter and this confirms 

the effectiveness of the congestion avoidance strategy adapted and the priority 

mechanism used in order to meet the timeline requirement. Note that the end-to-end delay 

for Class 1 and Class 2 are not affected much compared to Figure 5.7. In Class 1 packet 

has the highest priority among other classes and thus other low priority packet may be 

dropped due to congestion. However, In Class 2, multipath routing with FEC technique is 

used to deliver packet considering link quality as well as delay as metrics, thus packet can 

be still recovered at the sink when some of its sub-packet are dropped. 
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Figure 5.11: Average end-to-end delay 
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Figure 5.12: Average energy consumption 
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multiple independent logical channels are assumed among nodes so that multipath can be 

deployed independently at the network layer. The code creates nodes randomly in a 

specified area and resources are initially assigned to each node and are updated during 

transmission. Nevertheless, to confirm the validity and comparability of our 

implementation, we implement the protocol using NS-2.35. 

Table 5.2 shows the simulation parameters used in our simulation. The default 

parameters as existed in NS-2.35 for 802.11 MAC has been chosen. We consider four 

different types of traffic originating from a single node in which two of these traffic are 

real time traffic and the others are non-real time traffic. The sink node is situated at the 

upper right corner of the simulation field, and the  source node is situated on the left 

bottom corner. 

Table 5.2: Simulation parameters for NS-2 
 

Network field 200m × 200m 

Number of sensors 100 

Simulation time 100 sec 

MAC layer  IEEE 802.11 

Transmission range 40 m 

Packet size (data + overhead) 1024 byte 

No. of source nodes/ No. of sink 1/1 
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Data arrival rate 10-100 packet/sec 

Size of each queue size 50 packets 

  100 J 

Transmit power 15 mw 

Receive power 13 mw 

Idle power 12 mw 

 

We use the same performance metrics as presented in Section 5.3.2 to evaluate the 

results. The arrival rate of traffic increases from 10 to 100 and in order to focus on the 

timeliness domain, we use a non-strict reliability requirement of 0.7.  

5.4.1 Average End-to-end Delay 

Figure 5.13 illustrates the average end-to-end delay per packet for both real time and 

non-real time traffic. From the results, it is clear that the proposed protocol successfully 

differentiates service by giving real time traffic (Class 1 and Class2) privileged treatment 

over low priority traffic (Class 3 and Class 4). Consequently, real time traffic is always 

combined with low end-to-end delay since it is processed first which causes more 

queuing delay for non-real time traffic at each sensor node. As mentioned before when 

traffic rate is high packets are queued waiting to be processed and this waiting time 

(queuing delay) influences the end-to-end delay as well as increases the interference 

between adjacent sensor nodes. Therefore, the average delays for all the classes are 

increased at higher packet rates compared with low packet rates. 
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Figure 5.13: Average end-to-end delay 
 

5.4.2 On-Time Reachability 

Figure 5.14 illustrates the on-time reachability of packets, which is the probability 

that a packet achieves the delay requirements. Clearly, the average end-to-end delay for 
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packet/sec arrival rate (Class 1 = 54ms, Class 2 = 60ms). This means that the number of 

packets arriving to the sink with end-to-end delay less than or equal 60ms is high. 

Therefore, we can confirm the results in Figure 5.14 since the probability of reaching the 

delay requirements for these classes is higher than the other classes (Class1 = 0.95, 

Class2 = 0.77) and for all the classes these probabilities are proportional to the arrival rate 

of packets since the higher the rate the more delays packets can suffer. 
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Figure 5.14: On-time reachability 
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class may be dropped due to queue timeout or overflow and this impacts the delivery 

ratio of Class 4. 

 

Figure 5.15: Packet delivery ratio 
 

5.4.4 Average Energy Consumption 

Figure 5.16 shows how the average energy consumptions of sensor nodes increase 

with the increase of packet rate. Compared with Figure 5.9 where the results are obtained 

using C++, we can realize that in Figure 5.16, Class 1 traffic has the least energy 

consumption among the other classes even when the arrival rate is increased unlike in 

Figure 5.9 where Class 3 is the least energy consumption among all. Although, the path 

construction process in Class 1 depends mainly on the energy parameter, Class 1 traffic is 

assigned low priority and traffic is required to be buffered at high packet rate. This 

distinction between Figure 5.9 and Figure 5.16 is related to the fact that in implementing 

10 20 30 40 50 60 70 80 90 100

1

0.9

0.8 

0.7

0.6

0.5

0.4
Packet Arrival Rate (packet/second)

P
ac

ke
t D

el
iv

er
y 

R
at

io

 

 

Class 1 - RT Class 2 - RT Class 3 - NRT Class 4 - NRT



102 
 

the algorithm in C++, the energy consumption for data waiting at the queue of sensor 

nodes is not considered which yield in increasing the energy consumption of Class 3. 

However, it is worth emphasizing that the other classes follow the same behaviours and 

clarifications that are presented for Figure 5.9. Clearly, the classes that are using single 

path routing (Class 1 and Class 3) consumed less energy than the classes that are using 

multiple paths routing (Class 2 and Class 4). 

 

Figure 5.16: Average energy consumption per packet 
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5.5 SUMMARY 

In this chapter, we show that joint optimization across routing and MAC layers 

which also takes into account the sensor nodes energy constraint is feasible and 

beneficial. The QoS requirements are enforced through sensors decision of next hops 

according to the neighbors state. However, the end-to-end requirement is guaranteed 

jointly by the local decisions of these sensors and the sink decision on the used paths and 

the number of these paths.  

The proposed scheme prioritize traffics according to the requirements into a packet, 

queue and path: A classifier to check the incoming traffic is used to assign real time and 

non-real time traffic to different priority queues, a scheduler to handle both queues 

according to the occupied size and the priority, and at the sink side a priority is assigned 

to real time traffic on selecting the routes. Moreover, the queue size of each sensor is 

used as an indicator of node congestion and presented in the link cost function and the 

path cost function as a metric. In this way the node with the high load has a lower chance 

to be selected as next hop. Also, by transferring this information to the sink and when the 

load of traffic on sensors in some area of the network is high due to heavy 

communication activity, the cost of routing is decreased through this area to protect the 

traffic from dropping. Extensive simulations using C++ and NS-2.35 are used to evaluate 

the algorithm and the results have demonstrated the effectiveness of the proposed scheme 

for different metrics. 
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Chapter 6                                                                                        

SECURE MULTIPATH QOS ROUTING 

 

WSNs are characterized by severe resource constraints of sensor nodes, unreliable 

nature of the wireless links, dynamic changing in the size and density of the network, as 

well as the high risk of physical attacks to sensors.  

A secure and reliable multipath routing protocol is presented. The main motivation 

comes from the observations that most traditional encryption algorithms are complex and 

may introduce a severe delay in sensor nodes. For instance, the encryption time of each 

128-bit block using the AES algorithm is about 1.8 ms on a MicaZ platform [11]. Our 

approach therefore proposes to encrypt only a certain fraction of the RS codewords while 

the remaining portion is transmitted unprotected. Our scheme makes encryption feasible 

for energy constrained and delay sensitive applications while still maintaining a robust 

security protection. 

In this chapter, firstly, a new mechanism for secure and reliable data transmission in 

WSNs multipath routing derived from node-disjoint multipath is introduced and 

combined with source coding in order to enhance both security and reliability of data 

transmission. Using multipath routing, the general security requirements for data 

transmission in terms of authentication, integrity, freshness, resilience and availability of 

service are supported as presented in Section 2.4. Secondly, different levels of security 

requirements are defined and depending on these requirements, a selective encryption 

scheme is introduced to encrypt selected number of coded fragments in order to enhance 

security and thereby reduce the time required for encryption. Finally, an allocation 
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strategy that allocates fragments on paths is introduced to enhance both security and 

probability of successful data delivery. Security is improved in term of providing 

confidentiality since the probability of eavesdropping attacks is reduced as the attacker 

needs to catch the appropriate fragments for each packet over different paths and to 

decrypt these fragments in order to reconstruct the original packet. Also, we assume that 

an attacker has no knowledge of the routing protocol strategies and therefore the attacker 

gets no information about which fragments to compromise over the different paths in 

order to be able to reconstruct the original message. Therefore, when the attacker tries to 

attract the traffic of nearby neighbors by making itself look attractive to them, Sinkhole 

attack, or when two or more attackers establish better communication tunnels between 

them, Wormhole attack, they cannot get enough fragments to reconstruct the original 

packet. Moreover, using different paths for different application requirements to route 

data and permitting the sink to be responsible for the path selection process also eliminate 

the risk of Sinkhole and Wormhole attacks as each node keeps the information of its one-

hop neighors and have no information about the whole routing strategies.   

6.1 QOS PROVISIONING 

This section presents the QoS parameters used in the proposed scheme and review 

the analysis models of different strategies to handle secure multipath routing as well as 

their influence on respecting the WSNs constraints.  

6.1.1 Security  

A path is compromised when one or more node in the path is compromised. In this 

paper node-disjoint paths are used, thus we assume that the probability of compromising 
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of a single path is not correlated with the probability of compromising of other paths. We 

assume that the source node and the sink are trustworthy. The source node selects np 

paths out of the n node-disjoint paths to route the data packet to the sink. The probability 

that the data packet is compromised, , is defined as,  

 =                                           (6.1) 

where  is the probability that  is compromised and is given as, 

                         (6.2) 

where  is the probability that sensor node  is compromised,   ,  is the 

number of sensor nodes on j and  0 ≤ ≤ 1.  

Note that the probability  indicates the security level of a node and could be 

estimated from the feedback of some security monitoring software or hardware such as 

firewalls and intrusion detection devices [77]. Additionally, we defined the levels of 

required security, , from the lowest to the highest levels as (1-  to (1- ). 

The proposed mechanism uses RS coding to send the M + K fragments on np node-

disjoint paths. To improve the security of data transmission, 

 Strategy 1: Allocate fragments on as many paths as possible in order to minimize 

the probability . The total number of fragments for each packet is equal to np, 

that is M + K = np. In this case one fragment is transmitted on each path. With such 

allocation, the probability that the data packet is compromised, , is equal to the 

probability that M out of np paths are compromised,  = . Thus, the 

more paths are used, the less  is, and the better the security, Figure 6.1.  
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However, this strategy could be expensive in resource constraint network like 

WSNs since it introduces a large storage and communication overhead. Moreover, 

fragments might be dropped on some paths due to the error prone nature of sensor 

nodes and wireless links and to reconstruct the original data packet, a minimum of 

M paths are needed to successfully deliver the required number of fragments to the 

sink. 

 

 

Figure 6.1: Relationship between data packet compromising probability, , and the 

number of used paths, np, for different path compromising values,  [0.1, 0.9]. 
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more than one path to get the M fragments required to reconstruct the data packet. 

The allocated fragments on each path should be as follows, 

                                     (6.3) 

This strategy is used in the proposed security mechanism. 

 Strategy 3: Minimize  such that  is minimized, equation (6.1). By 

using a path that contains as less nodes as possible, the shortest path, and/or path 

that contains the highest secure nodes among others, minimizes , equation 

(6.2).  

6.1.2 Reliability 

Multipath routing is one way of improving the reliability of data transmission by 

sending duplicated data via multiple paths. Thus, a packet is delivered to the destination 

even if some paths fail. The main drawback of the multipath routing is the higher energy 

consumption and the high probability of network congestion due to the increased number 

of messages which in turn impact the performance of the network. However, using 

multipath routing with redundancy and erasure coding, the reliability of data transmission 

can be improved while respecting the network energy constraint. Similar to the proposed 

routing mechanism in Chapter 4 and 5, the reliability of data transmission, the successful 

end-to-end data delivery, is achieved by sending the fragments of RS codeword on np 

selected node-disjoint multipath and to guarantee that the packet is recoverable from any 

paths, we need to ensure that fragments allocation on any  paths follows, 

≥ M                          (6.4) 
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6.1.3 Delay 

The total path delay, , includes the sum of time required for processing, 

queuing, transmission and propagation for all the nodes along the path. If coding and 

encryption are used, the path delay equals to (  +  + ), where  and  

are the coding time and the encryption time respectively.  is related to number of bits 

to be encrypted, , the unit-block encryption time, , and the encryption block size, 

, [78]. This is given as follows, 

                                   (6.5) 

Encryption block size varies between different encryption algorithms and may also 

vary within the same encryption algorithm while the unit-block encryption time can be 

measured on specific platforms. Thus, choosing the appropriate block size as well as the 

total amount of bits to be encrypted can affect the delay performance of the network. 

Therefore, in the proposed selective encryption approach, a minimum amount of data is 

selected for encryption contingent to the security requirements. In this way encryption 

time is reduced due to the need to encrypt fewer packets. Also the energy required to 

encrypt the extra packets is conserved while still maintaining the required security level. 

6.2 PROPOSED SECURITY MECHANISM 

The details of the proposed secure routing protocol are discussed in this section. 
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6.2.1 Initialization Phase 

Each sensor node maintains and updates its neighboring table information by 

broadcasting a HELLO message (Figure 6.2) in which the local states of its one-hop 

neighbors are reported in terms of the probability that a sensor node is compromised, p.  

 

 

Figure 6.2: HELLO message structure 
 

6.2.2 Path Discovery Phase 

As mentioned before, when the source node has data packet to transmit to the sink to 

which it has no available route, it starts the route discovery phase by transmitting RREQ 

as shown in Figure 6.3. A RREQ message, is broadcasted to all the neighbors of the 

source node within its transmission range, in which the required security level (in terms 

of message compromising probability),  as well as, the path information (

 are transferred to the sink. Each intermediate node updates the information of its 

one-hop local states, including the path compromising probability and hop count 

information.  

 

 

Figure 6.3: RREQ message structure 
 

In order to achieve the shortest hop count from the current node to the sink, we 

assume that only the neighbors that are closer to the sink than the current node are added 

to the neighbor list as a candidate node. Since security is the essential metric in choosing 
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different paths and to maximize the path security, each intermediate node selects one 

node as the next hop from its neighbor list to forward the RREQ, the neighbor with the 

highest security among all, smallest p. However, if the selected node is already reserved 

then the next neighbor with the smallest p will be selected and so on. The selected node 

then modifies the path information in the RREQ message before forwarding the message 

to the next selected neighbor. The probability of path compromising, , is updated 

according to equation (6.2) and the value of hop count, hop, is increased by one. Note 

that, the initial values of hop and  at the source node are zero.  

6.2.3 Multipath Selection Algorithm  

The sink estimates the number of all available node-disjoint paths to the source from 

the number of the RREQ messages received to decide on choosing the first np most 

secure paths that satisfy the required security level. From these RREQ messages it 

obtains information about security and number of hops on each path.  The sink sends 

back the RREP (Figure 6.4) through the selected paths. Algorithm 3 is used to determine 

the number of node-disjoint multipath, np, which are used to transmit data message 

between the source and the sink.  

 

 

       Figure 6.4: RREP message structure 
 

For each data transmission, given n available node-disjoint paths between the source 

and the sink, the sink sorts these available paths according to the security characteristics 

of each path (in terms of the probability that path j is compromised), such that the first 

path is the highest secure one and so on. The sink then calculates the probability that a 
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packet is compromised, , using equation (6.1). According to equation (6.1) more 

paths are chosen to lower the  and enhance the security in order to deliver the data 

packet. The proposed protocol only needs to select the first np paths (np  2) satisfying 

 ≤ .  

 

Algorithm 3: Calculate the number of paths related to the required security level 
 

n = number of available node-disjoint paths (source to sink) 

Sort for  such that  <  < ……<  

np = 1;    // Initialization 

 =             // Calculate the probability of compromising a packet on 

the first path 

for (i = 2; i n ; i++)  

{ 

np = np++; 

=  ×    

if (  ≤ )    // If the required security is reached  

{ 

  number of paths to be used = np;  

  break; 
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}   

} 

Drop Packet;        // When np = n and  is not achieved packet is dropped 

 

6.2.4 Security Mechanism 

The following consecutive steps are involved in the routing mechanism to ensure the 

communication security level and are illustrated in Figure 6.5: 

Step 1:  Divide the original data message of size S into j packets each of M fragments 

of size b bits. Assume the number of packets is equivalent to the number of paths 

used to transmit the data, np, such that Mb = . If the last packet is less than 

M fragments, zero padding [67] is applied to meet the length requirements of RS 

codes. 

Step 2:  Encode each packet using RS codes to generate M data fragments and K 

parity fragments as a codeword of size M + K fragments such that K  ≤  M. For 

each codeword packet, allocate one fragment on each path starting from the highest 

secure path and repeat this process till all the M + K fragments are assigned on the 

selected multipath and ensure that the number of allocated fragments on each path, 

, follows, 

=   < M              j=1,2,…,np                   (6.6) 

 
Step 3:  Depending on the required security level, the number of fragments to be 

encrypted,  is calculated as follows, 
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 = K + μ                                              (6.7) 

where μ is determined according to the required security level and 1 ≤ μ ≤ M. 

As shown in Figure 6.5, for a low security requirement, μ = 1, the source node only 

encrypts any  = K + 1 of M + K fragments from the codeword. For each 

codeword, an attacker must receive at least M of the M + K fragments and be able 

to decrypt the encrypted fragments to restore the codeword. On the other hand, 

when the required security level is high, then μ = M, which requires to encrypt 

K + M fragments for each codeword. In order to compromise the data 

packet, the attacker must receive and be able to decrypt all M fragments to 

reconstruct the codeword.  

Step 4:  Route all the fragments on the np node-disjoint paths to the sink with each 

path carrying  fragments according to equation (6.4) and equation (6.6). To 

enhance security the encrypted fragments from the same codeword are transmitted 

on different paths. 

At the sink side, the encrypted fragments are decrypted first and then all the 

fragments are decoded to reconstruct the original data packet.  
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Figure 6.5: Proposed security mechanism. 
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6.3 ANALYSIS AND SIMULATION RESULTS 

In this section, we precisely explain the security and reliability behaviours of the 

proposed mechanism. For security metric, we describe different scenarios to compromise 

the data packet and for the reliability metric, we describe the failure models for which we 

evaluate the resiliency of the proposed mechanism. 

6.3.1 Case Study 

To help illustrate, we present an example on how the proposed mechanism functions 

with diverse security levels and attacker scenarios. Suppose we have a 9-byte data 

message to be transmitted to the sink. Let np = 3 and assume using packet-level RS(5, 3) 

code, where M = 3 and M + K = 5. Bit-level RS can also be used. The RS codeword 

packet has the following matrix format, 

RS codeword =  

where  and are the data and parity fragments for codeword j, 

respectively. 

Step 1: Division 

For np = 3, divide the 9-byte data message to three packets of size 3-byte. 

Step 2: Coding 

The three packets are coded using RS codes to generate three codewords each of size 

5-byte as follows, 



117 
 

  

Step 3 & 4: Encryption and Routing 

Depending on the required security level, encrypt any  fragments, equation 

(6.7), for each codeword using any encryption algorithm and allocate fragments on np 

paths according to equation (6.4) and equation (6.6). 

Scenario 1: For low security requirement,  = K + 1, = 3 fragments.  

   

= , , , , ,  

= , ,, , ,  

= , , , ,  

In this scenario the attacker must intercept at least two paths and decrypt six 

fragments to get the three codewords. 

 Scenario 2: For moderate security requirement,  = K + 2, = 4 fragments. 
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= , , ,  ,  

= , , , ,  

= , , , ,  

Attacker must intercept at least two paths and decrypt eight fragments to get the three 

codewords. 

Scenario 3: For high security requirement,  = K + M, = 5 fragments. 

  

= , , , ,  

= , , , ,  

= , , , ,  

In this scenario, the attacker needs to intercept at least two paths and be able to 

encrypt a total of ten fragments to get the three codewords. 

For all the above scenarios, an attacker needs to decode each codeword to be able to 

reconstruct the original data message and the allocation of fragments on the paths, 

allowing for resilience to a failure of one path, which can be any path, since the three data 

fragments for each codeword can be obtained from the other two paths. 
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6.3.2 Multipath Protocols Performance Evaluation and Comparison 

In this section we evaluate the proposed mechanism using the same scenario 

presented in Section 6.3.1 and compare it with the protocols that used the (k, m) threshold 

secret sharing scheme [64, 65] and RS coding technique, MVMP [67]. We present the 

comparison in Table 6.1 in terms of the total number of transmitted, redundant and 

encrypted packets as well as the coding redundancy ratio. 

Clearly, the number of encrypted packets in MVMP protocol is equal to the 

encrypted packet of the proposed protocol when the demanded security level is high. 

However, when the demanded security level is low, the proposed protocol encrypts only 

three packets while MVMP protocol has a fixed number of fifteen encrypted packets. 

Note that encrypted packets influence encryption time and energy consumption. We 

recognize that the encryption delay is related to the total amount of bits to be encrypted 

for each data packet (Section 3.4). Thus, the proposed security mechanism selects a 

minimum amount of data for encryption. In WSNs, if sensors run different encryption 

algorithms, like in MVMP protocol, it may lead to varying computational delays. For 

instance, the time to execute cipher operations on the Mica2 sensor nodes [79] are: 

RC5(C) = 0.9 ms, Skipjack(C) = 0.38 ms and RC5(C, assembly) = 0.6 ms.  Also in [80], 

the experiment results show that the encryption process of RC5 algorithm consumes more 

energy than that of AES on MicaZ platform. Moreover, the proposed security mechanism 

uses one encryption algorithm while still maintaining a robust security protection unlike 

MVMP protocol where multiple versions of encryption algorithms are used to maintain 

the security. 
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Table 6.1. Multipath routing protocols comparison. 

Protocol No. of transmitted  

packets 

No. of redundant 

packets 

No. of encrypted 

packets 

Redundancy ratio 

MVMP [67] × (M +K) = 15 × K = 6 × M + K = 15 K/ (M + K) = 40% 

Threshold 

secret sharing 

scheme 

S × m = 27 (m- 1) × S = 18 S × m = 27 (m -1)/ m = 66.6% 

Proposed 

scheme 

× (M +K) = 15 np × K = 6 K + E = [3,15] K/ (M + K) = 40% 

 

6.3.3 Simulation Setup and Model 

We have conducted an extensive simulation study using C++ and MATLAB to 

evaluate the performance of the proposed mechanism. The validation tests cover the basic 

functionality of the on demand routing protocol in WSNs. 100 to 500 nodes are randomly 

scattered in a field of 500m × 500m area. We assume that all sensor nodes are static after 

deployment with transmission range of 100m. The simulation parameters used are as 

follows: Source nodes are picked randomly, at least two hops away from the sink, to 

transmit a data packet at fixed generation rate of 1 packet/sec. The simulation time is 750 

sec.  

Two types of security scenarios are used in each simulation. In Scenario 1, each node 

is assumed equally likely to be compromised with probability,  = 0.14. In Scenario 2 to 

evaluate the worst case where the probability that a sensor node is compromised, , is 
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changed suddenly at any transmission instant and is randomly distributed as presented in 

Table 6.2. Simulation results are obtained from different configurations to reduce the 

effect of the position of sensors. The results shown are averaged over 10 simulation runs. 

Table 6.2. Simulation parameters. 

Parameters             Value 

  Scenario 1 100% of nodes,  0.14 

  Scenario 2 10% of nodes,  0.50 

40% of nodes,  0.20 

50% of nodes,  0.02 

 

 

(1-  to (1- ) 

    lowest to highest 

 

6.3.4 Simulation Results 

The proposed mechanism depends on the availability of finding multiple node-

disjoint paths and to justify the possibility of finding these paths in WSNs, the security 

requirements are not considered in this step. Figure 6.6 shows the probability of finding 

the maximal number of node-disjoint paths between the source node and the sink. From 

the simulation results, the number of paths found in both scenarios is equal. Thus, we 

only report one result in Figure 6.6, and this indicates that the process of finding the 



122 
 

maximum number of paths depends on the network topology only and not on probability 

that a sensor node is compromised. 

 

 

 

Figure 6.6: Probability of finding n node-disjoint paths (Scenario 1/Scenario2) 

 

Figures 6.7 and 6.8 illustrate the security performance and the number of used paths 

for various network sizes (500 and 300 nodes) as a function of the requested security. A 

message is compromised when at least M fragments are received and fragments are 

decrypted. It means  paths are intercepted out of the np used paths. It is clear that 

the proposed security mechanism is effective in increasing the security performance of a 

message according to the requested security. The probability that the message is 

compromised decreases and the number of paths used increases with the increases of the 
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security requirements. We also observe that when nodes are with different security levels 

(Scenario 2), the proposed algorithm tends to select more secure paths compared to 

Scenario 1. However, in both scenarios, the probability that the message is compromised 

increases as the number of nodes increases. When the number of nodes increases, there 

are more sensor nodes available for forwarding packets.  

 

 
 

Figure 6.7: Security requirements  vs. packet compromise probability  
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Figure 6.8: Security requirements (   vs. average number of used paths (np) 
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), the number of encrypted fragments is related to the size of data packet and the 

number of added parity fragments. For a data packet of size 10 fragments, when K=1, 

 = 18.18% and when K=10,  = 55%. Clearly, the number of encrypted 

fragments is higher for the highest security requirement to the encrypted fragments of the 

lowest security; from 81.82% to 45% less fragments are encrypted for the lowest security 

requirement for K = 1 to 10 respectively. Obviously, when the demanded security level is 

high, the proposed protocol encrypts K + M fragments similar to MVMP mechanism. 

However, when the demanded security level is low, M + 1 fragments are encrypted. Note 

that encrypted packets influence encryption time and energy consumption; more 

encrypted fragments require more time and consumes more energy.  

 

Figure 6.9: Percentage of encrypted fragments ( ) for a data packet of size M = 10 

fragments 
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6.4 SUMMARY  

In this chapter, we propose and evaluate a new secure and reliable routing protocol 

for WSNs that is designed to handle the application security requirements and reliable 

data transmission using coding and selective encryption scheme. In the proposed 

protocol, RS code is used to provide reliability and security. The proposed routing 

protocol is based on the node-disjoint multipath established depending on the link 

security parameters. The sink node decides on the paths selection process in order to 

satisfy the application requirements and the number of these paths is determined to 

enhance the security. Thus, different number of paths can be used for different security 

requirements. A novel security mechanism is proposed to support secure data 

transmission while respecting the network restrictions in terms of energy. The protocol 

reduces the energy consumption at sensor nodes by moving the path selection process to 

the sink node. Moreover, reducing the number of encrypted packets based on the required 

level of security limits energy consumption. Using different paths for different security 

requirements to route data and permitting the sink to be responsible for the path selection 

process, attacks such as the Sinkhole and Wormhole are no longer related. Furthermore, 

using node-disjoint multipath routing, the proposed protocol is protected against selective 

forwarding attacks [42]. 
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Chapter 7                                                                 
CONCLUSION AND FUTURE WORK 

 

The overall goal of this research is to solve the conflicts between the requirements 

and the constraints of WSNs. It will be a key step to take actual WSN applications into 

reality. We conclude this thesis by summarizing the research discussed in the previous 

chapters, followed by a section on directions for future research. 

7.1 CONCLUSION 

In this thesis, we target the major optimization problems that have been proposed to 

solve the conflicts for years but still exist as major difficulty. We formulated the problem 

of finding an optimal QoS path as a multi-objective constrained optimization problem to 

satisfy different QoS requirements. In particular we have  

 Proposed a heuristic algorithm for the NP-complete multipath routing constrained 

problem. A new node-disjoint multi-objective QoS routing protocol is proposed to 

provide various features like timeliness guarantee, reliability assurance and fault 

tolerance besides enhanced energy efficiency in WSNs. The required QoS by an 

application is modeled into seven different classes in terms of the end-to-end delay, 

reliability and the energy consumption of data transmission. We have shown how to 

collect the network parameters which can improve the performance of path 

diversification to provide the required QoS. These parameters are formulated as 

link-based and path-based cost functions. Each link selects the next hop according 

to the available resources and the required QoS. However, benefit from the fact that 
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the sink has unlimited resources, the path selection and the number of paths is 

assigned to the sink node in which the end-to-end requirements are assured. Single 

path routing or multipath routing complemented with source coding is used to 

achieve high level of network reliability and load balancing.  

 Proposed a cross-layer design that exploits the characteristics of sensor networks to 

provide QoS improvement to real time traffic and to provide better service quality 

in an energy efficient way while avoiding collisions and interference. The MAC 

layer used in the proposed protocol can distinguish real time traffic and non-real 

time traffic by deploying IEEE 802.11e which supports service differentiation in 

the shared channel contention without any extra control overhead in the network 

layer. Per-hop priority scheduling and QoS consideration of MAC layer is 

implemented to ensure that real time traffic achieve their desired services. The QoS 

requirements are enforced through sensors decision of next hops according to the 

network state. However, the end-to-end requirement is guaranteed jointly by the 

local decisions of these sensors and the sink decision on the used paths and the 

number of these paths. Traffic is prioritized according to the requirements into a 

packet, queue and path scheduling. Real time packets are given higher priority than 

non-real time packets and placed in the high priority queue where they are 

scheduled to be served in EDF mechanism. Besides, the real time traffic at the sink 

side is scheduled first and assigned to path/paths before the non-real time traffic. 

Moreover, the queue size of each sensor is used as an indicator of node congestion, 

and presented in the link cost function as a metric. In this way the node with the 

high load has a lower chance to be selected as next hop. Similarly, by transferring 



129 
 

this information to the sink and when the load of traffics on sensors in some area of 

the network is high due to heavy communication activity, the cost of routing is 

decreased through this area to protect the traffic from dropping and to accomplish 

load balancing in the network. 

 Simulation results using C++, NS 2.35 and MATLAB show that the proposed 

protocols outperform the existing model in the literature remarkably on the basis of 

factors like average energy consumption, successful data delivery, on-time data 

delivery, routing overhead, fault tolerance and the probability of packets achieve 

the end-to-end requested reliability and delay as well as underline the importance of 

energy efficient solution to enhance network lifetime. It can be concluded that this 

thesis has a good potential to provide the QoS requirements of applications under 

the dynamically changing environment of WSNs.   

 Finally, we introduced a new mechanism for secure and reliable data transmission 

in WSNs multipath routing, derived from node-disjoint multipath and combined 

with source coding in order to enhance both security and reliability of data 

transmission in the network. Different levels of security requirements are defined 

and a selective encryption scheme is introduced to encrypt selected number of 

coded fragments in order to enhance security and thereby reduce the time and 

energy required for encryption. An allocation strategy that allocates fragments on 

paths is introduced to enhance both the security and the probability of successful 

data delivery. Each packet at the source node is divided into fragments using RS 

codes and these fragments are selectively codded according to the requested 

security level then transmitted over multiple node-disjoint paths in the network. 
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Extensive analysis and performance evaluation show that data transmission security 

and reliability can be enhanced while respecting the resource constraints of WSNs.  

7.2 FUTURE WORK 

The investigations, performance measurements and analysis work considered so far 

in this thesis mainly focused on issues at the routing and MAC layers. However, for 

future research it will be interesting to compute and design an optimal rate allocation and 

the corresponding channel assignment, with the proposed cross-layer scheduling 

techniques such that network throughput can be maximized or certain fairness can be 

achieved. 

Additionally, the results of our work in providing secure multipath routing for WSNs 

may be considered as a solid basis for future research in this field. As future work, we 

intend to evaluate the proposed mechanism for different routing protocols and under 

variety of routing attacks as well as to map these protocols to the appropriate 

applications. 

Also, during the course of this thesis the impact of nodes mobility have not been 

considered. Therefore, it will be interesting to consider and model the impact of nodes 

mobility on all the proposed routing protocols.  
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