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Abstract

On Imputation Techniques in Survey Sampling

Hui Rong Zhu

Some nonparametric imputation techniques, including two categories: single imputation and multiple imputation, are introduced and studied. Some properties of the estimators such as the bias, the variance, and the mean squared error are presented. Finally, some imputation techniques are applied to a real case. These methods are compared in order to assess their advantages, disadvantages, and applicabilities.
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Chapter 1

Introduction

In sample surveys, missing responses occur frequently, resulting in incomplete sample. These incomplete samples are called as missing data. Missing data may be caused by sensitive questions, improper data collection and so on. If the incomplete data occupy only a small portion of the dataset, the data deletion may be a good way to the missing-data problem. However, in most cases, if we ignore these missing data during the statistical analysis, the results may not be representative. In order to form a complete dataset for the standard analysis, imputation is introduced and it has become one of the most popular techniques used to resolve missing data problems in sampling survey data analyses. Imputation is to replace missing data with a plausible value based on other available informations.
1.1 Mechanisms for Missing Data

Little and Rubin in [17] defined three classes of missing data. These three general missing mechanisms are presented here with examples.

- **Missing Completely at Random (MCAR)**
  The missing data occurs randomly and doesn’t depend on both of observed data and unobserved data. In a sample survey setting, MCAR is sometimes called uniform non-response. For example, If a laboratory sample is dropped, the resulting observation is missing. We can say this is MCAR.

- **Missing at Random (MAR)**
  Given the observed data, the missingness is not related to the unobserved data. For example, in a survey of relation between property tax band and income, usually these people with higher salary and lower salary may omit to answer the income questions. So given the property tax band, non-response to the income questions is random.

- **Observed at Random (OAR)**
  Given the observed and unobserved data, the missingness is not related to the observed data. For example, in a survey to examine the effect of education on income, these non-response to income is not OAR if income is a related to education.
Apart from these, there are some other missing mechanisms.

- Missing Not at Random (MNAR)
  If the data is neither MCAR nor MAR, we can say the data is MNAR.

- Not Missing at Random (NMAR)
  The data is missing due to the particular reason.

1.2 Imputation Methods

In general, the imputation methods are divided into two categories: Model-based Imputation and Nonparametric Imputation. The simple imputation methods and the multiple imputation methods are included in these two categories.

In [26], Rubin compares both of the single imputation and multiple imputation methods. He comments on the of these advantage and disadvantage as follow.

i) Simple Imputation: This type of method replaces the missing data once by a randomly selected response value.

- Advantage:
  - The standard complete-data methods of statistical analysis can be used if the missing values have been imputed.
  - Data collector’s knowledge can be incorporated.
• Disadvantage:

- The inference based on the imputed data set may be too sharp as the extra variability due to the unknown missing values is not being taken into account.

ii) Multiple Imputation

Multiple imputation is a statistically principled and commonly used method. The idea of multiple imputation is to repeat the process of assigning several (say $m$ between 2 to 10) values for each missing data. The $m$ imputations for each missing data will create $m$ sets of complete data. Hence, the standard complete-data analysis is conducted for each completed data sets.

• Advantage:

- Multiple imputation increases the efficiency of estimation.

• Disadvantage:

- More work and space are needed to analyze a multiply-imputed data set.

1.3 Imputation Problems

An imputation technique might cause its own problems. In [27], Sande listed out some general problems such as:
• Since the imputed value of the field has to satisfy the reasonable constraints which is known as edits to ensure that the completed data is consistent as well as it will reduce the applicability of the imputation procedure.

• It is hard to determine whether the method of imputation is specified properly and precisely.

• Imputation does not solve the specific problems of estimation better than the tradition estimation techniques for missing data.

The evaluation of imputation technique is, in general, to compare the bias, the variance, and the mean squared error of those estimators.

In this thesis, we focus on the nonparametric imputation methods.

In Chapter 2, some linear single and multiple imputation techniques will be introduced.

In Chapter 3, the kernel smoothing techniques will be reviewed for the nonparametric imputations.

Finally, we have given an application to a real sampling case.
in Chapter 4 for some imputation techniques presented in the previous chapters. Then we compare these imputation techniques with their applications.
Chapter 2

Linear Imputation Approaches

2.1 Single Imputation Approaches

There are several methods to handle the problem of incompleteness or nonresponse in a census or a sample survey. One kind of them is called Hot-Deck imputation. Hot-Deck imputation is a common technique to deal with missing data in survey sampling. The major idea of Hot-Deck imputation is to replace the missing data by observable and measurable values from a similar group. By this idea, some specific methods are developed. In this chapter, we introduce some approaches of imputation under two-phase sampling described in [30]. That says, one has two sets of sampling data: $Y$ and $X$, strongly correlated. The set $Y$ is incomplete, i.e., there are some nonresponse data in $Y$. The set $X$ is complete, i.e., all the elements in $X$ are observed or measured. The approaches under two-phase sampling $Y$ and $X$ are to establish a relation of elements between these two sets.
Y, X and then replace the nonresponse data by the relationship.

Consider a sample survey in a finite population of \( N \) units: 
\[ \Omega = \{1, 2, \cdots, N\} \]. Denote \( y_i, i \in \Omega \) the outcome statistical variable that gives a characteristic of the individual \( i \). In order to estimate the mean \( \bar{y} = \frac{1}{N} \sum_{i=1}^{N} y_i \), one draws a random sample without replacement of \( n \) units \( S = \{1, 2, \cdots, n\} \subseteq \Omega \) from this population, where the number of the responding units in this sample is \( r \). Denote the set of the outcome variables from this sample as

\[ Y_S = \{y_1, \cdots, y_n\} = \{y_k : k \in S\} \]

Defines the response indicator

\[ R = \left( R_1, R_2, \ldots, R_N \right) \]

that indicates which values are respondent or nonrespondent in the survey, where

\[ R_i = \begin{cases} 
1 & \text{if } y_i \text{ is respondent} \\
0 & \text{if } y_i \text{ is nonrespondent}. 
\end{cases} \] (2.1)

Then, \( S = S_R \cup S_{NR} \), where \( S_R \) and \( S_{NR} \) are the sets of respondent units and nonrespondent units respectively:

\[ S_R = \{k \in S : R_k = 1\} \]
\[ S_{NR} = \{k \in S : R_k = 0\} \]
In order to estimate the nonrespondent values, one needs another phase sampling data, the covariates \( X = \{ x_i : i \in \Omega \} \), that describe a characteristic of individuals fully observed or measured. Similarly, denote the set of the covariates from the sample \( S \) as

\[
X_S = \{ x_1, \cdots, x_n \} = \{ x_k : k \in S \}
\]

For the nonrespondent units \( \{ k \in S : R_k = 0 \} \), one assumes that \( y_k \) is a function of \( X_S \):

\[
y_k = h_k(X_S), \text{ if } R_k = 0
\]  

(2.2)

Then, one makes the imputation:

\[
y_{I_k} = \begin{cases} 
y_k & \text{if } R_k = 1 \\
h_k(X_S) & \text{if } R_k = 0
\end{cases}
\]  

(2.3)

The estimation of \( \bar{y} \) is given by

\[
\bar{y}_{imp} = \frac{1}{n} \sum_{k=1}^{n} y_{I_k}
\]  

(2.4)

For using this imputation, one defines some means from the
sample and the responding values:

\[
\bar{x}_n = \frac{1}{n} \sum_{k \in S} x_k
\]

\[
\bar{x}_r = \frac{1}{r} \sum_{k \in S_r} x_k
\]

\[
\bar{y}_r = \frac{1}{r} \sum_{k \in S_r} y_k
\]

and the estimators of variance and the covariance:

\[
s_{xy} = \frac{1}{r - 1} \sum_{k=1}^{r} (x_k - \bar{x}_r)(y_k - \bar{y}_r)
\]

\[
s_x^2 = \frac{1}{r - 1} \sum_{k=1}^{r} (x_k - \bar{x}_r)^2
\]

\[
s_y^2 = \frac{1}{r - 1} \sum_{k=1}^{r} (y_k - \bar{y}_r)^2
\]

where

\[
r = \sum_{i=1}^{n} R_i
\]

In practice, the relation in (2.2) may be assumed linear:

\[
h(x_k) = A + Bx_k, \quad \text{if } R_k = 0
\]

Then, the imputation becomes

\[
y_{I_k} = \begin{cases} 
  y_k & \text{if } R_k = 1 \\
  A + Bx_k & \text{if } R_k = 0
\end{cases}
\]
To analyze the errors, one defines
\[ \epsilon = \frac{\bar{y}}{y} - 1, \quad \delta = \frac{\bar{x}}{x} - 1, \quad \eta = \frac{\bar{x}_n}{x} - 1 \]
where,
\[ \bar{x} = \frac{1}{N} \sum_{i=1}^{N} x_i \]

Suppose that the expectations \( E(x_k) = \mu_X = \bar{x} \) and \( E(y_k) = \mu_Y = \bar{y} \) for every \( k \in \Omega \). Then, one sees immediately that \( E(\bar{y}_r) = \bar{y}, E(\bar{x}_r) = E(\bar{x}_n) = \bar{x} \), and thus,

\[ E(\epsilon) = 0, \quad E(\delta) = 0, \quad E(\eta) = 0 \quad (2.8) \]

and one has

\[
E(\epsilon^2) = E((\frac{\bar{y}_r}{\bar{y}} - 1)^2) = \frac{1}{\bar{y}^2}E(((\bar{y}_r - \bar{y})^2) = \frac{1}{\bar{y}^2}E(\bar{y}_r^2 - 2\bar{y}_r\bar{y} + \bar{y}^2)
\]

\[
= \frac{1}{\bar{y}^2}[E(\bar{y}_r^2) - 2E(\frac{1}{r} \sum_{i=1}^{r} y_i)\bar{y} + \bar{y}^2] = \frac{1}{\bar{y}^2}[E(\bar{y}_r^2) - \bar{y}^2]
\]

\[
= \frac{1}{\bar{y}^2}[Var(\bar{y}_r) + (E(\bar{y}_r))^2 - \bar{y}^2] = \frac{1}{\bar{y}^2}Var(\bar{y}_r)
\]

\[
= \frac{1}{\bar{y}^2}S_{\bar{y}_r}^2 = \frac{s_y^2}{\bar{y}^2r}(1 - \frac{r}{N}).
\quad (2.9)
\]
Similarly,

\[ E(\delta^2) = E((\bar{x}_r - \bar{x})^2) = \frac{1}{\bar{x}^2} E((\bar{x}_r - \bar{x})^2) = \frac{1}{\bar{x}^2} E(\bar{x}_r^2 - 2\bar{x}_r \bar{x} + \bar{x}^2) \]

\[ = \frac{1}{\bar{x}^2} \left[ E(\bar{x}_r^2) - 2E(\frac{1}{r} \sum_{i=1}^{r} x_i \bar{x} + \bar{x}^2) \right] = \frac{1}{\bar{x}^2} \left[ E(\bar{x}_r^2) - \bar{x}_r^2 \right] \]

\[ = \frac{1}{\bar{x}^2} \left[ Var(\bar{x}_r) + (E(\bar{x}_r))^2 - \bar{x}_r^2 \right] = \frac{1}{\bar{x}^2} Var(\bar{x}_r) \]

\[ \Rightarrow E(\epsilon^2) = \frac{S_{\bar{x}}^2}{\bar{x}_r^2} = \frac{s_x^2}{\bar{x}^2r} \left(1 - \frac{r}{N}\right) \quad (2.10) \]

\[ E(\eta^2) = \frac{S_x^2}{\bar{x}^2n} \left(1 - \frac{n}{N}\right) \approx \frac{s_x^2}{\bar{x}^2n} \left(1 - \frac{n}{N}\right) \quad (2.11) \]

where

\[ S_x^2 = \frac{1}{n - 1} \sum_{i=1}^{n} (x_i - \bar{x}_n)^2 \]

and one has

\[ E(\epsilon \eta) = E((\bar{y}_r - 1)(\bar{x}_n - 1)) = \frac{1}{\bar{y}\bar{x}} E((\bar{y}_r \bar{x}_n - \bar{y}_r \bar{x} - \bar{y} \bar{x}_n + \bar{y} \bar{x})) \]

\[ = \frac{1}{\bar{y}\bar{x}} E((\bar{y}_r (\bar{x}_n - \bar{x}) - \bar{y}(\bar{x}_n - \bar{x})) \]

\[ = \frac{1}{\bar{y}\bar{x}} E((\bar{y}_r - \bar{y})(\bar{x}_n - \bar{x})) \]

\[ = \frac{1}{\bar{y}\bar{x}} Cov(\bar{y}_r, \bar{x}_n) \]

\[ = \frac{1}{\bar{y}\bar{x}} s_{\bar{y}_r \bar{x}_n} \approx \frac{s_{xy}}{ny\bar{x}} \left(1 - \frac{n}{N}\right). \]

(2.12)

Similarly,

\[ E(\epsilon \delta) = \frac{1}{\bar{y}\bar{x}} Cov(\bar{y}_r, \bar{x}_r) = \frac{1}{\bar{y}\bar{x}} s_{\bar{y}_r \bar{x}_r} \approx \frac{s_{xy}}{r\bar{y}\bar{x}} \left(1 - \frac{r}{N}\right) \quad (2.13) \]

\[ E(\delta \eta) = \frac{1}{\bar{x}^2} Cov(\bar{x}_r, \bar{x}_n) = \frac{1}{\bar{x}^2} s_{\bar{x}_r \bar{x}_n} \approx \frac{s_{xy}^2}{n\bar{x}^2} \left(1 - \frac{n}{N}\right) \quad (2.14) \]
2.1.1 Mean Method of Imputation

This is the simplest method of imputation. All missing values $y_k$ are just replaced by the mean of responding values $\bar{y}_r$, i.e., $A = \bar{y}_r$ and $B = 0$ in (2.6). Thus (2.7) gives

$$y_{Ik} = \begin{cases} y_k & \text{if } R_k = 1 \\ \bar{y}_r & \text{if } R_k = 0 \end{cases}$$

(2.15)

This method effectively ignores all nonresponse data and simply represents the nonresponse data by the mean of responding data, as (2.4), in this case, becomes

$$\bar{y}_{mean} = \bar{y}_{imp} = \frac{1}{n} \sum_{k=1}^{n} y_{Ik}$$

$$= \frac{1}{n} \left( \sum_{i=1}^{r} y_i + (n - r)\bar{y}_r \right) = \frac{1}{r} \sum_{i=1}^{r} y_i = \bar{y}_r$$

(2.16)

In a survey, the nonresponse data might have a different view from the responding data for some specific reasons. Consequently, such representation would not be correct. It risks to lose or distort the true image. This implies that the mean method could not resolve the imputation that problems by nonresponse that we mentioned in Chapter 1.
The estimator (2.16) can be written in terms of $\epsilon$:

$$\bar{y}_{\text{mean}} = \frac{\bar{y}_r}{\bar{y}} \bar{y} = \bar{y}(1 + \epsilon) \quad (2.17)$$

Thus, the variance of $\bar{y}_{\text{mean}}$ is given by

$$\text{Var}(\bar{y}_{\text{mean}}) = \text{Var}(\bar{y}(1 + \epsilon)) = \bar{y}^2 \text{Var}(\epsilon) = \bar{y}^2[E(\epsilon^2) - (E(\epsilon))^2]$$

$$= \bar{y}^2 E(\epsilon^2) = \frac{\bar{y}^2 s^2_y}{\bar{y}^2 r} (1 - \frac{r}{N}) = \frac{s^2_y}{r} (1 - \frac{r}{N}) \quad (2.18)$$

and the mean squared error of $\bar{y}_{\text{mean}}$ is given by

$$\text{MSE}(\bar{y}_{\text{mean}}) = E[(\bar{y}_{\text{mean}} - \bar{y})^2] = \bar{y}^2 E\left[\left(\frac{\bar{y}_r}{\bar{y}} - \bar{y}_{\text{mean}}\right)^2\right]$$

$$= \bar{y}^2 E(\epsilon^2) = \frac{\bar{y}^2 s^2_y}{\bar{y}^2 r} (1 - \frac{r}{N}) = \frac{s^2_y}{r} (1 - \frac{r}{N}). \quad (2.19)$$

### 2.1.2 Ratio Method of Imputation

This method improves the mean method by introducing a ratio $\frac{x_k}{x_r}$ for every missing unit $k \in S_{NR}$. The missing values $y_k$ are replaced by the ratio of the mean of responding values: $y_k =$
\( \frac{x_k}{x_r} \bar{y}_r \), i.e., \( A = 0 \) and \( B = \frac{\bar{y}_r}{x_r} \) in (2.6). Thus (2.7) gives

\[
y_{1k} = \begin{cases} 
y_k & \text{if } R_k = 1 \\
\frac{\bar{y}_r}{x_r} x_k & \text{if } R_k = 0
\end{cases}
\] (2.20)

The estimator (2.4) becomes

\[
\bar{y}_r = \bar{y}_{imp} = \frac{1}{n} \sum_{k=1}^{n} y_{1k}
= \frac{1}{n} \left( \sum_{i=1}^{r} y_i + \frac{\bar{y}_r}{x_r} \sum_{i=r+1}^{n} x_i \right) = \frac{\bar{y}_r}{n x_r} (r x_r + \sum_{i=r+1}^{n} x_i)
\] (2.21)

= \frac{\bar{y}_r}{n x_r} \sum_{k=1}^{n} x_k = \frac{\bar{y}_r}{x_r} \left( \frac{x_n}{x_r} \right)

The estimator (2.21) can be written in terms of \( \epsilon, \delta, \) and \( \eta \):

\[
\bar{y}_r = \frac{\bar{y}_r}{\bar{y}} \bar{y} \left( \frac{x_n}{x_r} \right) = (1 + \epsilon) \frac{1 + \eta}{1 + \delta} \bar{y} = \bar{y} (1 + \epsilon)(1 + \eta) \left[ \sum_{i=0}^{\infty} (-1)^i \delta^i \right]
\]

= \bar{y}(1 + \epsilon)(1 + \eta)(1 - \delta + \delta^2 + \cdots) = \bar{y}(1 + \epsilon + \eta + \epsilon \eta)(1 - \delta + \delta^2 + \cdots)

= \bar{y}[1 + \epsilon + \eta - \delta + \delta^2 + \epsilon \eta - \epsilon \delta - \delta \eta + O(\epsilon \eta \delta)]
\] (2.22)
Thus, the variance of $\bar{y}_{ratio}$ is given by

\[
Var(\bar{y}_{ratio}) = Var\{\bar{y}[1 + \epsilon + \eta - \delta + \delta^2 + \epsilon\eta - \epsilon\delta - \delta\eta + O(\epsilon\eta\delta)]\}
\]
\[
= \bar{y}^2[Var(1 + \epsilon + \eta - \delta + \delta^2 + \epsilon\eta - \epsilon\delta - \delta\eta + O(\epsilon\eta\delta))]
\]
\[
\approx \bar{y}^2[Var(\epsilon) + Var(\eta) + Var(\delta)]
\]
\[
= \bar{y}^2[E(\epsilon^2) - (E(\epsilon))^2 + E(\eta^2) - (E(\eta))^2 + E(\delta^2) - (E(\delta))^2]
\]
\[
= \bar{y}^2[E(\epsilon^2) + E(\eta^2) + E(\delta^2)]
\]

(2.23)

and the mean squared error of $\bar{y}_{ratio}$ to the first order of approximation is given by

\[
MSE(\bar{y}_{ratio}) = E[(\bar{y}_{ratio} - \bar{y})^2]
\]
\[
= \bar{y}^2E[(\epsilon + \eta - \delta + \delta^2 + \epsilon\eta - \epsilon\delta - \delta\eta + O(\epsilon\eta\delta))^2]
\]
\[
\approx \bar{y}^2E[(\epsilon + \eta - \delta)^2]
\]
\[
= \bar{y}^2E(\epsilon^2 + \eta^2 + \delta^2 + 2\epsilon\eta - 2\epsilon\delta - 2\delta\eta)
\]
\[
\approx \left(\frac{1}{r} - \frac{1}{N}\right)s^2_y + \bar{y}^2\left(\frac{1}{n} - \frac{1}{N}\right)s^2_x + \bar{y}^2\left(\frac{1}{r} - \frac{1}{N}\right)s^2_x
\]
\[
+ 2\bar{y}^2\left(\frac{1}{n} - \frac{1}{N}\right)s_{xy} - 2\bar{y}^2\left(\frac{1}{r} - \frac{1}{N}\right)s_{xy} - 2\bar{y}^2\left(\frac{1}{n} - \frac{1}{N}\right)s^2_x
\]
\[
= \left(\frac{1}{r} - \frac{1}{N}\right)s^2_y + \left(\frac{1}{r} - \frac{1}{n}\right)(\bar{y})^2s^2_x - 2\left(\frac{1}{r} - \frac{1}{n}\right)\bar{y}s_{xy}
\]

(2.24)
Note that if \( \frac{\bar{y}}{\bar{x}} < 2 \frac{s_{xy}}{s_x^2} \),

\[
MSE(\bar{y}_r) = (\frac{1}{r} - \frac{1}{N})s_y^2 + (\frac{1}{r} - \frac{1}{n})(\frac{\bar{y}}{\bar{x}})^2 s_x^2 - 2(\frac{1}{r} - \frac{1}{n})\frac{\bar{y}}{\bar{x}}s_{xy} < (\frac{1}{r} - \frac{1}{N})s_y^2 + (\frac{1}{r} - \frac{1}{n})(4 \frac{s_{xy}^2 s_x^2}{s_x^4} - 4 \frac{s_{xy}^2}{s_x^2})
\]

\[
= (\frac{1}{r} - \frac{1}{N})s_y^2 = MSE(\bar{y}_{mean})
\]

It follows that the ratio method of imputation is better than the mean method of imputation if

\[
\frac{\bar{y}}{\bar{x}} < 2 \frac{s_{xy}}{s_x^2}
\]

(2.25)

### 2.1.3 Regression Method of Imputation

In (2.6), choosing \( A = \bar{y}_r - \frac{s_{xy}}{s_x} \bar{x}_r \) and \( B = \frac{s_{xy}}{s_x^2} \), one obtains the regression method of imputation:

\[
y_{ik} = \begin{cases} 
  y_k & \text{if } R_k = 1 \\
  \bar{y}_r - \frac{s_{xy}}{s_x^2} \bar{x}_r + \frac{s_{xy}}{s_x^2} x_k & \text{if } R_k = 0 
\end{cases}
\]

(2.26)
The estimator (2.4) becomes

\[
\bar{y}_{reg} = \bar{y}_{imp} = \frac{1}{n} \sum_{k=1}^{n} y_{Ik} = \frac{1}{n} \left[ r \sum_{k=1}^{r} y_k + \sum_{k=r+1}^{n} (\bar{y}_r - \frac{s_{xy}}{s_x^2} \bar{x}_r + \frac{s_{xy}}{s_x^2} x_k) \right]
\]

\[
= \frac{1}{n} \left[ r \bar{y}_r + (n - r)(\bar{y}_r - \frac{s_{xy}}{r s_x^2} \sum_{k=1}^{r} x_k) + \frac{s_{xy}}{s_x^2} \sum_{k=r+1}^{n} x_k \right] (2.27)
\]

\[
= \bar{y}_r - \frac{s_{xy}}{r s_x^2} \sum_{k=1}^{r} x_k + \frac{s_{xy}}{n s_x^2} \left( \sum_{k=1}^{r} x_k + \sum_{k=r+1}^{n} x_k \right)
\]

\[
= \bar{y}_r - \frac{s_{xy}}{s_x^2} \bar{x}_r + \frac{s_{xy}}{s_x^2} \bar{x}_n
\]

The estimator (2.27) can be written in terms of \( \epsilon, \delta, \) and \( \eta \):

\[
\bar{y}_{reg} = \frac{\bar{y}_r}{\bar{y}} \bar{y} + \frac{s_{xy}}{s_x^2} (\bar{x}_n - \bar{x}_r) \bar{x}
\]

\[
= \bar{y}(1 + \epsilon) + \bar{x} \frac{s_{xy}}{s_x^2} (\eta - \delta) (2.28)
\]
Thus, the mean squared error of $\bar{y}_{\text{regression}}$ is given by

$$MSE(\bar{y}_{\text{reg}}) = E[(\bar{y}_{\text{regression}} - \bar{y})^2]$$

$$= E[(\bar{y}\epsilon + \bar{x}\frac{s_{xy}}{s_x^2}(\eta - \delta))^2]$$

$$= E[\bar{y}^2\epsilon^2 + 2\bar{y}\bar{x}\frac{s_{xy}}{s_x^2}\epsilon(\eta - \delta) + \bar{x}^2\left(\frac{s_{xy}}{s_x^2}\right)^2(\eta - \delta)^2]$$

$$= \bar{y}^2E(\epsilon^2) + 2\bar{y}\bar{x}\frac{s_{xy}}{s_x^2}[E(\epsilon\eta) - E(\epsilon\delta)]$$

$$+ \bar{x}^2\left(\frac{s_{xy}}{s_x^2}\right)^2[E(\eta^2) - 2E(\eta\delta) + E(\delta^2)]$$

$$\approx \frac{\bar{y}^2}{r - 1}N\frac{y^2}{\bar{y}^2} + 2\bar{y}\bar{x}\frac{s_{xy}}{s_x^2}\left[\frac{1}{n} - \frac{1}{N}\frac{s_{xy}}{\bar{x}\bar{y}} - (\frac{1}{r} - \frac{1}{N})\frac{s_{xy}}{\bar{x}\bar{y}}\right]$$

$$+ \bar{x}^2\left(\frac{s_{xy}}{s_x^2}\right)^2\left[\frac{1}{n} - \frac{1}{N}\frac{s_x^2}{\bar{x}^2} - 2\left(\frac{1}{n} - \frac{1}{N}\frac{s_x^2}{\bar{x}^2}\right) + (\frac{1}{r} - \frac{1}{N})\frac{s_x^2}{\bar{x}^2}\right]$$

$$= (\frac{1}{r} - \frac{1}{N})s_y^2 - (\frac{1}{r} - \frac{1}{n})\frac{s_{xy}^2}{\bar{x}^2}$$

(2.29)

Comparing (2.29) with (2.24) and (2.19), one sees that the regression method of imputation is better than the mean and ratio methods of imputation.

### 2.1.4 Power Transformation Method of Imputation

In (2.6), choosing $A = 0$ and $B = \bar{y}_{r}n(\frac{\bar{y}}{n})^{\alpha - r}$, where $\alpha$ is a chosen constant, one obtains the power transformation method.
of imputation:

\[ y_{1k} = \begin{cases} y_k & \text{if } R_k = 1 \\ \bar{y}_r \frac{n(\bar{x}_n)^\alpha - r}{n\bar{x}_n - r\bar{x}_r} x_k & \text{if } R_k = 0 \end{cases} \]  

(2.30)

The estimation (2.4) becomes

\[
\bar{y}_{\text{power}} = \bar{y}_{\text{imp}} = \frac{1}{n} \sum_{k=1}^{n} y_{1k} \\
= \frac{1}{n} \left[ \sum_{k=1}^{r} y_k + \sum_{k=r+1}^{n} \bar{y}_r \frac{n(\bar{x}_n)^\alpha - r}{n\bar{x}_n - r\bar{x}_r} x_k \right] \\
= \frac{r\bar{y}_r}{n} + \bar{y}_r \frac{n(\bar{x}_n)^\alpha - r}{n\bar{x}_n - r\bar{x}_r} \left( \frac{n\bar{x}_n - r\bar{x}_r}{n} \right) \\
= P\bar{y}_r + B(\bar{x}_n - P\bar{x}_r)
\]

(2.31)

where the response rate \( P = \frac{r}{n} \)

In [29], Singh and Deo declared that the power transformation method is as good as the regression method of imputation. So we have more choice for the imputation.

2.1.5 Optimal Method of Imputation

The optimal method of imputation is to find the coefficients \( A \) and \( B \) in (2.7) so that the mean squared error of the proposed estimator \( \bar{y}_{imp} \) is minimized.
By (2.7), the estimator (2.4) can be written as

\[
\bar{y}_{imp} = \frac{1}{n} \sum_{k=1}^{n} y_{Ik} = \frac{1}{n} \left[ \sum_{k=1}^{r} y_k + \sum_{k=r+1}^{n} (A + Bx_k) \right]
\]

\[
= \frac{1}{n} \left[ r\bar{y}_r + (n-r)A + B \left( \sum_{k=1}^{r} x_k + \sum_{k=r+1}^{n} x_k \right) - B \sum_{k=1}^{r} x_k \right]
\]

\[
= \frac{r}{n} \bar{y}_r + (1 - \frac{r}{n})A + B(\bar{x}_n - \frac{r}{n}\bar{x}_r)
\]

(2.32)

Noting that \(E(\bar{y}_r) = \bar{y}, E(\bar{x}_r) = \bar{x}\) and \(E(\bar{x}_n) = \bar{x}\), one obtains the bias of the estimator \(\bar{y}_{imp}\):

\[
Bias(\bar{y}_{imp}) = E(\bar{y}_{imp}) - \bar{y}
\]

\[
= \frac{r}{n} E(\bar{y}_r) + (1 - \frac{r}{n})A + B \left( E(\bar{x}_n) - \frac{r}{n} E(\bar{x}_r) \right) - \bar{y}
\]

\[
= \frac{r}{n} \bar{y} + (1 - \frac{r}{n})A + B\bar{x}(1 - \frac{r}{n}) - \bar{y}
\]

\[
= (1 - \frac{r}{n})(A + B\bar{x} - \bar{y})
\]

(2.33)

This implies that under the assumption \(r < n\), the method (2.7) is unbiased if

\[
A + B\bar{x} - \bar{y} = 0
\]

(2.34)
The estimator (2.32) can be written in terms of \( \epsilon, \delta, \) and \( \eta \):

\[
\bar{y}_{imp} = \frac{r}{n} \bar{y}r \bar{y} + (1 - \frac{r}{n})A + B(\frac{\bar{x}n}{\bar{x}} \bar{x} - \frac{r}{n} \bar{x}_r \bar{x})
= \frac{r}{n} (1 + \epsilon) \bar{y} + (1 - \frac{r}{n})A + B[(1 + \eta)\bar{x} - \frac{r}{n}(1 + \delta)\bar{x}]
= \frac{r}{n} (1 + \epsilon) \bar{y} + (1 - \frac{r}{n})A + B\bar{x}(1 - \frac{r}{n} + \eta - \frac{r}{n})
\]

(2.35)

The mean squared error of \( \bar{y}_{imp} \) is given by

\[
MSE(\bar{y}_{imp}) = E[(\bar{y}_{imp} - \bar{y})^2]
= E[(\frac{r}{n}(1 + \epsilon)\bar{y} + (1 - \frac{r}{n})A + B\bar{x}(1 - \frac{r}{n} + \eta - \frac{r}{n}) - \bar{y})^2]
= E[(\frac{r}{n}\bar{y}\epsilon + B\bar{x}(\eta - \frac{r}{n}) + U]^2]
= E[(\frac{r}{n}\bar{y}\epsilon + B\bar{x}(\eta - \frac{r}{n})^2 + 2U(\frac{r}{n}\bar{y}\epsilon + B\bar{x}(\eta - \frac{r}{n})) + U^2]
= E[(\frac{r}{n})^2\bar{y}^2\epsilon^2 + 2B\frac{r}{n}\bar{y}\epsilon(\eta - \frac{r}{n}) + B^2\bar{x}^2(\eta - \frac{r}{n})^2]
+ E[2U(\frac{r}{n}\bar{y}\epsilon + B\bar{x}(\eta - \frac{r}{n})) + U^2]
= (\frac{r}{n})^2\bar{y}^2E(\epsilon^2) + 2B\frac{r}{n}\bar{y}\bar{x}E(\epsilon) - 2B\frac{r}{n}\bar{y}\bar{x}E(\epsilon^2) + B^2\bar{x}^2E(\eta^2)
+ B^2\bar{x}^2E(\eta^2) - 2B^2\bar{x}^2\frac{r}{n}E(\eta\delta) + B^2\bar{x}^2(\frac{r}{n})^2E(\delta^2) + U^2
\]

(2.36)

where

\[
U = U(A, B) = (1 - \frac{r}{n})(A + B\bar{x} - \bar{y})
\]
Putting
\[ 0 = \frac{\partial \text{MSE}(\bar{y}_{\text{imp}})}{\partial A} \]
\[ = 2U \frac{\partial U}{\partial A} = 2(1 - \frac{r}{n})^2(A + B \bar{x} - \bar{y}) \]
and
\[ 0 = \frac{\partial \text{MSE}(\bar{y}_{\text{imp}})}{\partial B} \]
\[ = 2B \bar{x}^2[E(\eta^2) - \frac{2r}{n} E(\eta \delta) + (\frac{r}{n})^2 E(\delta^2)] \]
\[ + \frac{2r}{n} \bar{x} \bar{y} E(\epsilon \eta) - 2(\frac{r}{n})^2 \bar{x} \bar{y} E(\epsilon \delta) + 2U \frac{\partial U}{\partial B} \]
\[ = 2A(1 - \frac{r}{n})^2 \bar{x} + 2B \bar{x}^2[E(\eta^2) - \frac{2r}{n} E(\eta \delta) + (\frac{r}{n})^2 E(\delta^2)] \]
\[ + 2B(1 - \frac{r}{n})^2 \bar{x}^2 + \frac{2r}{n} \bar{x} \bar{y} E(\epsilon \eta) - 2(\frac{r}{n})^2 \bar{x} \bar{y} E(\epsilon \delta) - 2(1 - \frac{r}{n})^2 \bar{x} \bar{y} \]

one obtains the optimal solution:
\[ A = \bar{y} - B \bar{x} \quad (2.37) \]

and
\[ B = \frac{(\frac{\bar{y}}{\bar{x}})[(\frac{\bar{r}}{n})^2 E(\epsilon \delta) - \frac{\bar{r}}{n} E(\epsilon \eta)]}{E(\eta^2) - \frac{2r}{n} E(\eta \delta) + (\frac{r}{n})^2 E(\delta^2)} \quad (2.38) \]

It follows
\[ B = \frac{(\frac{\bar{r}}{n})^2(\frac{1}{r} - \frac{1}{N})s_{xy} - \frac{\bar{r}}{n}(\frac{1}{r} - \frac{1}{N})s_{xy}}{(\frac{1}{n} - \frac{1}{N})s_x^2 - \frac{2r}{n}(\frac{1}{n} - \frac{1}{N})s_x^2 + (\frac{r}{n})^2(\frac{1}{r} - \frac{1}{N})s_x^2} \]
\[ = \frac{(\frac{r}{n})^2(\frac{1}{r} - \frac{1}{N}) - \frac{r}{n}(\frac{1}{r} - \frac{1}{N})}{(\frac{1}{n} - \frac{1}{N}) - \frac{2r}{n}(\frac{1}{n} - \frac{1}{N}) + (\frac{r}{n})^2(\frac{1}{r} - \frac{1}{N})} \quad (2.39) \]
(2.37) and (2.39) give the optimal coefficients $A$ and $B$. However, noting $\bar{y}$ is the value that one just wants to estimate, it remains unknown during an imputation procedure. Consequently, since the optimal coefficient $A$ is a function of $\bar{y}$, this method is not applicable theoretically. In practice, one can replace $\bar{y}$ by other estimation $\bar{y}_{imp}$ in (2.4), for instance, by $\bar{y}_{\text{mean}}$ in (2.16), or by $\bar{y} = \frac{1}{n} \sum_{i=1}^{n} \hat{m}(x_i)$ found in Chapter 3.

### 2.2 Multiple Imputation Approach

Multiple imputation is a technique that tries to improve the single imputation method to resolve the problems of nonresponse data. In such an approach, one has an incomplete set of sample values $Y$ and several complete sets of sample values $X^{(1)}, \cdots, X^{(m)}$ from the same population. As in Chapter 2.1, one has established the relations between the element in $Y$ and the elements in each $X^{(k)}$, $k = 1, \cdots, m$. Now, one has interest to estimate a quantity $Q$, a function of the value set $Y$, in the survey. For each $k \in \{1, \cdots, m\}$, one obtains the corresponding estimator $\hat{Q}_{X^{(k)}}$ from $X_k$ by a single imputation method. Then, one evaluates $Q$ as a function, for instance, the mean, of these $\hat{Q}_{X^{(k)}}$.

In this chapter, we will give summary of the statistical theories given by Rubin [26] for the multiple imputation approach.
to nonresponse in the census or survey.

2.2.1 Variables in the Multiple Imputation Approach

Here one defines four variables in the finite population of $N$ individuals: $X$, covariates; $Y$, outcome variables; $I$, sampling indicators; and $R$, response indicators.

The covariates $X$ describe characteristics of individuals that are fully observed or measured. $X$ are written in the form:

$$X = \begin{pmatrix} X_1 \\ X_2 \\ \vdots \\ X_N \end{pmatrix} = \begin{pmatrix} X_{11} & X_{12} & \ldots & X_{1q} \\ X_{21} & X_{22} & \ldots & X_{2q} \\ \vdots & \vdots & \ddots & \vdots \\ X_{N1} & X_{N2} & \ldots & X_{Nq} \end{pmatrix} \quad (2.40)$$

where $(X_i) = (X_{i1} \ X_{i2} \ \ldots \ X_{iq})$ is a row vector that corresponds to the $q$ components of covariate $X$, on the individual $i$, $i = 1, 2, \ldots, N$.

The outcome variables $Y$ describe characteristics of individuals that are not fully observed or measured in the population. $Y$ is written in the form:

$$Y = \begin{pmatrix} Y_1 \\ Y_2 \\ \vdots \\ Y_N \end{pmatrix} = \begin{pmatrix} Y_{11} & Y_{12} & \ldots & Y_{1p} \\ Y_{21} & Y_{22} & \ldots & Y_{2p} \\ \vdots & \vdots & \ddots & \vdots \\ Y_{N1} & Y_{N2} & \ldots & Y_{Np} \end{pmatrix} \quad (2.41)$$
where \((Y_i) = (Y_{i1} \ Y_{i2} \ \ldots \ Y_{ip})\) is a row vector corresponding to \(p\) components of characteristics of interest on the individual \(i\).

The sampling indicators \(I\) describe which values are included or excluded in the survey. \(I\) can be written in the form:

\[
I = \begin{pmatrix}
I_1 \\
I_2 \\
\vdots \\
I_N
\end{pmatrix} = \begin{pmatrix}
I_{11} & I_{12} & \ldots & I_{1p} \\
I_{21} & I_{22} & \ldots & I_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
I_{N1} & I_{N2} & \ldots & I_{Np}
\end{pmatrix} \quad (2.42)
\]

where \((I_i) = (I_{i1} \ I_{i2} \ \ldots \ I_{ip})\) is a row vector. Each \(I_{ij}\) is defined by

\[
I_{ij} = \begin{cases} 
1 & \text{if } Y_{ij} \text{ recorded,} \\
0 & \text{if } Y_{ij} \text{ not recorded.}
\end{cases}
\]

One assumes that the value of \(I_{ij}\) is known for all \(i\) and all \(j\).

The response indicators \(R\) describe which values are respondent or nonrespondent in the survey. \(R\) can be written on the form:

\[
R = \begin{pmatrix}
R_1 \\
R_2 \\
\vdots \\
R_N
\end{pmatrix} = \begin{pmatrix}
R_{11} & R_{12} & \ldots & R_{1p} \\
R_{21} & R_{22} & \ldots & R_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
R_{N1} & R_{N2} & \ldots & R_{Np}
\end{pmatrix} \quad (2.43)
\]
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where \( (R_i) = \left( R_{i1} \ R_{i2} \ \ldots \ R_{ip} \right) \) is a row vector. Each \( R_{ij} \) is defined by

\[
R_{ij} = \begin{cases} 
1 & \text{if } Y_{ij} \text{ respondent} \\
0 & \text{if } Y_{ij} \text{ nonrespondent.}
\end{cases}
\]

One assumes that the value of \( R_{ij} \) is known whenever \( I_{ij} = 1 \) and unknown whenever \( I_{ij} = 0 \).

In this thesis, we only consider the case \( p = 1 \), i.e., for every individual \( i \in S \), the single response variable \( Y_i = y_i \in \mathbb{R} \).

### 2.2.2 Analysis of Repeated Imputation

Let \( n \) be the sample size. Consider \( Q \), the quantity of interest in the survey. In order to estimate \( Q \), one measures \( m \) complete sets of sample values \( X^{(1)}, \ldots, X^{(m)} \). This yields \( m \) corresponding imputations \( Y^{(1)}, \ldots, Y^{(m)} \) and thus \( m \) corresponding estimators \( \hat{Q}^{(1)}, \ldots, \hat{Q}^{(m)} \) of \( Q \). Assume that

\[
Q - \hat{Q}^{(k)} \sim N(0, U^{(k)}) \quad k = 1, \ldots, m \quad (2.44)
\]

where \( U^{(k)} \) is the variance of the estimator associated with \( \hat{Q}^{(k)} \) and \( N(0, U^{(k)}) \) is the kth normal distribution with mean 0 and variance \( U^{(k)} \). The estimates and associated variances for \( m \) sets of completed data can be combined as below.
The estimator for $Q$ for multiple imputation is given by

$$
\bar{Q} = \frac{1}{m} \sum_{k=1}^{m} \hat{Q}^{(k)}
$$

(2.45)

The within-imputation variance is defined by

$$
\bar{U} = \frac{1}{m} \sum_{k=1}^{m} U^{(k)}
$$

(2.46)

and the between-imputation variance is defined by

$$
B = \frac{1}{m - 1} \sum_{k=1}^{m} (Q^{(k)} - \bar{Q})(Q^{(k)} - \bar{Q})
$$

(2.47)

The total variance of $Q - \bar{Q}$ is given by

$$
T = \bar{U} + (1 + \frac{1}{m})B
$$

(2.48)

Then, the statistic $T^{-1/2}(Q - \bar{Q})$ is approximately distributed as the Student $t$ distribution on $\nu$ degree of freedom:

$$
\frac{Q - \bar{Q}}{T^{1/2}} \sim t_\nu
$$

(2.49)

with

$$
\nu = (m - 1)(1 + \frac{1}{r_m})^2
$$

(2.50)

where $r_m$, called the relative increase in variance due to nonresponse, is given by

$$
r_m = \frac{(1 + m^{-1})B}{U}
$$

(2.51)
A 100(1 − α)% confidence interval of estimate \( Q \) is then found as

\[
\bar{Q} \pm t_\nu(\alpha/2)T^{1/2}
\]

(2.52)

### 2.2.3 Multiple Imputation Efficiency

One notes, by (2.50), that the degrees of freedom \( \nu \) depends on the repeated number \( m \) and the ratio \( r_m \). When \( m \) increases or \( r_m \) decreases, the degrees of freedom \( \nu \) increases and thus, the statistic \( T^{−1/2}(Q − \bar{Q}) \) tends to be distributed as a normal distribution. When there are no missing data about \( Q \), by (2.47), one sees that \( B = 0 \), hence, \( r_m = 0 \), the distribution in (2.49) will be normal as previewed.

Another estimate of the fraction of missing data about \( Q \) due to nonresponse, derived by Rubin ([26] p.77), is the rate of missing information:

\[
\gamma_m = \frac{r_m + 2/(\nu + 3)}{r_m + 1}
\]

(2.53)

Rubin showed that the efficiency, in units of variance, of finite-\( m \) imputation estimator relative to the infinite-\( m \) imputation
estimator is approximately given by ([26] p.114)

\[ RE = \left(1 + \frac{\gamma_0}{m}\right)^{-1} \]  \hspace{1cm} (2.54)

where \( \gamma_0 \) is the population fraction of missing information.

By calculating ([26] p.114) the efficiency \( RE \) in terms of different values of \( m \) and \( \gamma_0 \), Rubin claimed that \( m = 2 \) to 10 imputations may be proper.

2.2.4 Evaluation of Multiple Imputation Method

One should note that no technique can be perfect or unimportant for the nonresponse problem. The multiple imputation technique has its own advantages and inconveniences.

Conditions of Advantage

Multiple imputation retains the ability of single imputation to use the complete data method of analysis. And it enhances the ability of single imputation to incorporate the data collector’s knowledge because the data collectors are allowed to use their knowledge to reflect uncertainty about which values will be imputed. Multiple Imputation always produces estimates which are more representative of the population than other popular methods of handling missing data. In addition to the shared
advantage with single imputation, there are some distinct advantages.

- Multiple Imputation increases the efficiency of estimation.
- Valid inference which reflect the additional variability due to missing values can be simply obtained by straightforward combining completed data inferences under a model.

Conditions of Inconvenience

Obviously there are some disadvantages of multiple imputation relative to single imputation.

- More work is required to produce sets of completed data.
- More storage space is needed to store these multiple imputed data sets.
- Extra work is required to analyze these multiple imputed data sets.
Chapter 3

Nonparametric Imputation Approaches

As in Section 2.1 and Section 2.2, one has two correlated sets of independent and identically distributed random vectors: the complete set $X$ and the incomplete set $Y$ from a sample survey $S = \{1, \cdots, n\} \subseteq \Omega$, the set of the population. The object here is to establish a regression curve by these two sets which provides a reasonable estimation to the representation of $Y$. We call such regression technique as a *smoothing*.

Let $Z_S = \{(X_i, Y_i) : X_i \in X_S, Y_i \in Y_S\}$, where $X_S = \{X_1, \cdots, X_n\}$ and $Y_S = \{Y_1, \cdots, Y_n\}$ are the set of the covariates and the set of outcome variables respectively from the sample $S$ defined in Section 2.1 and Section 2.2.

In this thesis, we only consider the case where for every individual $i \in S$, the single response variable $Y_i = y_i \in \mathbb{R}$ and the
predictor variable $X_i \in \mathbb{R}^q$.

Let $R_S = \{ R_i : i \in S \}$ be the response indicator defined by

$$R_i = \begin{cases} 
1 & \text{if } Y_i \text{ respondent,} \\ 
0 & \text{if } Y_i \text{ nonrespondent.} 
\end{cases}$$

(3.1)

The nonparametric imputation assumes an appropriate regression relationship

$$Y = m(X) + \epsilon$$

(3.2)

so that,

$$Y_i = m(X_i) + \epsilon_i, \quad i = 1, \cdots, n$$

(3.3)

To obtain the regression curve $m(x)$, one defines an estimator of $m(x)$ by

$$\hat{m}(x) = \frac{1}{\sum_{i=1}^n R_i} \sum_{i=1}^n W_i(x) R_i Y_i$$

(3.4)

where $W_i(x)$, depending on the vectors $X_1, \cdots, X_n$, is the weight of $Y_i$ to the individual $i \in S$. We call such regression estimator $\hat{m}(x)$ as a smoother and the corresponding outcome $\{ \hat{Y}_i = \hat{m}(X_i) : i \in S \}$ as the smooth value. Thus, the smoothing of $Z_S = \{(X_1, Y_1), \cdots, (X_n, Y_n)\}$ becomes a procedure of how to find these weights $W_i(x)$ for every individual $i \in S$.

In this chapter, we will summarize some smoothing techniques
given by Härdle [12].

### 3.1 Kernel Smoothing

In this section, the predictor variables $X_i \in \mathbb{R}$, i.e., $x$ is one-dimensional real scalar.

In order to find the weight sequence $\{W_1(x), \ldots, W_n(x)\}$, one introduces a continuous, bounded and symmetric real function $K$ called the kernel function, such that

$$\int_{\mathbb{R}} K(t)dt = 1 \quad (3.5)$$

The idea of the kernel smoothing is motivated from the properties of a probability density function $f(x)$. The equation (3.5) is, in fact, a feature that a probability density function must satisfy. Let $F(x) = P(X \leq x)$ be the cumulative distribution function of $X$.

$$f(x) = \frac{dF}{dx} = \lim_{h \to 0} \frac{P(x - h < x < x + h)}{2h} \quad (3.6)$$

This gives an idea to estimate $f(x)$, from the $n$ observations
\( X_1, \ldots, X_n \), by ([8] p.324)

\[
\hat{f}_n(x) \overset{\text{def}}{=} \frac{1}{2h} \left[ \frac{\text{number of observations falling in}(x-h, x+h)}{n} \right] \\
= \frac{1}{hn} \sum_{i=1}^{n} w\left(\frac{x - X_i}{h}\right)
\]

(3.7)

where \( w \) the weight function defined by

\[
w(x) = \frac{1}{2} I_{\{|x| \leq 1\}}
\]

(3.8)

Note that if \( K(x) \) is the density function of the random variable \( X \), then

\[
K_h(x) \overset{\text{def}}{=} \frac{1}{h} K\left(\frac{x}{h}\right)
\]

(3.9)

is the density function of the random variable \( hX \). With the kernel equation (3.5), Rosenblatt and Parzen ([8] p.331) defined a kernel density estimator for the density function of \( X \) by

\[
\hat{f}_h(x) = \frac{1}{hn} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h}\right)
\]

(3.10)

Since \( K \) is continuous, bounded, symmetric about the origin on real line, and integrated to unity by (3.5), then for a small \( h \), the regression relation \( m \) at some point \( x_0 \) in (3.2) can be written
approximately as

\[
m(x_0) \approx \int_{-\infty}^{\infty} m(t) K_h(t - x_0) dt
= \mathbb{E} \left[ \frac{m(X) K_h(X - x_0)}{f(X)} \right] = \mathbb{E} \left[ \frac{Y K_h(X - x_0)}{f(X)} \right] \tag{3.11}
\]

From the equation (3.11), a kernel estimator can be obtained as:

\[
\hat{m}_h(x) = \frac{1}{\sum_{i=1}^{n} R_i} \sum_{i=1}^{n} \frac{[K_h(X_i - x) R_i Y_i]}{f(X_i)} \tag{3.12}
\]

Usually the density function of \( f(x) \) is unknown. Note that the kernel density (3.10) is enlightened by the naive density estimator (3.7). For very small \( h \), these \( f(X_i) \) in (3.12) can be replaced by \( \hat{f}_h(x) \). Thus, the estimator (3.12) becomes

\[
\hat{m}_h(x) = \frac{1}{\sum_{i=1}^{n} R_i} \sum_{i=1}^{n} \frac{[K_h(x - X_i) R_i Y_i]}{\hat{f}_h(x)} \tag{3.13}
\]

Consequently, Nadaraya and Watson ([12] p.25) proposed the weight sequence of the kernel smoother as

\[
W_i(x) = \frac{K_h(x - X_i)}{\hat{f}_h(x)} = \frac{1}{n} \sum_{j=1}^{n} K_h(x - X_j) = \frac{K(\frac{x - X_i}{h})}{\frac{1}{n} \sum_{j=1}^{n} K(\frac{x - X_j}{h})} \tag{3.14}
\]
where the size of the weight \( h \) is called the \textit{bandwidth}. This gives the \textit{Nadaraya-Watson estimator} by (3.4):

\[
\hat{m}_h(x) = \frac{1}{\sum_{k=1}^{n} R_k} \sum_{i=1}^{n} \left[ \frac{K_h(x - X_i)R_iY_i}{\frac{1}{n} \sum_{j=1}^{n} K_h(x - X_j)} \right]
\]

(3.15)

We note that if \( R_i = 1 \) for all \( i \in S \), i.e., all \( Y_i \) are respondent, (3.15) becomes

\[
\hat{m}_h(x) = \frac{1}{n} \sum_{i=1}^{n} \left[ \frac{K_h(x - X_i)Y_i}{\frac{1}{n} \sum_{j=1}^{n} K_h(x - X_j)} \right]
\]

(3.16)

The above equation implies a reasonable estimator in the case of missing data, introduced by Cheng and Wei [5],

\[
\hat{m}_h(x) = \frac{\sum_{i=1}^{n} \left[ K_h(x - X_i)R_iY_i \right]}{\sum_{j=1}^{n} K_h(x - X_j)R_j}
\]

(3.17)

That is obtained by taking account of only these variables \( X_i \) for \( R_i = 1 \), i.e., the kernel density estimator (3.10) for the density function of \( X \) becomes

\[
\hat{f}_h(x) = \frac{1}{h \sum_{i=1}^{n} R_i} \sum_{i=1}^{n} K\left(\frac{x - X_i}{h}\right) R_i
\]

(3.18)
and thus the weight sequence of the kernel smoother (3.14) becomes

\[ W_i(x) = \frac{K_h(x - X_i)}{\hat{f}_h(x)} = \frac{K_h(x - X_i)}{\sum_{k=1}^{n} R_k \sum_{j=1}^{n} K_h(x - X_j) R_j} \]

\[ = \frac{K(x - X_i)}{\sum_{k=1}^{n} R_k \sum_{j=1}^{n} K(x - X_j) R_j} \]  \hspace{1cm} (3.19)

Substituting (3.19) into (3.4), we obtain (3.17).

### 3.2 Selection of Kernel Function

In this section, we suppose that \( R_i = 1 \) for all \( i \in S \), i.e., all \( Y_i \) are respondent.

Let

- \( K \) be the kernel function as defined in Section 3.1.
- \( X \) be a one-dimensional predictor variable.
- \( m \) be the regression model defined by (3.2).
- \( f \) be the density function of the random variable \( X \).
- \( \sigma^2(x) \) be the variance of the random variable \( X \) at the point \( x \).

Then one has the following theorem ([12] p.29).
**Theorem 3.1** Assume:

1. \( \int_{\mathbb{R}} |K(t)| dt < \infty \);
2. \( \lim_{|t| \to \infty} tK(t) = 0 \);
3. \( \mathbb{E}[Y^2] < \infty \);
4. for \( n \to \infty \), then, \( h \to 0 \) and \( nh \to \infty \).

Then, for each \( x \in \mathbb{R} \) with \( f(x) > 0 \) such that \( m \), \( f \) and \( \sigma^2 \) are continue at the point \( x \), one has

\[
\frac{1}{n} \sum_{i=1}^{n} W_i(x)Y_i \overset{p}{\to} m(x).
\]

The theorem 3.1 ensures that the kernel smoother \( \hat{m}_h(x) \) converges in probability to response curve \( m(x) \). Based on the Theorem 3.1, one can propose several kernel functions \( K \) to estimate the response variable \( Y \).

**Example 3.2.1** *Polynomial kernels*

1. \( K(t) = \frac{3}{4}(1 - t^2)I(|t| \leq 1) \)
2. \( K(t) = \frac{15}{32}(3 - 10t^2 + 7t^4)I(|t| \leq 1) \)
3. \( K(t) = \frac{15}{4}(-t + t^3)I(|t| \leq 1) \)
4. \( K(t) = \frac{105}{32}(-5t + 14t^3 - 9t^5)I(|t| \leq 1) \)
5. \( K(t) = \frac{105}{16}(-1 + 6t^2 - 5t^4)I(|t| \leq 1) \)
6. \( K(t) = \frac{315}{64}(-5 + 63t^2 - 135t^4 + 77t^6)I(|t| \leq 1) \)

(3.20)
In [12], Härdle listed some polynomial kernels ([12] p.135. (1) is also called as the Epanechnikov kernel). All of these kernel functions in Example 3.2.1 have support [-1, 1] and were derived by Gasser, Müller and Mammitzsch [1985] from some optimality consideration.

**Example 3.2.2 The Gaussian kernel**

\[ K(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \]  

(3.21)

In fact, is the density of a standard normal distribution.

**Example 3.2.3 The gamma kernel**

\[ K(t) = \frac{1}{\beta^\alpha \Gamma(\alpha)} e^{-\frac{t}{\beta}} t^{\alpha - 1} \quad t \geq 0 \]  

(3.22)

is, in fact, the density of the gamma distribution. Note that in Example 3.2.3, the gamma kernel \( K \) is not symmetric to the origin 0. Ignoring the condition of symmetry, the density function \( f(x) \) is a kernel function of the continuous random variable \( X \), where \( \alpha \) and \( \beta \) have to be chosen appropriately.

Note that the function \( K \) in Example 3.2.3 does not satisfy the condition of symmetry for a kernel. Thus, for using (3.22) as a kernel function, it should have some special consideration.
3.3 Selection of Bandwidth

In this section, we suppose that $R_i = 1$ for all $i \in S$, i.e., all $Y_i$ are respondent.

Let

$$d_M(x, h) = \mathbb{E}[\hat{m}_h(x) - m(x)]^2$$

be the mean squared error of the kernel smoothing model at a point $x$ of the random variable $X$. For the regression method (3.2), assuming, without loss of generality, that $X_i$ is taken from the interval $[-1, 1]$, Gasser and Müller ([12] p.29) in 1984 showed the following theorem.

**Theorem 3.2** Let

$$c_K = \int_{\mathbb{R}} K^2(t)dt < \infty$$

$$d_K = \int_{\mathbb{R}} t^2 K(t)dt < \infty$$

Take the kernel weight sequence $\{W_{hi}\}$, proposed by Gasser and Müller ([12] p.28), as

$$W_{hi} = n \int_{S_{i-1}}^{S_i} K_h(x - t)dt$$

(3.23)

where $X_{i-1} \leq S_{i-1} \leq X_i$ is chosen from the ordered set $\{X_0 < X_1 <, \ldots, < X_n\}$ with $X_0 = -1$.

Assume:

1. $K$ has support $[-1, 1]$ with $K(-1) = K(1) = 0$;
2. $m \in C^2$;
3. \( \max_i |X_i - X_{i-1}| = O(n^{-1}) \);

4. \( \text{var}(\epsilon_i) = \sigma^2, i = 1, \ldots, n \);

5. for \( n \to \infty \), then, \( h \to 0 \) and \( nh \to \infty \). Then, for each \( x \in \mathbb{R} \) with \( f(x) > 0 \) such that \( m, f \) and \( \sigma^2 \) are continue at the point \( x \), one has

\[
d_M(x,h) \approx (nh)^{-1} \sigma^2 c_K + h^4 d_K^2 (m''(x))^2 / 4.
\]

The optimal bandwidth \( h_{opt} \) can be found by setting

\[
\frac{\partial d_M(x,h)}{\partial h} = 0
\]

### 3.4 Kernel Smoothing for Non-negative Stationary Ergodic Processes

In this section we suppose that \( R_i = 1 \) for all \( i \in S \), i.e., all \( Y_i \) are respondent.

In Section 3.1, we have shown the idea how to get the Nadaraya-Watson (NW) estimator (3.15):

\[
\hat{m}_h(x) = \frac{\sum_{i=1}^{n} Y_i K_h(x - X_i)}{\sum_{i=1}^{n} K_h(x - X_i)}
\]  

(3.24)

where \( K_h \), represents the density function of the random variable \( hX \), is given by (3.9). In this section, we summarize the kernel smoothing, proposed by Chaubey, Laïb and Sen in [3],
to give a rigor and solid reason to the generalized NW estimator from (3.24) for non-negative data sampled from a stationary, ergodic process. This says that for every individual \( i \in S \), the single response variable \( Y_i \in \mathbb{R}^+ \) and the predictor variable \( X_i \in \mathbb{R}^{+q} \), and furthermore, every \( Z_i = (X_i, Y_i) \in Z_S = \{(X_i, Y_i) : X_i \in X_S, Y_i \in Y_S\} \) is sampled from a stationary, ergodic process.

Define the conditional mean function

\[
m(x) = \mathbb{E}(\phi(Y_1)|X_1 = x)
\]  \hspace{1cm} (3.25)

where \( \phi : \mathbb{R}^+ \to \mathbb{R} \), is a Borel function such that \( \mathbb{E}(|\phi(Y_1)|) < \infty \), in addition, \( m(x) = \mathbb{E}(\phi(Y_1)|X_1 = x) < \infty \) for any \( x \in X_S \). The goal in this section is to construct an estimator for the mean function \( m \).

3.4.1 1-Dimensional Case

Here we consider \( X_i \in \mathbb{R}^+ \) for every \( i \in S \), i.e., \( q = 1 \).

In order to construct the estimator of \( m \) in (3.25), Chaubey, Laïb and Sen presented the following theorem ([3] p.975), originally shown in [11], Chapter VII ([11] p.219).
Theorem 3.3 For $n = 1, 2, \cdots$, consider a family of distributions $f_{x,h_n}$, where $h_n$ denotes the bandwidth for each sample $S_n$, with mean $\mu_n(x)$ and variance $\sigma^2_n(x)$. Let $u$ be a bounded and continuous function on $\mathbb{R}$. If $\mu_n(x) \to x$ and $\sigma^2_n(x) \to 0$ for each $x \in \mathbb{R}$, then
\[
\int_{-\infty}^{\infty} u(t)f_{x,h_n}(t)dt \to u(x) \quad \text{as} \quad n \to \infty \quad (3.26)
\]
The convergence is uniform in every finite interval in which $\sigma^2_n(x) \to 0$ uniformly and $u$ is uniformly continuous.

Let $u(t) = m(t)f(t)$, where $f$, bounded and continuous on $\mathbb{R}^+$, is the common density function of $X_i \in X_S$. Then, (3.26) becomes
\[
\mathbb{E}_f(\phi(Y_1)f_{x,h_n}(X_1)) = \int_{-\infty}^{\infty} m(t)f(t)f_{x,h_n}(t)dt \to m(x)f(x) \quad \text{as} \quad n \to \infty \quad (3.27)
\]
(3.27) motivates an estimator of $m$ for each sample $S_n$ given by

\[
\hat{m}_n(x) = \frac{\hat{u}_n(x)}{\hat{f}_n(x)}
\]
for $x \in \mathbb{R}^+$, where $\hat{u}_n$ is the estimator of $\mathbb{E}_f(\phi(Y_1)f_{x,h_n}(X_1))$:
\[
\hat{u}_n(x) = \frac{1}{n} \sum_{i=1}^{n} \phi(Y_i)f_{x,h_n}(X_i) \quad (3.28)
\]
and $\hat{f}_n$ is the estimator of $f$:
\[
\hat{f}_n(x) = \frac{1}{n} \sum_{i=1}^{n} f_{x,h_n}(X_i) \quad (3.29)
\]
i.e., the estimator of $m$ for each sample $S_n$ is constructed by
\[
\hat{m}_n(x) = \frac{\sum_{i=1}^{n} \phi(Y_i)f_{x,h_n}(X_i)}{\sum_{i=1}^{n} f_{x,h_n}(X_i)} \quad (3.30)
\]
We note that the Nadaraya-Watson estimator \( \hat{m}_h \) in (3.24) is a special case of the estimator \( \hat{m}_n \) given in (3.30) by taking the bandwidth \( h_n = h \) and
\[
f_{x,h_n}(t) = K_h(x - t) = \frac{1}{h} K\left(\frac{x - t}{h}\right)
\]
where \( K \) is the kernel described in Section 3.1.

Chaubey, Laïb and Sen indicated ([3] p.975) that the estimator in (3.30) may not be defined at \( x = 0 \) except in cases where \( \hat{m}_n(0) = \lim_{x\to 0^+} \hat{m}_n(x) \) exists. For this situation, Chaubey, Laïb and Sen modified the estimator in (3.30) to construct a perturbed version of estimator of \( m \) ([3] p.976):
\[
\hat{m}_n(x) = \frac{\sum_{i=1}^{n} \phi(Y_i) f_{x+\epsilon_n,h_n}(X_i)}{\sum_{i=1}^{n} f_{x+\epsilon_n,h_n}(X_i)}
\]
(3.31)
where \( \epsilon_n \in \mathbb{R}^+ \) tends to 0 as \( n \to \infty \) in an appropriate rate.

### 3.4.2 q-Dimensional Case

Here we consider \( X_i \in \mathbb{R}^q \) with \( q > 1 \) for every \( i \in S \). In this case, the estimator of \( m \) is still given by (3.31), i.e.,
\[
\hat{m}_n(x) = \frac{\hat{u}_n(x + \epsilon_n)}{\hat{f}_n(x + \epsilon_n)} = \frac{\sum_{i=1}^{n} \phi(Y_i) f_{x+\epsilon_n,h_n}(X_i)}{\sum_{i=1}^{n} f_{x+\epsilon_n,h_n}(X_i)}
\]
(3.32)

In this multi dimensional case, usually these estimators of distributions \( f_{x,h_n} \) can be calculated by
\[ f_{x,h_n}(t) = \prod_{k=1}^{q} f_{x_k,h_n}(t) \]
where \( x = (x_1, \ldots, x_q) \in \mathbb{R}^q \), and \( f_{x_k,h_n} \) denotes the distribution described in the theorem 3.3 for the element \( x_k, k \in \{1, \ldots, q\} \).

In [3], Chaubey, Laïb and Sen studied the specific kernel estimator given by a Gamma distribution. They showed, under certain conditions, the results of asymptotic normality for the estimator and evaluated the mean squared errors (MSE).

### 3.5 Nearest Neighbor Estimates

The nearest neighbor imputation is to use a \( k \)-nearest neighbor \((k-NN)\) sequence \( \{(X_i, Y_i)\}_{i=1}^{n} \), introduced by Loftsgaarden and Quesenberry [1965], to estimate the smoother \( m(x) \) at the point \( x \) in the regression relationship (3.2). In order to calculate the smoother \( m(x) \) by the \( k \)-NN imputation, the \( k \) observations \( X_i \) closest to \( x \) are chosen for the index set

\[ J_x = \{ i : X_i \text{ is one of the } k \text{ nearest observations with } R_i = 1 \text{ to } x \} \]

and the \( k \)-NN weight sequence is constructed by ([12] p.42)

\[ W_{ki}(x) = \begin{cases} 
1/k & \text{if } i \in J_x, \\
0 & \text{otherwise}.
\end{cases} \quad (3.33) \]
Then, the $k$-NN smoother is found by (3.4):

$$
\hat{m}_k(x) = \frac{1}{\sum_{i=1}^{n} R_i} \sum_{i=1}^{n} W_{ki}(x) R_i Y_i
$$

(3.34)

Let $X$ be a one-dimensional predictor variable. Suppose that $R_i = 1$ for all $i \in S$, i.e., all $Y_i$ are respondent. For the $k$-NN estimate, one has the following theorem ([12] p.43).

**Theorem 3.4** Let $k \to \infty$, $k/n \to \infty$, $n \to \infty$. The bias and variance of the $k$-NN estimate $\hat{m}_k$ with weights as in (3.34) are given by

$$
\mathbb{E}[\hat{m}_k(x) - m(x)] \approx \frac{1}{24f(x)^3} [(m''f + 2m'f')(x)](k/n)^2
$$

and

$$
\text{var}\{\hat{m}_k(x)\} \approx \frac{\sigma^2(x)}{k}
$$

where $m$ is the regression model defined by (3.2), $f$ is the density function of the random variable $X$, and $\sigma^2(x)$ is the variance of the random variable $X$ at the point $x$.

### 3.6 Horvitz-Thompson Estimate

Let $Z_i = (X_i, Y_i) \in Z_S = \{(X_i, Y_i) : X_i \in X_S, Y_i \in Y_S\}$. The population total is defined by

$$
\tau = \sum_{i=1}^{N} Y_i
$$

(3.35)
In 1952, Horvitz and Thompson proposed an inverse weighting estimator of the population total $\tau$ ([6] p.259):

$$\hat{\tau} = \sum_{i=1}^{n} \frac{R_i Y_i}{\pi_i}$$

where $\pi_i$ is the probability that the $i$th unit $Y_i$ is in the sample:

$$\pi_i = P(R_i = 1 | X_i \in X_S)$$

**Theorem 3.5** If $\pi_i > 0$, $i = 1, \ldots, n$,

$$\hat{\tau} = \sum_{i=1}^{n} \frac{Y_i}{\pi_i}$$

is an unbiased estimator of $\tau$, with variance

$$var(\hat{\tau}) = \sum_{i=1}^{n} \frac{1 - \pi_i}{\pi_i} Y_i^2 + 2 \sum_{i}^{n} \sum_{j > i}^{n} \frac{\pi_{ij} - \pi_i \pi_j}{\pi_i \pi_j} Y_i Y_j$$

where $\pi_{ij}$ is the probability that the $i$th and $j$th units $Y_i, Y_j$ are both in the sample:

$$\pi_{ij} = P(R_i = 1, R_j = 1 | X_i, X_j \in X_S)$$

### 3.7 Nonparametric Regression Imputation Method to Estimate the Population Mean

The nonparametric regression weighting approach is a common way to impute the missing values for the analysis of nonparamet-
ric imputation in sampling techniques. The regression approach includes:

- Kernel regression imputation
- Nearest neighbor imputation

Here we summarize some kernel smoothing estimators, proposed by Ning and Cheng in [20].

### 3.7.1 Kernel Regression Weighting Method

By (3.17), Cheng and Wei [5] introduced an estimator to the population mean for $Y_i$:

$$
\hat{\mu} = \frac{1}{n} \sum_{k=1}^{n} \hat{m}_h(X_k)
$$

$$
= \frac{1}{n} \sum_{k=1}^{n} \frac{\sum_{i=1}^{n} K_h(X_k - X_i) R_i Y_i}{\sum_{j=1}^{n} K_h(X_k - X_j) R_j} \tag{3.39}
$$

$$
= \frac{1}{n} \sum_{k=1}^{n} \frac{\sum_{i=1}^{n} K(\frac{X_k - X_i}{h}) R_i Y_i}{\sum_{j=1}^{n} K(\frac{X_k - X_j}{h}) R_j}
$$

A reasonable estimator to the population mean for $Y_i$ is

$$
\hat{\mu}_{KR} = \frac{1}{n} \sum_{i=1}^{n} [R_i Y_i + (1 - R_i) \hat{m}_h(X_i)] \tag{3.40}
$$

where $\hat{m}_h(x)$ is given by (3.17). In (3.40), the nonrespondent $Y_i$ are replaced by $\hat{m}_h(X_i)$. 
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3.7.2 Nearest Neighbor Regression Weighting Method

The nearest neighbor (NN) regression weights is an another ba-

cic approach to nonparametric imputation. For a finite positive
interger $k$, a $k$-NN imputation estimator is defined as

$$\hat{\mu}_{NN} = \frac{1}{n} \sum_{i=1}^{n} [R_i Y_i + (1 - R_i) \hat{m}_k(X_i)]$$  \hspace{1cm} (3.41)

where $\hat{m}_k$ is the $k$-NN smoother given by (3.34). Similar to (3.40),
in (3.41) the nonrespondent $Y_i$ are replaced by $\hat{m}_k(X_i)$.

3.7.3 Horvitz-Thompson (HT) Inverse Weighting Method

According to (3.36), the HT estimator of the population mean
\( \mu \) is defined by

$$\hat{\mu}_{HT} = \frac{\hat{\tau}}{n} = \frac{1}{n} \sum_{i=1}^{n} \frac{R_i Y_i}{\pi_i}$$  \hspace{1cm} (3.42)

By similar reasoning to construct the estimator of population
total (3.36) ([6] p.259), one can replace $n$ in (3.42) by a ratio
estimator:

$$\hat{n} = \sum_{i=1}^{n} \frac{R_i}{\pi_i}$$  \hspace{1cm} (3.43)

Then the HT estimator of the population mean (3.42) becomes

$$\hat{\mu}_{HT} = \frac{1}{\sum_{i=1}^{n} \frac{R_i}{\pi_i}} \sum_{i=1}^{n} \frac{R_i Y_i}{\pi_i}$$  \hspace{1cm} (3.44)
According to (3.37), $\pi_i$ is a conditional probability. By the law of conditional probability and the kernel density estimator $\hat{f}_h(x)$ for the density function of $X$ (3.10), one obtains an estimator of $\pi_i$:

$$
\hat{\pi}_i = \frac{\hat{f}_h(R_i = 1, X_i)}{\hat{f}_h(X_i)} = \frac{\sum_{j=1}^n R_i K_h(X_i - X_j)}{\sum_{j=1}^n K_h(X_i - X_j)} (3.45)
$$

where $K_h$ is the kernel given by (3.9).

### 3.8 Multiple Imputation

In this section, we consider the case where the predictor variable $X$ is $p-$dimensional, i.e., $X_i = (X_{i1}, \ldots, X_{ip})$ for every individual $i \in S = \{1, \ldots, n\}$. In such multi dimensional case, the kernel function can be defined as

$$
K(t_1, \ldots, t_p) = \prod_{k=1}^p K(t_k) (3.46)
$$

where $K(t_k)$ is the one-dimensional kernel function defined in Section 3.1.

Then the kernel weights can be found by

$$
W_i(x) = \prod_{k=1}^p \frac{K_{hk}(x_k - X_{ik})}{f_h(x)} (3.47)
$$
where $K_h$ is defined by (3.9), and $\hat{f}_h$ is the Rosenblatt-Parzen density estimator defined by

$$
\hat{f}_h(x) = \frac{1}{n} \sum_{i=1}^{n} \left( \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) \right) \tag{3.48}
$$

By (3.4), one obtains an estimator for $Y$:

$$
\hat{m}_h(x) = \frac{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i Y_i}{\sum_{i=1}^{n} R_i \sum_{i=1}^{n} \left( \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) \right)}
= \frac{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i Y_i}{\sum_{i=1}^{n} R_i \sum_{i=1}^{n} \left( \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) \right)} \tag{3.49}
$$

Similarly with (3.17), one can construct another reasonable estimator for $Y$:

$$
\hat{m}_h(x) = \frac{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i Y_i}{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i}
= \frac{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i Y_i}{\sum_{i=1}^{n} \prod_{k=1}^{p} K_{h_k}(x_k - X_{ik}) R_i} \tag{3.50}
$$
Chapter 4

Application

In this chapter, we apply these approaches introduced in Chapter 2 and Chapter 3 to a real example: a coast to coast chain of stores and their supplies in Canada (The data, given by Professor Wei Sun of Department of Mathematics and Statistics of Concordia University, are quoted from the author’s report of the B Sc.Honors project in 2011).

The data table in Appendix A consists of the work hours and sales in the first week and fifth week of a year by 287 divisions of the stores in the chain. We believe that the work hours of different weeks, the work hours and sales in same week, the sales of different weeks are strongly correlated. The data in Appendix A are completed. We delete almost 100 data of sales in the fifth week. Then, we use the methods introduced in Chapter 2 and Chapter 3 to estimate these missing data and verify the applicability of those methods.
The programs we made here (The programs were made by Mat-
lab). can be used for the similar general cases. For instance, the
heights and weights of a groups of boys at age 15 in a certain
region were measured, the approaches applied here can be used
to estimate the missing data of heights and weights for the same
groups at age 20 and predict the average height and weight for
the 20-year-order boys in the same region.

4.1 Single Imputation

In this section, \( X_S = \{X_1, \cdots, X_n\} \) is the sample of work hours
in week 1, \( Y_S = \{Y_1, \cdots, Y_n\} \) is the sample of work hours in
week 5 for these divisions of the stores, where \( n = 287 \), and
\( R = \{R_1, \cdots, R_n\} \) is the response indicator set defined in (2.1).

4.1.1 Ratio Method of Imputation

The estimator of \( Y_k \) is given by (2.20):

\[
\hat{Y}_k = \hat{m}(X_k) = \begin{cases} 
Y_k & \text{if } R_k = 1 \\
\frac{\bar{Y}_r}{\bar{X}_r}X_k & \text{if } R_k = 0
\end{cases}
\]  

(4.1)
where

\[ \bar{X}_r = \frac{1}{\sum_{j=1}^{n} R_j \sum_{j=1}^{n} R_j X_j} \]

\[ \bar{Y}_r = \frac{1}{\sum_{j=1}^{n} R_j \sum_{j=1}^{n} R_j Y_j} \]

The estimator is illustrated in Fig. 4.1.
The estimation of mean $\bar{Y}$ is given by (2.21):

$$Y_{ratio} = \frac{1}{n} \sum_{k=1}^{n} \hat{Y}_k$$

$$= \bar{Y}_r \left( \frac{\bar{X}_n}{\bar{X}_r} \right)$$

(4.2)

where $\bar{X}_n$ is the average value of the sample $X_S$:

$$\bar{X}_n = \bar{X} = \frac{1}{n} \sum_{j=1}^{n} X_j$$

We obtain:

$$Y_{ratio} \approx 100.8651 \text{ hours}$$

and

$$\text{Error} = |Y_{ratio} - \bar{Y}| \approx 0.9783 \text{ hours}$$

Relative error $$= \left| \frac{Y_{ratio} - \bar{Y}}{\bar{Y}} \right| \approx 0.0096$$

where

$$\bar{Y} = \frac{1}{n} \sum_{i=1}^{n} Y_i \approx 101.8434 \text{ hours}$$

(4.3)

is the average of the work hours in the fifth week from the sample given by the data table in Appendix A.

### 4.1.2 Regression Method of Imputation

The estimator of $Y_k$ is given by (2.26):

$$\hat{Y}_k = \begin{cases} Y_k & \text{if } R_k = 1 \\ \bar{Y}_r - \frac{s_{XY}}{s_X^2} \bar{X}_r + \frac{s_{XY}}{s_X^2} X_k & \text{if } R_k = 0 \end{cases}$$

(4.4)
where \( s_X, s_Y, s_{XY} \) are given by (2.5):

\[
\begin{align*}
    s_{XY} &= \frac{1}{r-1} \sum_{k=1}^{n} (R_k X_k - \bar{X}_r)(R_k Y_k - \bar{Y}_r) \\
    s^2_X &= \frac{1}{r-1} \sum_{k=1}^{n} (R_k X_k - \bar{X}_r)^2 \\
    s^2_Y &= \frac{1}{r-1} \sum_{k=1}^{n} (R_k Y_k - \bar{Y}_r)^2
\end{align*}
\]

with

\[
r = \sum_{j=1}^{n} R_j
\]

The estimator is illustrated by Fig. 4.2.

The estimation of mean \( \bar{Y} \) is given by (2.27):

\[
\bar{Y}_{\text{regression}} = \frac{1}{n} \sum_{k=1}^{n} \hat{Y}_k
\]

\[
= \bar{Y}_r - \frac{s_{XY}}{s^2_X} \bar{X}_r + \frac{s_{XY}}{s^2_X} \bar{X}_n
\] (4.5)

We obtain:

\[
\bar{Y}_{\text{regression}} \approx 101.3384 \text{ hours}
\]

and

\[
\text{Error} = |\bar{Y}_{\text{regression}} - \bar{Y}| \approx 0.5050 \text{ hours}
\]

\[
\text{Relative error} = \left| \frac{\bar{Y}_{\text{regression}} - \bar{Y}}{\bar{Y}} \right| \approx 0.0050
\]
4.1.3 Optimal Method of Imputation

The estimator of $Y_k$ is given by (2.32):

$$\hat{Y}_k = \begin{cases} 
Y_k & \text{if } R_k = 1 \\
A + BX_k & \text{if } R_k = 0 
\end{cases}$$

(4.6)

where

$$B = \frac{s_{XY}}{s_X^2}$$

$$A = \hat{Y} - B\bar{X} = \bar{Y}_r - B\bar{X}$$
The estimator is illustrated by Fig. 4.3.

Figure 4.3: Optimal estimator

The estimation of mean $\bar{Y}$ is given by (2.32):

$$\bar{Y}_{optimal} = \frac{1}{n} \sum_{k=1}^{n} \hat{Y}_k$$

$$= \frac{r}{n} \bar{Y}_r + (1 - \frac{r}{n}) A + B(\bar{X}_n - \frac{r}{n} \bar{X}_r)$$

(4.7)
We obtain:
\[ \bar{Y}_{optimal} \approx 104.2080 \text{ hours} \]
and
\[ \text{Error} = |\bar{Y}_{optimal} - \bar{Y}| \approx 2.3646 \text{ hours} \]
\[ \text{Relative error} = \left| \frac{\bar{Y}_{optimal} - \bar{Y}}{\bar{Y}} \right| \approx 0.0232 \]

### 4.1.4 Kernel Smoothing Method

In this section, we apply those approaches introduced in Section 3.2 to estimate the work hours in the fifth week. The estimator of \( Y_k \) is given by (3.17):
\[
\hat{Y}_k = \hat{m}_h(X_k) = \frac{\sum_{i=1}^{n} K(X_k - X_{hi})R_iY_i}{\sum_{j=1}^{n} K(X_k - X_{hj})R_j} \quad (4.8)
\]
where \( h \) is the bandwidth of the kernel \( K \).

The estimation of mean \( \bar{Y} \) is given by (3.39):
\[
\mu_{KR1} = \frac{1}{n} \sum_{k=1}^{n} \hat{m}_h(X_k) = \frac{1}{n} \sum_{k=1}^{n} \sum_{i=1}^{n} K(X_k - X_{hi})R_iY_i}{\sum_{j=1}^{n} K(X_k - X_{hj})R_j} \quad (4.9)
\]
or by (3.40):
\[
\mu_{KR2} = \frac{1}{n} \sum_{i=1}^{n} [R_iY_i + (1 - R_i)\hat{m}_h(X_i)] \quad (4.10)
\]
where \( \hat{m}_h(x) \) is given by (4.8).

1. Epanechnikov Kernel

The Kernel is given in (3.20):

\[
K(t) = \frac{3}{4} (1 - t^2) I(|t| \leq 1) \quad (4.11)
\]

The estimator (4.8) for the Epanechnikov Kernel is illustrated by Fig. 4.4.

Using the estimator (4.9), we obtain:

\[
\bar{Y}_{Epanechnikov} \approx 101.2395 \text{ hours}
\]

and

\[
\text{Error} = |\bar{Y}_{Epanechnikov} - \bar{Y}| \approx 0.6039 \text{ hours}
\]

Relative error = \(|\bar{Y}_{Epanechnikov} - \bar{Y}| / \bar{Y}| \approx 0.0059

Using the estimator (4.10), we obtain:

\[
\bar{Y}_{Epanechnikov} \approx 101.3955 \text{ hours}
\]

and

\[
\text{Error} = |\bar{Y}_{Epanechnikov} - \bar{Y}| \approx 0.4479 \text{ hours}
\]
Relative error = \left| \frac{\bar{Y}_{\text{Epanechnikov}} - \bar{Y}}{\bar{Y}} \right| \approx 0.0044

2. Polynomial Order-4 Kernel

The Kernel is given in (3.20):

$$K(t) = \frac{15}{32} (3 - 10t^2 + 7t^4) I(|t| \leq 1)$$

(4.12)
The estimator (4.8) for the Polynomial Order-4 Kernel is illustrated by Fig. 4.5.

Using the estimator (4.9), we obtain:

\[ \bar{Y}_{PolyOrder4} \approx 101.6475 \text{ hours} \]

and

\[ \text{Error} = |\bar{Y}_{PolyOrder4} - \bar{Y}| \approx 0.1959 \text{ hours} \]
Relative error = \left| \frac{\bar{Y}_{PolyOrder4} - \bar{Y}}{\bar{Y}} \right| \approx 0.0019

Using the estimator (4.10), we obtain:

\bar{Y}_{PolyOrder4} \approx 101.3957 \text{ hours}

and

\text{Error} = |\bar{Y}_{PolyOrder4} - \bar{Y}| \approx 0.4477 \text{ hours}

Relative error = \left| \frac{\bar{Y}_{PolyOrder4} - \bar{Y}}{\bar{Y}} \right| \approx 0.0044

3. Gaussian Kernel

The Kernel is given by (3.21):

\[ K(t) = \frac{1}{\sqrt{2\pi}} e^{-\frac{t^2}{2}} \]  \hspace{1cm} (4.13)

The estimator (4.8) for the Gaussian Kernel is illustrated by Fig. 4.6.

Using the estimator (4.9), we obtain:

\bar{Y}_{Gauss} \approx 101.7062 \text{ hours}

and

\text{Error} = |\bar{Y}_{Gauss} - \bar{Y}| \approx 0.1373 \text{ hours}
Figure 4.6: Gaussian kernel estimator (h = 0.9)

Relative error = \( \frac{\bar{Y}_{Gauss} - \bar{Y}}{\bar{Y}} \) \approx 0.0013

Using the estimator (4.10), we obtain:

\( \bar{Y}_{Gauss} \approx 101.8267 \) hours

and

\( \text{Error} = |\bar{Y}_{Gauss} - \bar{Y}| \approx 0.0167 \) hours
Relative error = \left| \frac{Y_{Gauss} - \bar{Y}}{Y} \right| \approx 1.6400e - 004 = 0.000164

4.2 Multiple Imputation

Here we apply the kernel smoothing methods for multiple imputation described in Section 3.8 to estimate the missing data of sales in the fifth week \( Y \) provided that the sample of sales in the first week \( X_1 \) and the sample of work hours in the fifth week \( X_2 \) are complete.

Let \( X_1s = \{X_{11}, \ldots , X_{n1}\} \) be the sample of sales in week 1, \( X2s = \{X_{12}, \ldots , X_{n2}\} \) be the sample of work hours in week 5, \( Y_s = \{Y_1, \ldots , Y_n \} \) be the sample of sales in week 5 for these divisions of the stores, where \( n = 287 \), and \( R = \{R_1, \ldots , R_n\} \) be the response indicator set defined by (2.1). The estimator of \( Y_j \) is given by (3.49):

\[
\hat{Y}_j = \hat{m}_h(X_{j1}, X_{j2}) = \frac{\sum_{i=1}^{n} K\left(\frac{X_{j1} - X_{i1}}{h_1}\right) K\left(\frac{X_{j2} - X_{i2}}{h_2}\right) R_i Y_i}{\sum_{i=1}^{n} R_i \sum_{i=1}^{n} K\left(\frac{X_{j1} - X_{i1}}{h_1}\right) K\left(\frac{X_{j2} - X_{i2}}{h_2}\right)}
\]  

(4.14)
The estimation of mean $\bar{Y}$ is given by

$$\hat{\mu}_1 = \frac{1}{n} \sum_{j=1}^{n} \hat{m}_h(X_{j1}, X_{j2})$$

$$= \sum_{j=1}^{n} \frac{\sum_{i=1}^{n} K\left(\frac{X_{j1} - X_{i1}}{h_1}\right) K\left(\frac{X_{j2} - X_{i2}}{h_2}\right) R_i Y_i}{(\sum_{i=1}^{n} R_i) \sum_{i=1}^{n} K\left(\frac{X_{j1} - X_{i1}}{h_1}\right) K\left(\frac{X_{j2} - X_{i2}}{h_2}\right)}$$  \hspace{1cm} (4.15)

or

$$\hat{\mu}_2 = \frac{1}{n} \sum_{i=1}^{n} [R_i Y_i + (1 - R_i) \hat{m}_h(X_{i1}, X_{i2})]$$  \hspace{1cm} (4.16)

where $\hat{m}_h(X_{j1}, X_{j2})$ is given by (4.14).

Before we delete some data from the sample $Y$ of sales in the fifth week, the average of $Y$, given by the data table in Appendix A, is

$$\bar{Y} = \frac{1}{n} \sum_{i=1}^{n} Y_i \approx 53888 \, \$  \hspace{1cm} (4.17)$$

### 4.2.1 Epanechnikov Kernel

The Kernel is given by (4.11). The estimators of $Y_k$ for the single imputation, $\hat{Y}_k = \hat{m}_{h_1}(X_{k1})$ with $h_1 = 4000$ and $\hat{Y}_k = \hat{m}_{h_2}(X_{k2})$ with $h_2 = 15$, are given by (4.8), that are illustrated by Fig. 4.7 and Fig. 4.8, respectively.
Using the estimator (4.9), we obtain:

\[ \bar{Y}_{\text{Epanechnikov}}(X_1) \approx 54744 \text{ $} \]

\[ \text{Error} = |\bar{Y}_{\text{Epanechnikov}}(X_1) - \bar{Y}| \approx 856.8022 \text{ $} \]

\[ \text{Relative error} = \left| \frac{\bar{Y}_{\text{Epanechnikov}}(X_1) - \bar{Y}}{\bar{Y}} \right| \approx 0.0159 \]

and

\[ \bar{Y}_{\text{Epanechnikov}}(X_2) \approx 54773 \text{ $} \]

\[ \text{Error} = |\bar{Y}_{\text{Epanechnikov}}(X_2) - \bar{Y}| \approx 885.4971 \text{ $} \]
Figure 4.8: Epanechnikov kernel estimator – single imputation by $X_2$

Relative error = $\left| \frac{\bar{Y}_{\text{Epanechnikov}}(X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0164$

Using the estimator (4.10), we obtain:

$\bar{Y}_{\text{Epanechnikov}}(X_1) \approx 54742$ $

\text{Error} = |\bar{Y}_{\text{Epanechnikov}}(X_1) - \bar{Y}| \approx 854.4287$

Relative error = $\left| \frac{\bar{Y}_{\text{Epanechnikov}}(X_1) - \bar{Y}}{\bar{Y}} \right| \approx 0.0159$
and

\[ \hat{Y}_{Epanechnikov}(X_2) \approx 54902 \]$ 

Error \( = |\hat{Y}_{Epanechnikov}(X_2) - \bar{Y}| \approx 1014.0 \) $ 

Relative error \( = \left| \frac{\hat{Y}_{Epanechnikov}(X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0188 \)

By the estimator (4.15) for the multiple imputation method, we obtain:

\[ \hat{Y}_{Epanechnikov Mul}(X_1, X_2) \approx 57583 \]$ 

Error \( = |\hat{Y}_{Epanechnikov Mul}(X_1, X_2) - \bar{Y}| \approx 3695.1 \) $ 

Relative error \( = \left| \frac{\hat{Y}_{Epanechnikov Mul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0686 \)

### 4.2.2 Polynomial Order-4 Kernel

The Kernel is given by (4.12). The estimators of \( Y_k \) for the single imputation, \( \hat{Y}_k = \hat{m}_{h_1}(X_{k1}) \) with \( h_1 = 10000 \) and \( \hat{Y}_k = \hat{m}_{h_2}(X_{k2}) \) with \( h_2 = 20 \), are given by (4.8), that are illustrated by Fig. 4.9 and Fig. 4.10, respectively.

Using the estimator (4.9), we obtain:

\[ \hat{Y}_{Poly4}(X_1) \approx 54715 \]$ 

Error \( = |\hat{Y}_{Poly4}(X_1) - \bar{Y}| \approx 826.9704 \)$
Relative error $= |\frac{\bar{Y}_{Poly4}(X_1) - \bar{Y}}{\bar{Y}}| \approx 0.0153$

and

$\bar{Y}_{Poly4}(X_2) \approx 55092 \ $

Error $= |\bar{Y}_{Poly4}(X_2) - \bar{Y}| \approx 1204.8 \ $

Relative error $= |\frac{\bar{Y}_{Poly4}(X_2) - \bar{Y}}{\bar{Y}}| \approx 0.0224$
Using the estimator (4.10), we obtain:

\[ \bar{Y}_{\text{Poly}4}(X_1) \approx 54767 \] $

\text{Error} = |\bar{Y}_{\text{Poly}4}(X_1) - \bar{Y}| \approx 879.3035$

Relative error = \[ |\frac{\bar{Y}_{\text{Poly}4}(X_1) - \bar{Y}}{\bar{Y}}| \approx 0.0163 \]

and

\[ \bar{Y}_{\text{Poly}4}(X_2) \approx 55090 \] $

Figure 4.10: Polynomial Order4 Kernel estimator – single imputation by $X_2$
\[
\text{Error} = |\bar{Y}_{Poly^4}(X_2) - \bar{Y}| \approx 1202.1 ~$
\]

Relative error \[= \left| \frac{\bar{Y}_{Poly^4}(X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0223\]

By the estimator (4.15) for the multiple imputation method, we obtain:

\[
\bar{Y}_{Poly^4 Mul}(X_1, X_2) \approx 57735 ~$
\]

\[
\text{Error} = |\bar{Y}_{Poly^4 Mul}(X_1, X_2) - \bar{Y}| \approx 3847.0 ~$
\]

Relative error \[= \left| \frac{\bar{Y}_{Poly^4 Mul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0714\]

### 4.2.3 Gaussian Kernel

The Kernel is given by (4.13). The estimators of \( Y_k \) for the single imputation, \( \hat{Y}_k = \hat{m}_{h_1}(X_{k1}) \) with \( h_1 = 100 \) and \( \hat{Y}_k = \hat{m}_{h_2}(X_{k2}) \) with \( h_2 = 0.9 \), are given by (4.8), that are illustrated by Fig. 4.11 and Fig. 4.12, respectively.

Using the estimator (4.9), we obtain:

\[
\bar{Y}_{Gauss}(X_1) \approx 55160 ~$
\]

\[
\text{Error} = |\bar{Y}_{Gauss}(X_1) - \bar{Y}| \approx 1272.8 ~$
\]

Relative error \[= \left| \frac{\bar{Y}_{Gauss}(X_1) - \bar{Y}}{\bar{Y}} \right| \approx 0.0236\]
Figure 4.11: Gaussian Kernel estimator – single imputation by $X_1$

and

$$\bar{Y}_{Gauss}(X_2) \approx 54232 \, \$$$

$$\text{Error} = |\bar{Y}_{Gauss}(X_2) - \bar{Y}| \approx 344.1465 \, \$$

$$\text{Relative error} = \left| \frac{\bar{Y}_{Gauss}(X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0064$$

Using the estimator (4.10), we obtain:

$$\bar{Y}_{Gauss}(X_1) \approx 55170 \, \$$
Figure 4.12: Gaussian kernel estimator – single imputation by $X_2$

Error $= |\bar{Y}_{Gauss}(X_1) - \bar{Y}| \approx 1282.4 \ $
Relative error $= |\frac{\bar{Y}_{Gauss}(X_1) - \bar{Y}}{\bar{Y}}| \approx 0.0238$

and

$\bar{Y}_{Gauss}(X_2) \approx 54155 \ $
Error $= |\bar{Y}_{Gauss}(X_2) - \bar{Y}| \approx 367.2215 \ $
Relative error $= |\frac{\bar{Y}_{Gauss}(X_2) - \bar{Y}}{\bar{Y}}| \approx 0.0050$
By the estimator (4.15) for the multiple imputation method, we obtain:

\[ \bar{Y}_{GaussMul}(X_1, X_2) \approx 57961 \]

\[ \text{Error} = |\bar{Y}_{GaussMul}(X_1, X_2) - \bar{Y}| \approx 4073.5 \]

\[ \text{Relative error} = \left| \frac{\bar{Y}_{GaussMul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 0.0756 \]

4.3 Summary

The following tables show the results that we obtained in Section 4.1 and Section 4.2. We will compare these methods and discuss their applicability.

4.3.1 Single Imputation

In Section 4.1, we used some specific methods to estimate the missing data of the work hours in the fifth week by the complete sample of work hours in the first week. The table 4.1 shows the relative errors of those modes that we used in Section 4.1.

We see that, in general, these kernel smoothing methods are better than non-kernel methods.
<table>
<thead>
<tr>
<th>Modes</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio Method</td>
<td>0.96</td>
</tr>
<tr>
<td>Regression Method</td>
<td>0.50</td>
</tr>
<tr>
<td>Optimal Method</td>
<td>2.32</td>
</tr>
<tr>
<td>Epanechnikov Kernel</td>
<td>0.59</td>
</tr>
<tr>
<td>Polynomial Order4 Kernel</td>
<td>0.19</td>
</tr>
<tr>
<td>Gaussian Kernel</td>
<td>0.13</td>
</tr>
</tbody>
</table>

Table 4.1: Relative errors of the methods for single imputation

We note, as predicted, that the optimal method is the worst one among these methods in Table 4.1. As mentioned in Section 2.1.5, for estimating the mean $\bar{Y}$, this method needs an another estimation of $\bar{Y}$ to optimize the optimal coefficients $A$ and $B$.

Table 4.1 also shows that the Gaussian kernel smoothing method is better than those polynomial kernel smoothing methods. Since for the polynomial kernel smoothing methods, the kernel $K(t) = 0$ when $t > 1$, the chosen bandwidth $h$ could not be very small, while for Gaussian kernel, $h$ can be chosen to be enough small to optimize the procedure. This is why the Gaussian kernel smoothing method is the best one among these methods in Table 4.1.
4.3.2 Multiple Imputation

In Section 4.2, we used some specific multiple imputation methods to estimate the missing data of the sales in the fifth week $Y$ by the complete samples of the sales in the first week $X_1$ and the work hours in the fifth week $X_2$. The following tables show the relative errors of those modes that we used in Section 4.2.

<table>
<thead>
<tr>
<th>Modes</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Imputation $Y(X_1)$</td>
<td>1.59</td>
</tr>
<tr>
<td>Simple Imputation $Y(X_2)$</td>
<td>1.64</td>
</tr>
<tr>
<td>Multiple Imputation $Y(X_1, X_2)$</td>
<td>6.86</td>
</tr>
</tbody>
</table>

Table 4.2: Epanechnikov Kernel

<table>
<thead>
<tr>
<th>Modes</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Imputation $Y(X_1)$</td>
<td>1.53</td>
</tr>
<tr>
<td>Simple Imputation $Y(X_2)$</td>
<td>2.24</td>
</tr>
<tr>
<td>Multiple Imputation $Y(X_1, X_2)$</td>
<td>7.14</td>
</tr>
</tbody>
</table>

Table 4.3: Polynomial Order4 Kernel

<table>
<thead>
<tr>
<th>Modes</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Imputation $Y(X_1)$</td>
<td>2.36</td>
</tr>
<tr>
<td>Simple Imputation $Y(X_2)$</td>
<td>0.64</td>
</tr>
<tr>
<td>Multiple Imputation $Y(X_1, X_2)$</td>
<td>7.56</td>
</tr>
</tbody>
</table>

Table 4.4: Gaussian Kernel
We see, from Table 4.2, Table 4.3, and Table 4.4, that the multiple imputation methods used here are much worse than the corresponding simple imputation methods. Note that for a multiple imputation kernel smoothing method, the choice of an optimal bandwidth $h$ is very difficult. This might cause the poor accuracy for the multiple imputation kernel smoothing method.

In order to avoid such poor performance of the multiple imputation kernel smoothing method, we can simply use the estimator (2.45) to estimate $\bar{Y}$, i.e.,

$$\hat{Y}(X_1, X_2) = \frac{\hat{Y}(X_1) + \hat{Y}(X_2)}{2} \quad (4.18)$$

This gives

$$\bar{Y}_{Epanechnikov Mul}(X_1, X_2) \approx \frac{54744 + 54733}{2} \approx 57583 \$$

Error $= |\bar{Y}_{Epanechnikov Mul}(X_1, X_2) - \bar{Y}| \approx 870.5 \$$

Relative error $= \left| \frac{\bar{Y}_{Epanechnikov Mul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 1.62\%$

$$\bar{Y}_{Poly4 Mul}(X_1, X_2) \approx \frac{54715 + 55092}{2} \approx 54904 \$$

Error $= |\bar{Y}_{Poly4 Mul}(X_1, X_2) - \bar{Y}| \approx 1015.5 \$$

Relative error $= \left| \frac{\bar{Y}_{Poly4 Mul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 1.88\%$
\[ \tilde{Y}_{GaussMul}(X_1, X_2) \approx \frac{55160 + 54232}{2} \approx 54696 \]

\[ \text{Error} = |\tilde{Y}_{GaussMul}(X_1, X_2) - \bar{Y}| \approx 808.0 \]

\[ \text{Relative error} = \left| \frac{\tilde{Y}_{GaussMul}(X_1, X_2) - \bar{Y}}{\bar{Y}} \right| \approx 1.50\% \]

Then the situation is much more improved as shown in Table 4.5.

<table>
<thead>
<tr>
<th>Modes</th>
<th>Relative error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epanechnikov Kernel</td>
<td>1.62</td>
</tr>
<tr>
<td>Polynomial Order4 Kernel</td>
<td>1.88</td>
</tr>
<tr>
<td>Gaussian Kernel</td>
<td>1.50</td>
</tr>
</tbody>
</table>

Table 4.5: Relative errors of the methods for multiple imputation

Furthermore, it verifies the conclusion in the section 4.3.1, i.e., the Gaussian kernel smoothing method is the best one among these methods listed here.
Chapter 5

Conclusion

In this thesis, we reviewed several single imputation and multiple imputation techniques to deal with the problem of missing data in a census or a sample survey. Also we present some estimators for the missing data and the theories about the variance and mean squared error of those estimators. Finally, with some examples, we compare those modes to find their advantages, disadvantages, and applicabilities.

For a single imputation problem, the estimator of an element $Y_k$ from the sample $Y_S$ is given by a function $\hat{m}$ of the sample $X_S$:

$$\hat{Y}_k = \hat{m}_k(X_S)$$ (5.1)

Usually, there are two classifications for the estimation functions $\hat{m}$: single depended and linear: $\hat{Y}_k = A + BX_k$, multiple depended and nonlinear: $\hat{Y}_k = \hat{m}(k, X_S)$. 
Those single depended and linear functions $\hat{m}$ are introduced in Chapter 2. We present and discuss in Section 2.1 the mean method, the ratio method, the regression method, the power transformation method, and the optimal method for imputation.

Those multiple depended and nonlinear functions $\hat{m}$ are introduced in Chapter 3. We present and discuss in Chapter 3 the kernel smoothing method, the $k$-nearest neighbor method, etc. We introduce some theories for the selection of kernel function and bandwidth. The application in Chapter 4 shows how important about the choice of the bandwidth $h$.

For a multiple imputation problem, the estimator of an element $Y_k$ is also represented by (5.1), where every element $X_k$ in the sample $X_S$ is a real vector in stead of a real number.

In Section 2.2, we introduce the estimator (2.45) of the multiple imputation problem: an average of all single imputations. In Section 3.8, we introduce another estimator (3.49): the multiple kernel smoothing. The application in Chapter 4 shows that the estimator (2.45) is simple and applicable, while the estimator (3.49) is complicated and needs more works to optimize the bandwidth $h$. 
In Chapter 4, we apply these modes introduced in Chapter 2 and Chapter 3 to a real case. We calculate the estimators by single imputation techniques and multiple imputation techniques, then compare those imputation methods and conclude their advantages, disadvantages, and applicabilities.

In practice, all of these imputation techniques used in this thesis work well for the missing data problem. For the case of Chapter 4, those kernel smoothing methods are better than the linear imputation methods. According to results of the application, the Gaussian kernel smoothing method is a very good approach to the missing data problem.

In general, every specific missing data problem has a most appropriate specific approach for it. Choosing a proper mode is very important to resolve the problem. For a kernel smoothing method, the choice of an optimal bandwidth $h$ tends to become the critical to success.
Appendix A

Data Table

The following tables contain the data using for the application in Chapter 4. The data, given by Professor Wei Sun of Department of Mathematics and Statistics of Concordia University, are quoted from the author's report of the B Sc.Honors project in 2011.

<table>
<thead>
<tr>
<th>WK</th>
<th>Data1</th>
<th>Data2</th>
<th>Data3</th>
<th>Data4</th>
<th>Data5</th>
<th>Data6</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.24</td>
<td>14.81</td>
<td>12.98</td>
<td>10.65</td>
<td>12.94</td>
<td>15.20</td>
</tr>
<tr>
<td>2</td>
<td>14.81</td>
<td>12.98</td>
<td>10.65</td>
<td>12.94</td>
<td>15.20</td>
<td>10.24</td>
</tr>
<tr>
<td>3</td>
<td>12.98</td>
<td>10.65</td>
<td>12.94</td>
<td>15.20</td>
<td>10.24</td>
<td>14.81</td>
</tr>
<tr>
<td>4</td>
<td>10.65</td>
<td>12.94</td>
<td>15.20</td>
<td>10.24</td>
<td>14.81</td>
<td>12.98</td>
</tr>
<tr>
<td>5</td>
<td>12.94</td>
<td>15.20</td>
<td>10.24</td>
<td>14.81</td>
<td>12.98</td>
<td>10.65</td>
</tr>
<tr>
<td>6</td>
<td>15.20</td>
<td>10.24</td>
<td>14.81</td>
<td>12.98</td>
<td>10.65</td>
<td>12.94</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>WK</th>
<th>StoreID</th>
<th>Division</th>
<th>Position</th>
<th>Hours</th>
<th>Sales</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>505-646</td>
<td>505.1</td>
<td>70.94</td>
<td>1047.76</td>
<td>80.14</td>
</tr>
<tr>
<td>2</td>
<td>505-672</td>
<td>505.172</td>
<td>31.34</td>
<td>599.98</td>
<td>30.9</td>
</tr>
<tr>
<td>3</td>
<td>505-710</td>
<td>505.710</td>
<td>27.51</td>
<td>416.49</td>
<td>27.3</td>
</tr>
<tr>
<td>4</td>
<td>505-711</td>
<td>505.711</td>
<td>33.56</td>
<td>440.38</td>
<td>33.4</td>
</tr>
<tr>
<td>5</td>
<td>505-712</td>
<td>505.712</td>
<td>8.67</td>
<td>126.15</td>
<td>8.6</td>
</tr>
</tbody>
</table>
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