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Abstract

How far can we go with OBS networks

Mohammad Nurujjaman

Optical Burst Switching (OBS) was proposed ten years ago as an alternative switching

paradigm in order to overcome some of the drawbacks of Optical Circuit Switching (OCS).

While OBS is no more necessarily perceived as a competitor to OCS, but more of a more

adapted switching for networks with bursty and highly dynamic traffic, there is still a debate

around OBS, i.e., how far an OBS network can go in terms of throughput with no or limited

burst losses. This thesis attempts to answer this question by investigating how to devise

an upper bound on the throughput of an OBS network, assuming no recourse to electrical

buffering is made at any intermediate node. We investigate both the burst scheduling and

routing issues, with a larger focus on routing in three directions: (i) exploration of weighted

¿-shortest paths, (ii) revisiting load balancing, (iii) examining tree decomposition. Simu-

lations have been conducted to compare and evaluate each of the new ideas with adapted

(with respect to throughput upper bounding) previously proposed routing algorithms on

different network and traffic instances. A comparison of the best upper bound with lower

bounds obtained under various assumptions is presented.
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Chapter 1

Introduction

1.1 Motivation

Demand of bandwidth in communication networks is gradually increasing and expected to

continue to increase during the next decades. Bandwidth usage of the Internet is doubling

in every year [35]. Due to this continuous growth in Internet, Dense Wavelength Division

Multiplexing (DWDM) technique has been highly focused on realizing the next-generation

IP backbone networks. It is expected to fulfill the high bandwidth requirements of Internet

and appears to be a cost effective approach to cope with the ever growing Internet traffic.

To overcome the limitations of switching processing times of electronic routers, the

idea of all-optical networks came up. Three switching technologies have been proposed

and thoroughly investigated for IP traffic over WDM networks: Optical Circuit Switching

(OCS), Optical Packet Switching (OPS) and Optical Burst Switching (OBS). The last two,

OPS and OBS, are still in a prototype stage and only OCS has been implemented in real

life networks till today. Optical Circuit Switching (OCS) is based on wavelength routing

where a lightpath needs to be established using a specific wavelength in every link for
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each connection [5]. Once a connection is setup, the data remains in the optical domain

throughout the path if it is a single hop connection and ensures guaranteed and reliable

transmission. However, in current networks, not all requests are single-hop routed, though

most often the connections are limited to two or three hops on average. Due to the required

setup time and the probability of inefficient usage of bandwidth in case of bursty traffic,

OCS is well adapted to stable and large amount of traffic. The second technology is Optical

Packet Switching (OPS), which was designed to provide an efficient use of bandwidth and

overcome the limitations of OCS such as bandwidth utilization. In an OPS network, the

packet header needs to be processed either ail-optically or electronically after an optical-

electronic (0/E) conversion [5]. During the header processing time, the data payload must

be stored in Fiber Delay Lines (FDLs). The requirements of FDLs appear as a shortcoming

to the OPS approach and limits the use of OPS since the FDL technology is not yet matured

and very expensive. Synchronization is another issue that needs to be managed in an OPS

network [19]. Optical Burst Switching (OBS), another switching technique, appeared as a

novel approach for the next-generation all-optical Internet.

Optical Burst Switching was designed to combine the advantages of OCS and OPS while

overcoming their limitations. In an OBS network, several data packets are aggregated to

form large bursts at ingress nodes. Data payload and its control information are separated.

A control packet contains the header information and is transmitted on a dedicated control

channel well ahead of the time the burst is sent. This time interval between data burst and

control packet is called Offset Time. It allows the core routers enough time to process the

control packet and reserve the resources for the upcoming data burst while eliminating the

2



necessity of FDLs at each intermediate switch. OBS was designed to use a one way reser-

vation protocol, i.e., data bursts are sent without waiting for any confirmation of resource

reservation. It leads to a critical issue of OBS networks called contention. When two or

more data bursts arrive at a same output port at the same time, contention occurs and only

one burst is allowed to transmit while the other contending bursts are dropped. Contention

is considered as a vital shortcoming of OBS and causes significant performance degradation.

This is why it has received a considerable amount of attention in literature. Several classical

techniques have been proposed for contention resolution in OBS networks such as deflection

routing, wavelength conversion, burst segmentation, etc. Another proactive approach for

contention resolution is to avoid congestion in the network by well distributing the traffic

loads across the network. Besides contention, some other critical issues such as burst as-

sembly, burst switching, QoS support need to be resolved before implementing OBS in real

life networks.

1.2 Thesis Contribution

The objective of this thesis was to find out an answer to the question: Whether to further

develop OBS. To answer this question, we have investigated several directions that have the

potential to maximize the throughput of OBS networks with some valid relaxations. We

have designed two algorithms: SSP and WSP, to select the best possible path among k-

shortest paths for a given source-destination pair under specified criteria. SSP sequentially

examines all available paths to select the path that provides the smallest destination time

for a given burst while WSP introduces a weight to each path under various considerations

and selects the one with minimum possible weight. A heuristic was designed to balance
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the loads over the network to avoid bottleneck scenarios in the network. Another two

algorithms: ST and CT were designed to organize the set of routes over a set of trees such

that each tree collects all the routes for all possible sources toward a given destination. ST

builds a tree by taking into account the offered load and the number of incoming flows on

a given link. CT, in addition, takes into account the existence of other trees in the network

as well as the offered load and the number of incoming flows. All the algorithms have been

implemented using object oriented technique in C++. Simulations have been performed to

examine the throughputs provided by the algorithms under three traffic patterns and three

network topologies. A comparative analysis of the performances of our newly designed

algorithms with some of the most efficient ones from the literature is presented. We also

present a comparison of the best upper bound with lower bounds obtained under various

assumptions.

1.3 Thesis Organization

The thesis is organized as follows. An overview of evolution of all optical networks is

given in Chapter 2, with a brief presentation of classical concepts of the Optical Burst

Switching (OBS) technology. In Chapter 3, we review various resolutions that have already

been proposed in the literature to avoid the limitations of OBS and a brief comparison of

performances of those resolution techniques. Chapter 4 describes the algorithms (SSP L·

WSP) that selects one path among the set of ¿-shortest paths for each source-destination

pair. Chapter 5 presents the algorithm designed to balance the loads over the network.

The key concepts of two tree decomposing algorithms (ST & CT) are described in Chapter

6. We present the experimental results of our newly designed algorithms and an analysis
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of the comparative results in Chapter 7. Chapter 7 also includes a comparison of the best

upper bound with the lower bounds obtained under various assumptions. Conclusions of

the thesis and future work are discussed in Chapter 8.
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Chapter 2

Optical Burst Switching (OBS)

In this chapter, we present the basic concepts of an OBS network. Section 2.1 provides

the definitions of two alternate major switching technologies: Optical Circuit Switching

(OCS) and Optical Packet Switching (OPS). The basic characteristics of OBS are developed

in Section 2.2. Section 2.3 compares the three main switching technologies: OCS, OPS

and OBS. The major challenges of OBS are discussed in Section 2.4. Some classical and

innovative techniques to resolve OBS challenges are briefly described in Sections 2.5 and

2.6. Section 2.7 presents the major focus of the thesis.

2.1 Optical Switching

There are three available switching techniques in optical WDM networks: Optical Circuit

Switching (OCS), Optical Packet Switching (OPS) and Optical Burst Switching (OBS).

Optical Circuit Switching (OCS) relies on connection-oriented data transmission. Switch-

ing is performed at the granularity level of an optical circuit or lightpath. Lightpaths need

to be established before any data transmission. OCS provides guaranteed transmission, but
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may cause inefficient bandwidth utilization for bursty data traffic.

In OPS, switching is performed at the granularity level of packets. OPS is designed to

overcome the limitations of OCS with data traffic. Since OCS is not optimized for bursty

data traffic that is dominating in access networks, a considerable amount of attention has

been paid to OPS by research community. OPS transmits data in the form of packets

and does not need a dedicated connection. It requires packet header recognition, header

processing and optical buffers at the intermediate nodes. However, the ideal form of OPS

is beyond reach for the time being because of the unavailability of the required particular

technologies by OPS.

2.2 Definition of an OBS Network

Optical Burst Switching (OBS), a new switching scheme, has been proposed to provide

packet-like bandwidth utilization services while overcoming the limitations of both Optical

Circuit Switching and Optical Packet Switching. It has been first introduced by Qiao and

Yoo in [38]. OBS is a hybrid switching technique that combines the advantageous concepts

of Optical Circuit Switching and Optical Packet Switching.

In an OBS network, a data burst is composed of several IP packets and formed by aggre-

gating the IP packets at the ingress node. The bursts are transmitted through the network

all optically until they reach their egress node where they will be disassembled. For each

data burst, a control packet containing the header information including the burst length is

transmitted to configure the switches along the path of the burst. Since the control packet

is separated from burst data and significantly smaller in size, it is transmitted on a dedi-

cated control channel. The control packet goes through optical-electrical-optical (0/E/O)

7



conversion in each OBS intermediate node and processed electronically to configure the

switches. To allow sufficient time for the control packet to be processed, the data burst is

transmitted after a certain amount of time the control packet is sent. This time is called

Offset Time. It is introduced to transmit the burst all optically and avoids the necessity of

Fiber Delay Lines (FDLs) at the intermediate nodes in an OBS network. Figure 1 shows a

burst and its control packet transmission in an OBS network with offset time.

Source Destination

Header
T

"1Burst

Header
Processing

Time

G
Figure 1: Offset time [taken from [20]]

Resource reservations like switch setup at the intermediate nodes in an OBS network

for transmission of a burst is performed by its control packet. Since a control packet carries

the length information of the burst, resources can be reserved for a specified period of time

rather than indefinite time. Thus OBS has the opportunity to allocate resources in a more

efficient manner than OCS. Separation of data from its header is another advantage of OBS.



It overcomes the deficiency of OPS where each packet needs either an optical storage or an

O/E/O conversion (time costly) at each intermediate node. By introducing an offset time

between the transmission of the control packet and the data burst, OBS also overcomes the

necessity of FDLs at each intermediate node, which is another limitation of OPS. So OBS

potentially avoids the shortcomings of optical circuit switching and optical packet switching

while having their advantages.

An OBS network consists of optical burst switching nodes that are interconnected via

fiber links. Each fiber link is capable to support multiple wavelength channels using wave-

length division multiplexing. Nodes are categorized as either edge nodes or core nodes in an

OBS network as shown in Figure 2. Assembling packets into bursts and scheduling bursts

for transmission on an outgoing wavelength are the primary responsibilities of edge nodes.

The core nodes are responsible for switching bursts from input ports to output ports based

on the burst header packets, and for handling burst contentions.

Edge nodes can be either ingress or egress nodes. An ingress edge node is responsible

for burst assembly, routing, wavelength assignment and scheduling of bursts at the edge.

The assembled bursts are transmitted all optically over OBS core routers without any

storage at intermediate nodes within the core. Upon receiving a burst, the egress edge node

disassembles the burst into packets and forwards the packets to the higher network layer.

2.3 Comparison

Figure 3 summarizes the differences between the OCS, OPS and OBS switching paradigms.

It shows that, OPS and OBS are designed to improved bandwidth utilization while decreas-

ing the setup latencies over OCS. However, OCS does not require fast switches like OPS

9
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Figure 2: OBS network architecture [taken from [20]]

and OBS and also does not suffer from synchronization issues.

2.4 OBS Challenges

The idea of OBS combines the major advantages of OCS and OPS while overcoming their

deficiencies. However, OBS has still some open issues that need to be resolved before a real

life implementation.
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Figure 3: Comparison of switching technologies [taken from [20]]

Contention: Since an OBS network provides a connectionless transmission and uses a

one way reservation protocol, bursts may contend at the intermediate nodes of the core

network without mechanisms to resend bursts in case of burst losses. Contention will occur

at a node if two or more bursts from different sources intend to use the same outgoing link

at the same time. It degrades the overall performance of an OBS network to a great extent.

While contention is also a critical issue in OPS networks, it is resolved by using FDLs. But

FDLs are very expensive up to now and not a very practical solution to implement.

Length of Offset time: The length of the offset time may also cause a significant impact

on the performance of an OBS network. An offset time that is too small may cause the

burst arrival at an intermediate node before it is configured by the control packet and results

in the loss of the burst. Whereas an offset time that is too long may lead to insufficient

bandwidth reservation. Also, there is a confusion with the benefits of fixed and variable
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length offset time. Fixed length offset time provides a better QoS performance for the

traffic with higher-priority classes. However, some studies show that fixed offset time leads

to increased burst contention possibilities [48] . The authors of [3] proposed a variable length

offset time scheme by using a statistical traffic shaping model. It keeps reducing the burst

dropping probability.

Burst assembly: Burst assembly is another key area in OBS networks that needs to

be further investigated. Various studies have shown that the assembly strategies in the

egress nodes have a significant impact on traffic characteristics [57] in an OBS network. In

addition, traffic characteristics have a large impact on network performances in terms of

blocking probability and throughput [41]. Burst assembly algorithms are mainly classified as

timer and length driven. In a timer based scheme, packets arrived within a fixed amount of

time interval, are aggregated to form a burst while the length based scheme uses a threshold

with a maximum size to form a burst.

2.5 Classical Techniques to Resolve Contention

OBS networks use a one-way reservation protocol and the ingress nodes send out the bursts

into the network without any confirmation of resource reservation. Thus, contention may

occur at any intermediate node and can be resolved in three different manners: Deflection,

dropping and preemption. Deflection is a method where the burst is sent to a different

output port rather than the one it destined to. If a burst cannot be deflected, a common

approach is to drop the burst. Another approach is to preempt an existing burst by the

contending burst with higher priority. Performance and traffic statistics need to be collected

to perform preemption. In this section, we briefly describe the various domains of deflection.
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Deflection can be performed in three different domains: wavelength, space and time domain.

Wavelength conversion technique is used in wavelength domain, deflection routing in space

and fiber delay line in time domain.

2.5.1 Wavelength Domain: Wavelength Conversion

Wavelength conversion is a process where the wavelength of an input signal is to be converted

to another wavelength on the outgoing channel. Now a days in a WDM network, several

wavelengths run on a fiber link and, in near future, it is expected to be as many as 160 -

320 wavelengths per fiber [20]. Wavelength conversion technique can be used to take the

advantage of having multiple wavelengths in a fiber. Let us assume that two bursts from

different sources are destined to use the same output port at the same time. In a usual

situation, i.e., without wavelength conversion, one of those two bursts need to be dropped.

By the use of wavelength conversion, both bursts can be transmitted. Wavelength of one

of the contending bursts can be converted to any other available output wavelength, thus

eliminating collision.

Some studies show that, in an OBS network, wavelength conversion can reduce con-

tention by utilizing additional capacity in the form of multiple wavelengths [45, 18]. But

the technology of optical wavelength conversion is not matured yet and still in the lab-

oratory. The devices are very expensive and also the range of conversion is limited [20].

Several categories of wavelength conversion exist: Full conversion, limited conversion and

fixed conversion.

Full conversion allows any incoming wavelength to be converted to any outgoing wave-

length and overcomes the wavelength continuity constraint in an OBS network. Limited

conversion restricts the number of conversions at any intermediate node. It only allows a
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signal to be converted from one wavelength to a limited subset of other wavelengths. Fixed

conversion is a restricted form of limited conversion. In fixed conversion, each incoming

channel is connected to one predetermined outgoing channel and incoming wavelengths are

restricted to be converted to only the predetermined outgoing channel.

2.5.2 Space Domain: Deflection Routing

In deflection routing, a contending burst is to be routed to an output port other than the port

it was intended to resolve contention. Unlikely the store-and-forwarding routing which is

widely used in classical routers with plenty of electrical memory, deflection routing forwards

a contending burst immediately through another port without being stored. Deflection

routing is usually triggered by an OBS node considering the status information of its own

locally available resources. Such a decision does not include the overall status of the whole

network and may end up with a sub optimal network performance. Typically, a burst travels

longer routes in deflection routing compared to usual routes, which results in increased delay

and degradation of signal quality [20] . Deflection routing may also be combined with other

contention resolution schemes to improve network performance.

Deflection routing has pros and cons as well. On the one hand, it may suffer from

potential looping and out-of-sequence delivery of packets, on the other hand, it may benefit

by decreasing burst drop rate. In [45], deflection routing has been studied on a TCP network.

It shows that deflection routing has a negative impact on TCP performance but has a benefit

over burst dropping. Indeed, performance degradation due to deflection routing is smaller

than the degradation due to burst losses. Deflection routing is alternatively called hot-

potato routing when compared with the store-and-forward routing in [20] . Alternative port

selection in deflection routing need to be dealt with different manners if the nodal degree

14



is greater than two.

As the concept of deflection routing for OBS is still under experiments, several issues

need to be resolved to make it practical. A major issue is to maintain a proper offset

time between header and the data of a deflected burst. Bursts that are deflected to avoid

contention may suffer from an insufficient offset time because a deflected burst may travel a

longer path than its regular travel to destination. In such a scenario, there may be a point

at which the initial offset time may appear as insufficient for the header to be processed

and the switch to be configured before the data arrives to the switch. To resolve the issue,

either the deflected burst needs to be dropped or some mechanism need to be implemented

to limit the maximum number of hops that a deflected burst may travel. Also, additional

mechanisms need to be implemented to overcome potential looping.

2.5.3 Time Domain: Fiber Delay Line (FDL)

The most conventional way of contention resolution in electronic packet switching net-

works is to store the contending packets in nodal electrical buffers and transmit them later.

Packets are stored in the random access memory buffers at the intermediate switches. Un-

fortunately, optical memories are not yet available. However, optical signals can be delayed

for a fixed amount of time by using fiber delay lines (FDLs). Buffering bursts is also pos-

sible in electronic domain but, in that prospect, bursts need to be converted from optical

to electronic domain. This approach results in the loss of network transparency and the

network no longer remains all-optical. It also increases the cost of network because all of

the intermediate switches must have 0/E/O conversion capabilities and it also requires

electronic memories that are compatible with the speed of the optical domain.
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2.6 Some Innovative Techniques to Resolve Contention

Now a days several innovative approaches have been investigated to resolve contention, in

other words, to avoid contention to be occurred in the network pro-actively.

2.6.1 Load Balancing

Load balancing is a promising approach to avoid congestion in a network. In this technique,

load is distributed over the network as evenly as possible to avoid a bottleneck situation

that causes contention in the network. Load balancing is performed by selecting a less

loaded path for a given source/destination pair rather than the shortest path. However,

this approach may increase the average end-to-end delay in the network due to the selection

of longer paths. Several load balancing approaches, investigated by research community,

are explained in Section 3.3.

2.6.2 Burst Segmentation

Burst segmentation is another new approach to resolve contention. Burst segmentation was

first introduced in [49] as a contention resolution technique. In burst segmentation, only

the segment of a contending burst that overlaps with another burst is dropped rather than

the whole burst. Studies related to burst segmentations and performance comparisons are

explained in Section 3.3.

2.7 Thesis Project

This section demonstrates the goal of the thesis. Section 2.7.1 explains the objective of the

research. We divided the research problem into two subproblems: Routing and Scheduling.
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Sections 2.7.2 describes the routing subproblem and 2.7.3 explains the scheduling subprob-

lem. Note that a lot more emphasis has been given to routing throughout the thesis.

2.7.1 Throughput Upper Bound

Besides the challenges of OBS networks discussed in Section 2.4, another major unanswered

question is whether to develop OBS further. Since OBS is still a prototype, it is very

important to get an idea of the maximum achievable throughput of an OBS network in

order to evaluate the full OBS potential. There has been some attempts in the literature

to compare the performance of OBS and OCS for given traffic classes. However, there

was no clear domination of one over another. Some studies claim that OCS performs better

whereas others claim in favor of OBS. We believe, both OBS and OCS may coexist in future

optical networks for different classes of traffic. Instead of comparing two technologies, in

this thesis, we stress out our investigation to find a tight upper bound on the throughput

of OBS networks. Throughout the investigations, we consider a set of assumptions to relax

some constraints of classical OBS networks:

All-optical. We assume that the network will be all-optical and no electrical memory

is available in the core network since it was the basic motivation of optical burst

switching. All-optical networks should a priori keep the transparency of the network.

Overall information available. In classical OBS, the bursts are launched immediately

after the offset time without any confirmation of reservation and without any in-

formation on potential contention in core networks due to resource unavailability.

Contention would not occur at such a high rate if the resources could be reserved

from source to destination before the burst leaves the edge node. This is why, we
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assume that the overall information of available time-slots of all links are available in

edge nodes at the time of scheduling.

No offset. Since the offset time itself may cause some loss of bursts in the network, in this

thesis, we did not consider any offset time for the bursts. The rational of this assump-

tion is quite similar to the previous assumption. Also, the offset time is not necessary

anymore once all the information are available at the edge nodes and reservations are

made before the bursts are launched.

Fixed size burst. The length of the bursts is assumed to be fixed in this thesis. Indeed,

fixed size has been highly recommended for the burst length in the literature. Sev-

eral studies showed that the network performance increases with fixed length bursts

compared to variable length bursts.

Delay at the source. We allow the bursts to be delayed at the sources up to a prede-

termined maximum amount of time, if the desired resource is unavailable since the

electrical memory is available at the edge nodes. Delaying the bursts at the edge nodes

also helps us to avoid some contentions that might occur if the bursts are launched as

soon as they are ready.

Under the above assumptions we believe that we achieve an empirical upper bound on

throughput of OBS networks taking into account the classical all-optical techniques used

so far in OBS networks. In particular, we exclude the recent proposals with, e.g., OBS

translucent architectures [9].
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2.7.2 Routing

The Routing subproblem takes care of the route that a burst should follow to reach des-

tination. It should take into account the potential causes of contention and provides an

efficient set of routes for all source-destination pairs in the network so that the burst loss is

minimum. The techniques for contention resolution discussed in Section 2.5 are reactive and

attempt to resolve the contention of bursts rather than to avoid them. A proactive approach

attempts to prevent contention from occurring in the network rather than resolving the con-

tention if it occurs. Contention could be reduced by minimizing the congestion. Shortest

path routing is widely used in Optical Circuit Switching (OCS) and Optical Packet Switch-

ing (OPS) networks. The major shortcoming of shortest path routing is that it does not

consider the traffic load offered to the network and results in congestion on some links while

some other links in the network might remain underutilized. Such situations cause quite

significant burst losses in an OBS network. The main objective of the routing subproblem is

to determine a set of routes that balance the traffic across the network to reduce congestion

and improve overall performance. In this thesis, we have designed some heuristics to find a

best possible set of routes in the network.

2.7.3 Scheduling

Scheduling has a large impact on the performance of OBS networks. Since, except if we

use FDLs, there are no optical buffers in the core nodes, scheduling only occurs at the

edge nodes when the bursts are still in the electrical domain. Therefore at the edge nodes,

the scheduler decides on the burst order and on the output channel the burst should be

transmitted through. Scheduling bursts in an OBS network appears challenging due to two
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components: Burst arrival, heterogeneity of offset time and contention due to the lack of

optical buffering. However, in the context of this thesis, we only look at the burst scheduling

in an ideal framework (with respect to throughput upper bounding) when there is no offset

time. Finding an optimal scheduling, i.e., which maximizes the throughput, is not an easy

task even for a given set of routes and even without offset times.

Optimal burst scheduling on a tree network

We propose to explore a first idea where we restrict the network to be a tree network. The

idea is then that, in such a case, we can reduce the scheduling on a star network without

loss of generality. Then, as a star network is a simpler structure than a tree one, it is easier

to solve the burst scheduling problem. Let us next go through an example to illustrate the

idea.

An example

V1

V2
Vj

V3

V4

Figure 4: Tree with four nodes

Consider a tree with four leaf nodes v\, V2, v$ and v± which are generating traffic

destined to root node v¿. Figures 4 and 5 show the tree and its corresponding star network,

respectively. Figure 6 shows the traffic instance that we will consider in this example. Bursts
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Figure 5: Star with four nodes

O1

Figure 6: Traffic instance

òi , Ò2 and 63 are generated by source nodes v\, V2 and vj, respectively and successively. We

assume these 3 bursts are ready to be launched in the order as shown in Figure 6. Let us

assume that the propagation delays are identical for all links.

Now let us schedule the bursts in the tree network assuming we launch the bursts as

soon as they are ready (i.e., first ready first scheduled). From Figure 6, it is clear that

bursts òi and Ò2 are overlapping each other and a contention follows. Since 62 arrives before

61, b\ will be dropped, and Ò2 survives. At destination node v¿, Ò2 and Ö3 contend again.

This time, Ò3 arrives before Ò2· So Ò3 survives and 62 is dropped. In this overall scenario,
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two bursts are dropped and only Ò3 is transmitted successfully.

On the other hand, consider the star architecture and let us schedule the bursts in order

to maximize the throughput. It is easy to find that maximum throughput is obtained with

dropping £>2; while b\ and Ò3 can safely reach their destination. Therefore in star network,

only one burst needs to be dropped with this particular traffic instance whereas only one

burst survived in the tree network.

Optimal burst scheduling on a star network

Let us first explain how we can reduce the scheduling on a star network, starting from a tree

network, without loss of generality. In the optimal scheduling, we assume that the route is

given for any pair of source and destination and for every burst (we do not necessarily use

the same route for all bursts with the same source and destination nodes). Let us consider

a burst ò which is ready to be launched at time i^EADY. Also assume that the travel time

from source to destination of the given route is t for the burst b. The travel time is a fixed

time but differs from one burst to the next and includes both the propagation time and

the switch traversal time. To perform the conversion from tree network to star network, we

need to adjust the ready time tfEADY of burst ò by taking into account the travel time t of

the given route as £^EADY -f t.

We next propose a mathematical model to compute the optimal schedule on a star

network. The underlying idea is as follows. We built a conflict graph where each node of

the graph is associated with a burst. Two nodes are linked if their corresponding bursts

b and b' overlap, taking into account their potential delay at their respective source nodes

(i.e., ¿b and ¿¿,/), see Figure 7 for an illustration. Then, in order to maximize the throughput,

the objective is to find the independent set (subset of nodes that are not pairwise linked in
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Figure 7: Optimal scheduling

any way) in that graph such that the sum of the lengths of the bursts associated with the

nodes of that set is maximum. The following mathematical model translates the search of

such an independent set as follows.

Parameters

B Set of bursts indexed by b

¿max Maximum amount of time by which 6 can be delayed while still able to meet the

end-to-end delay (assuming routing is known)

í¿ , í¿ Beginning/end of the burst

Variables

Xb =1 if burst b is successful routed up to its destination, 0 otherwise.

6b amount by which burst b can be delayed at the source (routing is known) while still able

to meet the end-to-end delay, i.e., Sb + travel time < end-to-end delay => 6b < d™3*

VbV = 0 if 6 and b' overlap and b has been launched before b', 1 otherwise.
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max 2_. xb number of bursts
beB

max /J(^b ~~ tl)xb throughput
beB

subject to:

Xb + Xb' < 1 + VW b,b' GB (1)

Xb + Xb' < 1 + Wb b,b' e B (2)

-Mybb,<t2b+ob-t¡,-6b,<M{l-ybb,) b,b' G B (3)

- MWb < t\, + 6V - t\ - 5b < M(I - Jz6Z6) ò,ò' e ß (4)

X6 e {0,1} oes (5)

o < 5b < d^ beB (6)

where M is an arbitrarily large constant.

The number of decision variables of the above model is equal to the number of bursts. In

the simulations of our heuristic algorithms, even for a small amount of time, we have taken

into account 16,000 bursts on average. In practice, the time is continuous and the amount

of bursts will be very large even if we slice the continuous time in pieces of fixed size (i.e.,

small windows). But doing so, we may have difficulties to solve the above exact scheduling

mathematical model in reasonable time. For those reasons, we did not implement the above

Integer Linear Programming (ILP) model in our simulations due to the scalability issue.

Since we did not implement the optimization model, it is very difficult to compare how far

the simulation results of our heuristic algorithms are from the optimal one. Consequently,
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the empirical throughput upper bounds found in the simulations of this thesis are valid as

long as the burst scheduling we use (i.e., first in first scheduled) has similar performance.

There is another critical issue in scheduling the bursts in a tree network. In practice,

multiple trees coexist in a mesh network and usually they overlap each other. Overlapping

trees can be defined as a set of trees that share one or more common links to transmit bursts.

Scheduling the bursts in one tree does not take into account the bursts from other overlap-

ping trees which may cause more burst losses than anticipated. Thus, optimal scheduling

in one tree does not necessarily represent the optimal scheduling in the overall network.

Though the optimal scheduling was explained in the context of star structure, we recently

found out that it is also valid under more general assumptions, i.e., as soon as the routes

of the network are given even if the network is not a tree.
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Chapter 3

Literature Review

Optical switching has been recognized as a promising technology to achieve an all optical

network to take the full advantage of optics. Optical Circuit Switching guarantees the

signal transmission thus is more reliable than Optical Packet Switching. However, in terms

of bandwidth utilization, OPS outperforms OCS though it experiences some technological

limitations. Optical Burst Switching tries to balance and combine the benefits of OCS and

OPS while overcoming their demerits. Due to some unique behavior, OBS still rises up

several unresolved issues and draw sufficient attention of researchers. Now a days, these

switching technologies are being immensely studied to examine their performance and yet

to be matured. This chapter provides a detailed overview of literature on optical burst

switching, thus demonstrates the motivation for OBS as an alternative to existing optical

switching paradigms.
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3.1 WDM Networks

Like any other newly invented technology, optical networks are also evolving very rapidly.

First generation of optical networks are simple point-to-point networks. Optical fibers are

used as a faster transportation medium over copper cables. At that point, Wavelength

Division Multiplexing (WDM) technology was invented to have more than one wavelength

per fiber and, as a result, significantly increases the capacity. At each intermediate switch,

all the signals in a wavelength are terminated and converted to electrical domain. These

signals are remodulated to the optical carrier later and transmitted to the desired output

ports of the switch [40] .

WDM networks of the second generation are capable of establishing connection oriented

end-to-end lightpaths [34] in the optical layer. Optical/Wavelength add/drop multiplexers

(OADM/WADM) have been introduced to establish a lightpath. Traffic can be added or

dropped at the nodes where the WADMs are located. WADMs allow selected wavelengths

on a fiber to be dropped. The remaining wavelengths on the fiber can pass through without

any modification. The lightpaths are operated and managed on a virtual topology over the

existing physical topology. Both first and second generation WDM networks are deployed

in various operational networks.

Next generation WDM networks will be all optical networks that avoid the need of

conversion from optical to electronic domain at the intermediate switches by providing

switching and routing services at the optical layer. All-optical WDM networks can be

categorized as the broadcast and select architecture, the wavelength routing architecture

and the optical packet switching architecture [40]. Mukherjee in [33] provides an overview

of development of such networks. Broadcast and select architectures are sometimes known
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as single-hop networks [32] and mostly refer to access network area. Wavelength routing

and optical packet switching networks are intended for core networks.

Wavelength routing networks are not exact equivalent to electronic circuit switching

networks [2]. The major deviation is that the connections in WRN are distinguishable at

the intermediate switches, which is not applicable to the connections in electronic circuit

switching. WRNs are able to perform some routing tasks in optical domains and reduce the

processing overhead for the traffic that desire to pass through some intermediate switches

[40]. It also can establish a lightpath to transmit data from source to destination.

The concept of a lightpath was first introduced by Chlamtac et al. [6]. A lightpath

needs to be set up from source to destination by signaling all intermediate switches along

the path for every connection in the network. Setting up a lightpath implies that the route

for the connection is selected and a wavelength is assigned to carry the data. Now a days,

establishing a lightpath becomes more complicated than before since, the capacity of the

wavelength has been significantly increased and in most of the cases, one wavelength for one

connection does not satisfy the level of efficiency in terms of bandwidth utilization. Thus,

traffic grooming need to be considered during lightpath set up. Grooming allows multiple

low rate traffic demands to be transmitted in one wavelength. Therefore, setting up a light-

path combines three critical issues: traffic grooming, routing and wavelength assignment.

In one word, the whole problem is well addressed in literature as GRWA (Grooming, routing

and wavelength assignment) problem. More details about GRWA problem can be found in

[59].

There are still a vast amount of outstanding issues that need to be resolved to achieve all

optical networks. Mukherjee [33] also discussed issues such as fault management, protection,
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traffic grooming etc.. An overview of all optical networks from management viewpoint is

given by Okamoto [36] . Also some design and performance issues are addressed by Karasan

and Ayanoglu in [24].

3.2 Protocols and Burst Definition

3.2.1 Signaling and Reservation Protocols

Optical Burst Switching (OBS), a new switching paradigm, has been designed to combine

the coarse-grained circuit switching and the fine-grained packet switching while overcoming

their limitations [38]. A signaling scheme must be implemented to reserve resources for

bursts at any intermediate node. The signaling in an OBS network is usually implemented

by sending a control packet through out-of-band control channel. Several variations of

signaling protocols for OBS have been proposed. In this section we briefly investigate some

of the most prominent protocols.

Tell-n-Go (TAG)

OBS was first introduced by Qiao and Yoo in [38] and uses one way reservation protocol

like tell-n-go (TAG) which was developed by Hudek and Muder [17] to use in Asynchronous

Transfer Mode (ATM) networks. Though it was not a successful approach in ATM due

to the required electronic complexity, Qiao et al. [38] have proposed this protocol in the

context of OBS networks as its complexity can be avoided by the use of optical switching

technologies. TAG protocol transmits a control packet through the out-of-band control

channel before any data transmission. Immediately after the control packet transmission,

TAG transmits the burst without waiting for confirmation of reservation or acknowledgment
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from the network. TAG is required to have fiber delay lines at each intermediate switch to

store the data burst during the time period when the switch processes the control packet

and establish a connection [17].

Just-Enough-Time (JET)

Yoo and Qiao [53] have proposed another reservation protocol named Just-Enough-Time

(JET). They have introduced the concept of offset time and delayed reservation in JET.

Control packets in JET are transmitted ahead of a certain amount of time from burst

transmission to allow the intermediate switches sufficient time to process the control packets.

This time period is called offset time that helps JET to avoid the necessity of FDLs at each

intermediate switch. JET also reserves the resources at the switches from the time the burst

arrives at the switch rather than just after the processing of the control packet like TAG,

which is referred to as delayed reservation. JET releases the resources as soon as the burst

leaves. This is made possible because the control packet carries the length information of

the burst. It thus improves the efficiency of utilization. Qiao and Yoo in [38] provided a

detailed motivation behind JET and showed some experimental results.

Though Yoo and Qiao [54] found that JET has a better performance than TAG in terms

of bandwidth utilization, they also pointed out that JET has also very high burst dropping

rate. They have extended their work and introduced a scheme with different classes of traffic

according to the priority [54, 56]. In [54], the authors showed that the dropping probability

significantly decreases for higher priority bursts at the expense of lower priority classes in

a two class system, however, the overall dropping probability remains unchanged. They

extended their works in [56] with multiple classes and applied M/M/k/k and M/M/k/D

models to provide an upper and a lower bounds on dropping probability for each class. A
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detailed overview of Yoo and Qiao's work can be found in [39].

Just-in-Time (JIT)

Just-in-Time (JIT) is another alternative scheme for OBS proposed by Wei et al. [50].

JIT allocates the resources from the time the control packet is received at the intermedi-

ate switch until an explicit release packet is received. It is a simpler approach but cannot

achieve the same bandwidth utilization as TAG and JET. JIT was evaluated in [51]. Ro-

drigues et al. [43] have devised an extended version of JIT which they called Enhanced Just

in Time (E-JIT). E-JIT attempts to improve and optimize JIT by improving the channel

utilization and channel scheduling while keeping the advantage of JIT's simplicity in terms

of implementation. E-JIT reserves the resources immediately after the arrival of the con-

trol packet: (i) if the channel is available immediately or (ii) the channel will be available

before the processing of control packet at the switch while JIT only reserves the resources

if it is available immediately. They showed E-JIT outperforms JIT. A detailed performance

assessment of E-JIT is given in [42] where the authors also observed that network perfor-

mance is independent of switch configuration time, however, loss probability increases with

the increase of processing time of control packets.

Tell-n-Wait (TAW)

Tell-n-Wait (TAW) is a two way signaling scheme where an acknowledgment message is sent

after successful reservation. The setup control packet travels through all the pre-selected

path of the burst to collect the availability information of the intermediate nodes [20] . At

the destination, the scheduler determines the reservation period at each intermediate link

and sends a confirm message in reverse direction to reserve the resources. If the confirm
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message reaches the source, the burst is sent to the network. If the required resource is

already occupied, a release message is sent to the destination to release the resources that

are already reserved.

All the protocols discussed above are one-way signaling schemes except TAW. JET and

JIT are very similar except that JIT employs immediate reservation and explicit release

whereas JET uses delayed reservation and implicit release. TAG is outdated to some extent,

compared to JET and JIT, and relies on the use of FDLs at each intermediate node. Though

TAW offers very low loss rate, the end-to-end delay is large compared to JET due to the

round trip setup time.

Virtual Fixed Offset (VFO)

Virtual Fixed Offset (VFO), a new channel reservation protocol, has been proposed by Qiao

et al. [29, 30]. Qiao et al. analyzed the worst case performance of a large set of best-effort

on-line scheduling algorithms in an OBS network. They have identified some factors that

are mainly responsible for the performance of any on-line scheduling algorithms such as

the length of offset time, burst length ratio, scheduling algorithm itself and available data

channels. Based on their formulation, they have also proved that all best-effort on-line

scheduling algorithms produce the same optimal solution assuming that all bursts are of

same length and offset times are equal. They proposed a new channel reservation protocol

which they called Virtual Fixed Offset (VFO) time to improve the performance of OBS

networks in worst-case and provided some guidelines for offset time setting. VFO mimics

the behavior of same offset time for all bursts though it uses variable offset time for different

bursts. It also schedules bursts in the order of burst arrival time instead of the arrival time

of control packets. The authors proposed to use Fiber Delay Line (FDL) to delay bursts in
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each node. Their simulation results showed that VFO improved the performance as much as

35% with comparing to another well-known reservation protocol Just Enough Time (JET).

3.2.2 Burst Definition

A burst can be defined as composed of IP packets. It is formed through a process called

Burst Assembly. Burst assembly is a process in OBS networks where the ingress router

assembles a number of packets into a burst to transmit. Previous studies show that burst

assembly may have an important role in network performance. Several classes of burst

assembly algorithms have been proposed in literature.

Time and Data Driven

Ge et al. [13] proposed the first burst assembly algorithm that reduces the self similarity

of traffic and shows that the traffic can be shaped by an efficient burst assembly. The

algorithm that Ge et al. proposed was a timer based algorithm and maintains a logical

queue for any given destination Di. A timer T, is associated with each queue and starts

to count as soon as it receives the first packet and continue to count until it reaches the

threshold W¿. Then the burst is created with the received data packets in queue Qi and the

timer T¿ reset to O. The timer Ti starts to count again only when another packet arrives for

destination i. The burst is padded with null data if it is too small even after the threshold

time. Their experimental results provide an upper bound on delay due to burst assembly

and the minimum size of a burst. Xiong et al. in [52] proposed another burst assembly

that assigns limit on both the time and the maximum size of a burst. A detailed analysis

and comparison of these two schemes can be found in [23] . They observed that the latter

scheme leads to higher loss rate. However, the delay of burst assembly is smaller compared
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to the former time based scheme.

Congestion Driven

Kantarci and Oktug [21] proposed a congestion level based assembly algorithm that they

called Adaptive Threshold Based Burst Assembly (ATh-BA). In the new scheme, they have

reused the concept of timer based and size based burst assembly. However, they proposed an

adaptive threshold value for both time and size. The threshold values have been proposed

to change, considering the congestion level which is represented by the loss rate of the links.

Congestion level and the threshold values are inversely proportional. As the congestion be-

comes lighter, the threshold values are increased to have longer bursts and improve channel

utilization. They have analyzed their scheme under various traffic patterns and observed a

dramatic decrease in drop rate while the end-to-end delay remains in feasible range.

Kantarci and Oktug have enhanced their work in [22] where they proposed two dif-

ferent approaches to evaluate the congestion level in the network as well as the threshold

values. Link loss rate-based burst assembly (LLRBA) focuses on the loss rates on the

outgoing links leading to the corresponding destination while Path loss rate-based burst

assembly (PLBRA) pays attention to the loss rate along paths. They have evaluated their

new schemes on both uniform and heterogeneous environments. LLRBA significantly de-

creases the loss rate at medium load while PLRBA outperforms LLRBA with higher load

under uniform environment. The reverse performance is observed in heterogeneous envi-

ronment. However, in terms of end-to-end delay, PLRBA achieves better performance in

both environments.

34



Others

In [14], Hayashitani et al. proposed another burst assembly technique that supports a fair

QoS among the number of hops. They have assessed their scheme with a three class systems

and showed that their new scheme improves the fairness by about 140% compared to the

conventional system. In a conventional system, the low QoS packets are placed in the head

part and high QoS packets in the tail part while assembling a burst. On the contrary,

Hayashitani et al. changed the ratio of number of packets for each class according to the

number of hops.

3.2.3 Burst Scheduling

Scheduling a burst might be one of the most critical issues in OBS networks. Unfortunately,

very few works in literature are devoted to burst scheduling. Primarily the OBS schedul-

ing algorithms are focused on filling the voids that are generated by traditional resource

reservation protocols.

The issue of wavelength assignment or wavelength scheduling was first addressed by

Xiong et al. in [52] . They have described a possible architecture for OBS and also have out-

lined several algorithms in their paper. A simple first-fit (FF) algorithm was first described

that uses a round-robin search and assigns the first available wavelength found. They also

described a Horizon [47] like algorithm named latest available unscheduled channel (LAUC)

that assigns wavelength with latest horizon time. LAUC algorithm was also extended in

their paper with a new algorithm that utilizes the tiny gaps between other bursts if pos-

sible. This new algorithm outperforms both FF and LAUC and named as latest available

unscheduled channel with void filling (LAUC-VF).
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Another burst scheduling technique called Horizon Scheduling was proposed by Turner

in [47]. Horizon scheduling attempts to minimize the gaps or fragmentation of channels

occurred by JET. This technique was proposed to maintain only a single scheduling horizon

for each channel and the scheduling horizon was defined as the latest time at which the

channel is scheduled to be in use. Its failure to maintain information about the gaps

between bursts results a lower bandwidth utilization than JET however it is simpler than

JET and easier to implement.

3.3 Throughput Maximization of OBS

In this section, we explain the major contribution which have been done in literature to

improve the performance of OBS networks. Since burst loss is the key issue in OBS networks,

most of the works focused on it and proposed several directions to decrease the losses. Some

conventional attempts have been made to resolve contention by wavelength conversion and

deflection routing. Some works focused on pro actively distributing the load across the

network to avoid congestion, thus reducing burst losses. A new reservation protocol was

proposed in [29, 30] to improve the performance of OBS networks. More recently, some

authors have proposed some well thought 0/E/O conversion to enhance OBS performances.

We will discuss their results in Section 3.3.3.

Teng and Rouskas have identified several aspects that differentiate the problem of burst

loss from other network flow problems in [46]. They analyzed that the burst loss depends

on the actual load of the links that are unknown. This is why the minimization of burst

loss appears as a non linear problem even after using approximation. In [46], they also

formulated a linear problem with certain relaxation in order to determine a set of optimal
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routes that minimizes the burst drop probability over the network. Due to the computa-

tional complexity to solve their formulation in large networks, they also have developed

another heuristic especially for large networks. They observed that their heuristic and LP

formulation outperforms the ILP formulation because they were not able to achieve the

optimal solution even after using CPLEX. They claimed that their experimental results for

ILP formulation is sub-optimal and still perform better than shortest path routing.

3.3.1 Contention Resolution

Contention is considered as a major problem in OBS network considering that optical

buffers are not available at core routers. Contention causes most of the burst losses in OBS

networks and already paid enough attention in literature for resolution. Many approaches

were made using conventional methods of contention resolution such as deflection routing.

Also, some works have been done using burst segmentation.

Wavelength Conversion and Deflection Routing

Kim et al. have proposed the first intra-class contention resolution scheme in [25] . They have

implemented an enhanced alternate routing approach which combines wavelength conver-

sion and enhanced deflection routing scheme. They proposed a hop-by-hop routing function

at every core router and also consider that the core routers will maintain a routing table with

two alternating paths for each destination. If contention occurs, one burst will be routed

through a shortest path and the other one will take an alternate route. Since the alternating

route may undergoes longer hops than the shortest paths, the data burst may arrives before

the control packet at some core routers. The authors have introduced an additional offset

time called Routing Offset Time to avoid such instance in the network. Though the authors
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showed that their approach significantly decreases the blocking probability comparing to

conventional OBS, they have conducted their experiments in 4x4 Manhattan networks with

four ingress nodes only; which does not sufficiently proves the performance of their scheme

at highly loaded real life network.

A variant of deflection routing approach was proposed by Lee et al. [27] for contention

resolution which they called Contention-based Limited Deflection Routing (CLDR). CLDR

dynamically decides if the burst should be deflected or retransmitted from the source, based

on certain criteria. It also intelligently selects the deflected routes based on some perfor-

mance measure and proposed to maintain a Deflection Routing Information Base (DISB)

at the edge nodes. Their performance measurement includes minimizing both distance

and blocking probability due to contention. They have evaluated their analysis through

simulation and showed that CLDR outperforms shortest path deflection. Another work

that focuses on alternate routing has been performed by Li et al. [28]. They proposed

an Adaptive Alternate Routing Algorithm (AARA) that selects routes by distributing the

load between two pre-determined link-disjoint alternative paths for a given pair of source

and destination nodes. Balancing the load helps to avoid congestion in the network and

significantly reduces the burst loss compared to static alternate routing.

Burst Segmentation

Burst segmentation was first proposed as a contention resolution approach by Vokkarane

et al. in [49]. In this newly proposed scheme, only a portion of the contending bursts

that overlaps with other bursts will be dropped instead of the whole burst. They have

implemented a modified tail-dropping policy to determine the segment of the contending

burst to drop. The tail of a burst is dropped only if the number of segments in that
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tail is less than the number of segments in the whole contending burst; otherwise the

entire contending burst will be dropped. They have investigated the burst segmentation

scheme with deflection and evaluated the performance in a 14-node NSFNET topology. The

experimental results demonstrate that the segmentation with deflection policy performs

better than any other standard dropping policy and even offer best performance at high

loads. With burst segmentation, some new challenges arise such as switching time, how to

detect segment boundary, trailer creation etc. and require additional processing. It may

also lead to some side effects such as burst fragmentation and faces difficulties to implement

with longer bursts.

Several detailed comparative studies of contention resolution policies can be found in

[55, 12, 11, 58]. Gauger et al. [12, 11] compared three different contention resolution

schemes: Wavelength conversion, deflection routing and fiber delay lines; in terms of loss

probability and end-to-end delay. They have observed that the performance of contention

resolution schemes extremely depends on offered load and the dimensioning of given nodes

and links. Another study has been done comparing the deflection routing, FDL, dropping

and re-transmission policies in [55] . They compared these schemes in terms of wavelength

utilization and end-to-end delay. A framework that estimates path blocking probabilities

considering the reduced load approximation was developed by Zalesky et al. [58]. Their

framework can also simulate any combination of resolution policies within limited wave-

length conversion, burst deflection and burst segmentation.

3.3.2 Balance Loads Using Drop Rate Estimation

Load balancing appears as an efficient approach to avoid congestion in the networks. To

balance loads, alternate routing was preferred by a number of studies to shortest path
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routing. Several studies have proposed new formulations to estimate blocking probabilities

of a given link. The newly proposed formulations were utilized to obtain alternate routes

for bursts with lower dropping probability.

Rosberg et al. [44] proposed a unified model to evaluate blocking probabilities in an

OBS network. Their approximation formulation takes into account the reduced offered load

due to blocking in earlier stages. They have evaluated the accuracy of their approximation

by simulation in NSFNET and noticed that the introduced error is very small. They also

observed that the burst segmentation policy has the lowest blocking probability compared

to other policies.

In [37] , Phùng et al. described a unique phenomenon of OBS network named streamline

effect. Based on their analysis, they proposed a formulation to compute loss probability that

is more accurate than Erlang B formula. Streamline effect demonstrates that the bursts

within one input stream do not contend among each other and, only contend with those from

other input streams. They observed two significant folds of this streamline effect. Firstly,

they analyzed that the burst loss probability is lower than that obtained from M/M/k/k

queuing model. Another substantial observation was the non uniform loss probability of

bursts among the input streams. It inversely relates to the burst rate of the input streams.

The total loss probability of an OBS network will be reduced if a large flow of traffic is

formed with a minimum number of merging flows. Streamline effect has major implications

for QoS and load balancing algorithms. An accurate loss probability estimation helps to

obtain a better set of routes that provide higher success rate for bursts transmission. Phùng

et al. have also proposed a load balancing scheme that uses the idea of streamline effect

and showed that the scheme outperforms shortest path routing.
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Chen et al. [4] have extended the study with streamline effect and developed a MILP

formulation to compute primary and backup paths for each flow while minimizing the burst

loss. Due to computational complexity, they were not able to implement their formulation

in a real time mesh network topology. However, they have developed a heuristic that utilizes

the formulation to compute the loss probability. The heuristic randomly selects a number

of routes and re-route them considering the loss probability given by the newly proposed

formula. Authors in [4] claimed that their heuristic outperforms other known algorithms in

terms of burst loss.

3.3.3 Recent Improvements

A translucent node architecture has been proposed for OBS networks by Coutelen et al. in

[9] . The newly proposed architecture allows re-aggregation of bursts at intermediate nodes

in core networks. This architecture provides electrical buffers at intermediate nodes and

utilize aggregation grooming. The simulation results show that the aggregation reduces the

loss probability in OBS networks. However, it increases the end-to-end delay by around

30% and the cost of the node by around 20%. To overcome these drawbacks, the authors

proposed to use aggregation grooming which according to their experiments, significantly

reduces the loss rate. The authors, in [9], also proposed an accurate traffic model LCH+

for OBS networks after a careful analysis of traffic properties. LCH+ is an enhancement of

Lost Call Held (LCH) model. It combines the finite number of sources and the independent

arrival property while discards the burst segmentation.

In [8], Coutelen et al. have been enhanced their previous work in [7] and proposed

an improved RWA-OBS formulation. RWA-OBS problem performs routing and wavelength

assignment for OBS networks. RWA-OBS differs from classical RWA for OCS and WR-OBS
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by allowing merging of ingress flows and transit flows if the transit flows are OT-isolated

and the ingress nodes run ALAP. In this enhancement, the authors introduce the flexibility

to use different OT extension factor (EOT) while the previous work only assumes a constant

EOT for each connection. The authors intelligently managed the scalability of the enhanced

model by employing column generation technique combined with a Tabu Search heuristic.

Although these recent studies have a very high interest in order to increase the mean-

ingfulness of OBS networks, they are not taken into account in the conditions under which

our experiments provide an upper bound on the throughput of an OBS network.
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Chapter 4

Shortest Path Selection

In this Chapter, we propose the first approach that we have designed to maximize the

throughput of an OBS network. In this approach, we experiment two algorithms to select

a path from a set of k-shortest paths to transmit bursts for any s-d pair in the network.

First algorithm defined as Sequential Selection of Shortest Paths (SSP), selects the path

that assures a burst the smallest time to reach the destination. Second algorithm referred

as Weighted Selection of Shortest Paths (WSP), introduces a weight on each path based

on certain criteria and selects the path with smallest weight. Sections 4.1 and 4.2 describe

the assumptions and notations respectively that we have considered throughout the thesis.

Section 4.3 explains the resource reservation process. Algorithms are illustrated in Sections

4.4 and 4.5. Section 4.6 presents the comparative results of SSP and WSP algorithms.

4 . 1 Assumptions

We have considered several assumptions to maximize the throughput of an OBS network.
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Wavelength Continuity Constraint: No wavelength conversion capability is available

at core nodes. Thus a light-path must use the same wavelength on all the links along its

path from source to destination.

Bufferless Core Node: We assume that no mechanism is used to delay the bursts at

core nodes.

Link: Any pair of connected nodes are linked by two directional links. Each link is

supported by a directional optical fiber.

Traffic: Traffic is static and the traffic matrix is known in advance.

4.2 Notations

This section depicts the notation we have used to represent network topology and traffic.

4.2.1 Network Topology

We consider an OBS network represented by a directed graph G = (V, L) where V is

associated with the set of nodes and L corresponds to the set of (directed) links between

the nodes. The set of nodes is divided into the set V^CCESS of access nodes and the set Vcore

of core nodes. On each fiber link, the transport capacity is made of W wavelengths. Let

? = {??, À2, . . . , Xw} be the set of wavelengths. Connection requests are received between

pair of access nodes.

For each pair of source and destination (vs, v¿¡) G V^CCESS ? V^ccess, let
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Vsd be the set of available routes. If \Vsd\ = 1, we will assume that psd E Vsd corresponds

to one of the shortest routes from vs to v¿.

tfsd* ke the maximum end-to-end delay, after which the burst will be too late. Therefore,

one has to disregard from the source nodes, the bursts which cannot be launched early

enough in order to reach their destination before the maximum allowable end-to-end

delay has expired. A burst is stored in the electrical buffers that are available at the

sources before it is transferred to the optical domain.

Psd be a path from vs to v¿-

<5™°PAG be the propagation delay on path psd- It is the cumulative sum of propagation

delays on each link I e psd-

Link

For each link ? G L, let

LENGTH^) be the length of link £.

s¿ be the source node,

de be the destination node,

length(^)¿propag J36 ^j18 propagation delay, usually expressed in ms. It is equal to where
Flight

Flight = 200, 000 km/seconds in the typical glass which is used for optical fibers.

T¿ be the list of time slots for wavelength ? G ? on link I.

BD-USAGE(^) be the used bandwidth on link t.
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Node

For each node ? G V, let

buffer(u) be the size of the electrical buffer at source node ? G VACcess,

¿switching ke the switching delay at node ? G V. In OBS networks, this delay is negligible

at the intermediate nodes as, at the burst arrival, switching configuration has been

done following the early arrival of the burst header, consequently data remain in the

optical domain. The switching time is however not negligible at the source node,

especially for the conversion from the electronic domain to the optical domain. As

this is a fixed delay, we will assume that it is taken into account in the limit on the

end-to-end delays.

4.2.2 Traffic

We consider a static traffic model where, for each source node ? G V^ccess, we are given a

list Bv of bursts to launch at some time from ? G V^ccess· For each b G Bv, let

LENGTH(6) be its length. It can be expressed either in terms of the number of packets (and

number of bytes/packet) or in ms or µß.

DESt(ò) be its destination,

¿ready bg £ne eariiest time at which b can be launched from v,

¿launch J36 tke ^me at which J3 ig launched from v,

¿LAUNCH = ¿LAUNCH _ ¿READY be the launch delay after ¿READY _
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Let B = IJ Bv be the overall set of bursts to be launched over the set of access nodes.
^eVAcCESS

The procedure of traffic generation is explained in Section 4.6.2.

4.3 Resource Reservation

This section describes the process of resource reservation that we followed in the simulations.

Let us consider a pair or source and destination nodes vs and v¿, and let us assume that

the shortest path from vs to ?a has three fiber links l\, l<¿ and ¿3, see Figure 8. Let ? launch

the time at which a given burst b is launched:

+LAUNCH --. +READY rLAUNCH +LAUNCH +READY +DEST +READY ^- +maxh -h "b —h ~h h ~ h St

where tfEST is as defined below in equation (7).

Time of arrival of 6 at the entrance of node va:

+ENTRANCE +READY , rPROPAG1Va — lb + °?? ?

where length (ò) is expressed in bits and where <5|ROPAG = travel time of the first bit

OF b THROUGH i\, see Figure 8 for an illustration.

Time of arrival of b at the exit of node va:

+EXIT +ENTRANCE , +SWITCHING1Va — 1Va, "T" 1Va

and so on.
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Time of arrival of b at the entrance of node v¿:

^ENTRANCE
1Vd tEX1T + dPROPAG

h +
length(ò)

capacity(^3)' (7)

where length(ò) is expressed in bits and where ¿P3ROPAG = travel time of the first bit
THROUGH ¿3, see again Figure 8 for an illustration.

Vs

(a)

U va U

(b)

(e)

Vt /3 Vd

CU
1(d)

(i) Burst is ready to be launched

(il) Burst is at the entrance of V12
(Hi) Burst is at the exit of V,
(Iv) Burst Is at the entrance of vd

Figure 8: How to compute the end-to-end delay

4.4 Sequential Selection of Shortest Paths (SSP)

This section explains the first algorithm that we have designed to select a path among the

set of k-shortest paths for a given (vs, v¿) pair. The set of k-shortest paths for each (vs,Vd)

pair is obtained by Eppstein's [10] algorithm. One path is selected from the set of k-shortest

paths to transmit the burst based on the time the burst reaches the destination.

We have implemented Eppstein's algorithm that obtain k shortest paths for all (vs,v¿)

pairs in a given network. More precisely, we have used an adapted version of Eppstein's
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algorithm to obtain a set of three loop-less paths for all (vs,Vd) pairs in the network. Epp-

stein's algorithm was selected due to its several advantageous characteristics. It provides a

better memory management by using efficient data structures than other similar algorithms

available in [1, 26]. Most important element is the time complexity it requires to obtain

k-shortest paths. In a ? ? m directed graph, it can provide the set of k-shortest paths for

a given (vs, Vd) pair by 0{m + n ? log n + k) time.

Once the set of k-alternating paths for each (va,Vd) pair is acquired, our algorithm

dynamically selects one path from every set for a given (vs, Vd) pair to transmit bursts. The

algorithm sequentially looks for available time slots for a given burst in every alternating

paths. Based on the availability of resources, the algorithm estimates the time when the

given burst can reach its destination if it follows a given path. The algorithm compares the

estimated arrival times and choose the path with the smallest one. This selection process

was aimed to reduce the overall end-to-end delay in the network. The selected path is used

to transmit burst for the given (vs,Vd) pair. The detailed algorithm of SSP is given in

Step 1 and 2. Step 1 defines the initializations that are necessary for the next part of the

algorithm. Step 2 explains the resource reservation process that we have explained above.
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Algorithm SSP

Step 1 Initialization
{Initialize the data structures}
for all i e L do

for all ? e ? do
T/<-0

end for
end for

for all ? G FACcess do
buffer(w) <— 0

end for

{Initialize the parameters}
for all (vs,vd) e Access ? ^access do

compute Vsd = set of k-shortest paths from Vgtov^
end for.

4.5 Weighted Selection of Shortest Paths (WSP)

We have investigated another scheme to select a path among the set of k-shortest paths

for burst transmission. The major idea was to distribute the load over the available k-

alternating paths. Load distribution is a well known strategy to reduce congestion in the

network and reduce the dropping rate in the network. In this approach, we try to select

the path that is least loaded among the set of k-alternating routes.

We obtain the set of k-alternating routes for each (va,Vd) pair in a same manner as

explained in Section 4.4. Unlike in the previous strategy, we do not select the path according

to the shortest arrival time of bursts at the destination. Instead, we start our search of

available time slots from the path that is least loaded and continue our search in a round

robin fashion through the set of available paths. As soon as we obtain a free time slot to

launch the burst, we stop our search and use that path to transmit the burst. We associate

a new attribute named weight to each path so that we can keep track of highly loaded paths.
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Step 2 Current Step
while B f 0 do

Let b £ B be the earliest non routed burst;
Let ?s be its source node and v¿ be its destination node;
B^-B\{b};
Update T/ for all I ß L and for all AeA;
Update weights for all ps¿ € Psd
next-burst <— .false.
while next-burst f .true, do

i°EST «- oo ;
for all (psdi ?) € T^d ? ? in their increasing weight order do

success = .TRUE.

while success, do
Consider the next link on {psd, ?).
If there exists no void interval I¿ = \a¿ , ßc] of length length(ò) such that:

at = at- + f£,ROPAG I f first link on psd
with (! being the preceding link of t on ps¿

then
success <— .false.

end while
if success then

Compute <^AUNCH ;
Compute the expected time arrival, f£EST, at the destination node.
if the buffering capacity limit is not exceeded and í£EST - í*EADY < ímax then

ÎDEST , J-DEST .lb *~ lb '
?^? ;

end if
end if

end for

if ¿£EST f oo then
Update t} for all £ e psd
next-burst <— .true.
Update weights for all p3¿ e Vsd

end if
if next-burst = .FALSE, then

Disregard (drop) the burst;
next-burst <— .true.

end if
end while

end while
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We compute and update the weights for all paths after reserving the resources for every

burst. We consider two different criteria to estimate the weight value for each path. One

criterion is the current load or used bandwidth of all links in a path. We also intuitively

consider the length of the path as another important criterion in path selection.

Criteria 1:

wi e€PsdWsd =
S LENGTH(T) X BD-USAGE(f)

S length(í)
i&Psd

(8)

Criteria 2:

W2sd = max {LENGTH(f) X BD-USAGE(f)}
t£Psd

(9)

These two criteria referred in expressions (8) and (9) were used to compute the total

weight of path ps¿. We also have used another factor denoted by a to increase the flexibility

of having different levels of precedence on these criteria. In our experiments, we have

assigned same precedence for both criteria by setting the value of a as 0.5. We finally

propose expression (10) to estimate the weight of a path.

Weight of path ps<¡:

WPsd a x ?/?a + (1 - a) x W^ (10)

where we use a £ [0, 1] as a factor to customize the precedence of one factor over another.
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4.6 SSP vs. WSP

4.6.1 Network Instances

Simulations have been conducted on three different network topologies. Different traffic pat-

terns have been used for each of these three networks. Each of the link has two wavelengths

and each wavelength has a capacity of 10 Gbps.

NSF

We consider NSF (National Science Foundation) network with 14 nodes and 21 bi-directional

links as shown in Figure 9. The NSF network was a major contribution to the Internet

backbone of early 1990s and designed to create an open network to allow the opportunity

to access supercomputers for academic researchers [15].

12
11

94
13

T 8

14

X

Figure 9: NSF network
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Step 2 Current Step
while B f 0 do

Let b 6 B be the earliest non routed burst;
Let vs be its source node and Vd be its destination node;
B*-B\ {b};
Update T/1 for all £ e L and for all ? e ?;
next_burst <— .FALSE.
while next_burst f TRUE, do

¿DEST ^ ? .
for all psd 6 Vsd in their increasing length order do

^min * t;
minLoad <— oc ;
for all ? e ? do

load\ = 0;
for all t £ pst¡ do

load\+ = load^y
end for
if load\ < minLoad then

minLoad <— load\ ;

end if
end for

count = 0;
while success f .true OR count < W do

for all i e p3t¡ do
Find if there exists a void interval If, = [o¡e, ß?] of length LENGTH(ò) such that:

ae = Oi1, + t^OPAO I f first link on psd
with £' being the preceding link of Í on psd

if there exists such a set of intervals then
Compute ¿launch .
Compute the expected time arrival, t£EST, at the destination node,

the buffering <
Xt)EST , +DEST .

?^-? ;
success <— .TRUE;
BREAK;

end if
end if

end for
count = count + 1;
? = ? + 1;

end while
end for
if i°EST f co then

Update t/ for all I e psd
next_burst <— .TRUE.

end if
if next.burst = .FALSE, then

Disregard (drop) the burst;
next-burst <— .TRUE.

end if
end while

end while
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EON

The second network is the European network (EON2004) defined by 1ST (Information

Society Technologies) project as LION k COST action 266 [31]. The EON2004 topology

with 28 nodes and 41 bi-directional links is illustrated in Figure 10.
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24

Figure 10: European network

NY

Another network is the New York network (NY) defined in [16]. The NY topology with 16

nodes and 98 bi-directional links is illustrated in Figure 11. Similar traffic scenarios as NSF

and EON2004 have been applied to NY to examine the network performance.
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Figure 11: NY network

4.6.2 Traine Instances

We have considered different traffic instances with various patterns for each network in-

stance.

In one instance, we generate traffic for every source-destination (s-d) pair in the network

and the amount of traffic is uniformly distributed over the s-d pairs. The amount of traffic

varies for a given network instance and a given heuristic approach. Because we consider

the amount of traffic load for each s-d pair such that the overall drop rate in the network

remains around 1%.
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We also considered non-uniform traffic for all network instances. Two instances of non-

uniform traffic patterns have been examined. In the first instance, traffic load varies about

10% between minimally loaded s-d pair to maximally loaded s-d pair in one instance. In

another instance, load varies about 50% between min and max loaded s-d pairs. Amount

of traffic load for each s-d pair is randomly selected.

In the simulations, the incoming bursts follow Poisson arrival pattern and the length

of the bursts are uniformly distributed. A burst contain 200 number of packets and each

packet has a size of 1250 bytes.

4.6.3 Simulation Environment

The parameter i^** appears as an important component in our experiments. It defines the

maximum time we allow a burst to wait at the sources. All of the bursts dropping that are

experienced in the simulations are due to ij^f*· We nave used a normalized value of i™^*

defined in equation 12 in the simulations. Since, all of the algorithms use analogous value

of i^f*, varying the value of i^f* will not change the order of the algorithms in performance

comparison tables. We consider both the average end-to-end propagation time, say ¿AVERAGE;

over all s-d pairs in the network and the largest propagation delay among the shortest paths

in the network. tAVERAGE can be defined as:

ErPROPAG
Psd

,.AVERAGE _ PadëVsd
\Vsdl

¿max can J36 defied as follows:

ill)
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¿max _ 5Q ms + max J ¿average. max end-to-end propagation delay

on the shortest path from vs to Vd j. (12)

4.6.4 Comparison

Tables 3 and 4 show the comparative results for SSP and WSP with both NSF and EON

networks. Table 1 and 2 present the average E2E delay and the average travel time ex-

perienced by the bursts when using the path selected by SSP and WSP in NSF and EON

networks respectively.

Table 1: Comparison of SSP & WSP in NSF

NSF Network

Algorithms Average E2E delay Average travel time Average waiting time
______________________Of) (/?) (ms)

SSP 3070.0 2472.6 597.4

WSP 4312.4 3046.9 1265.5

Table 2: Comparison of SSP & WSP in EON

EON Network

Algorithms Average E2E delay Average travel time Average waiting time
________________________(Ms) (>s) (ms)

SSP 4047.3 3337.6 709.7

WSP 5168.8 3744.4 1424.4

Simulation results show that WSP increases the throughput 6% in EON2004 and 5% in

NSF over SSP however, WSP experiences larger average E2E delay over SSP. We presume

two reasons for larger delays experienced by WSP as follows, (i) WSP may select longer
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Table 3: Comparison of throughputs for SSP & WSP in EON

EON with Uniform traffic

Algorithms Throughput Drop rate

___________________(Gbps) (%)
SSP 141.4 1.0

WSP 160.6 0.9

Table 4: Comparison of throughputs for SSP & WSP in NSF

NSF with Uniform traffic

Algorithms Throughput Drop rate

___________________(Gbps) (%)
SSP 107.3 1.0

WSP 113.1 0.9

paths than SSP to transmit bursts, (ii) WSP may experience larger amount of conflicts in

the selected path since the possibility of conflicting bursts increase with the increase of the

length of the path. The reasons can be explained by following example.

Let us consider an instance in our simulations in NSF network where bursts need to be

transmitted from source node vs = 3 to destination node v^ = 1. For this specific instance,

SSP selects the path 3 —> 1 to transmit the bursts for a certain period of time. On the

other hand, WSP selects the path 3 —> 6 —> 5 —> 4 —> 2 —> 1 to transmit the bursts which

is much longer than the path selected by SSP.
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Chapter 5

Load Balancing

Balancing load is an innovative concept that distributes the load over the network as evenly

as possible. This approach helps to avoid congestion in the network and reduces the prob-

ability of dropping a burst as well. Now-a-days, load balancing has been given huge at-

tention in research community to employ it in OBS networks. Several approaches have

been proposed to distribute loads over the network. Studies related to load balancing in

OBS networks are described in Section 3.3. In this chapter, we propose a novel heuristic

to balance loads in an OBS network. Section 5.1 describes the idea of load balancing. We

present the algorithm of our heuristic in Section 5.2. Section 5.3 illustrates a heuristic from

literature and the heuristic that we designed by taking into account the streamline effect.

Comparison of the simulation results are presented in Section 5.4.

5.1 An Example of Load Balancing

Load balancing is a novel approach in OBS networks that attempts to reduce the probability

of dropping bursts in the network. The major focus of load balancing is to avoid congestion
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in the network since congestion causes a good amount of burst dropping. Load balancing

tries to spread out the load all over the network to avoid congestion.

A typical way to find a path for a given (vs, v¿) pair in a network is to follow the shortest

path. Once all (vs, v¿) pairs in the network attempt to use shortest paths to transmit data,

congestion may occur in the network. One or more links in the network might be overloaded

while some links remain under utilized. The overloaded links are referred as bottleneck

links and cause most of the burst dropping in an OBS network. Balancing the load over

the network can avoid such troubles to occur in the network. A load balancing algorithm

typically re-routes some connections through the under utilized links and thus, reduces the

load of bottleneck links. Such an approach usually selects a least loaded path for a given

(vs,v¿) pair instead of the shortest path.

Let us consider the network as shown in Figure 12. Assume that all links feature same

amount of cost and the capacity of each link is 10 Gbps. Nodes va, Vb, vc and v¿ are

generating bursts at a rate of 4 Gbps to transmit to destination vg. If shortest paths are

utilized to transmit the bursts, then va, Vb, vc and vj, will transmit bursts through paths

va —> Vh —* vg, Vb —> Vf1 —> V9, vc —> Vh —> vg and v¿ —> Vf1 —» V9 respectively as explained in

Figure 13 (a).

Since each connection is generating traffic at a rate of 4 Gbps, the total load offered to

link Vf1 —> Vg will be higher than its capacity. Thus, some bursts will be dropped due to

the congestion occurred in this instance, however, the capacity of some other links in the

network are not utilized.

The burst losses in this particular scenario can be avoided by utilizing the capacity of

unused links. If we re-route the traffic from sources vc and v¿ through a longer path than the
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Figure 13: Typical and re-routed connections

shortest path such that the traffic from vc and Vd travel through vc —> Vd —> ?e —> ?/ —> i>g

and Wd —> ve —> ?/ —> ?9 respectively, to reach the destination as explained in Figure 13 (b),

then there will be no loss of bursts in the network.

5.2 Load Balancing Heuristic (LBH)

We have implemented a heuristic to find the best possible routes in the network for each

(vs,Vd) pair. In this approach, our objective was to minimize the maximum load of a link
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and the overall variance of loads in the network. We use the shortest path algorithm to

obtain a set of shortest paths for all (vs,Vd) pairs in the network. The algorithm uses the

set of shortest paths as an initial solution. The physical length of the links is used by the

routing algorithm as cost of the links. It ensures the shortest arrival time at the destination

if the bursts are launched as soon as they are ready.

Once the initial solution is obtained, the heuristic algorithm evaluates the number of

connections passing through each link and the amount of load provided by each connection

on that link so that the total amount of traffic passing through each link can be computed.

We replace the cost of the links by the amount of load it carries. In every iteration, we find

the link with uppermost load and refer as the bottleneck link hereafter and denote it by

i\,. It is defined as follows: LOAD(^) = max load(^). Then we find the connection q, such

that LOADc6(^f,) = max LOADc(^f,), i.e., the connection that contributes the maximum load

to the link 1^. C denotes the set of connections exist in the network. We apply the routing

algorithm to find an alternate route for connection c¡, that does not use link ¿¡,, so that the

load of the link I^ will be decreased. Any rerouting of the connections in the network may

change the number of connections passing through a link and the amount of load as well.

Therefore we evaluate the cost for every link in the network again.

We evaluate the quality of a given solution by measuring the network weight for the

given solution. The weight of the network is measured by the variance of load of the links

in the network. The variance is computed as S (load(£) — mean(load))2. A solution is
e

referred as a better solution if it reduces the weight of the network.

The iteration continues the search for possible solutions so that the load is well dis-

tributed over the network. We stop our search after a certain amount of iterations with no
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more improvement. We also maintain a Tabu list to store the previous solutions in memory

to avoid repeated selection by the heuristic.

Algorithm LBH (Load balancing Heuristic)

Step 1 Initialization
{Initialize the parameters}
for all (vs,vd) € Vaccess ? Vaccess do

Compute Vsd = shortest path from vs to ?^;
end for.

{Initialize the data structures}
for all Í e L do

Compute offered load LOAD(^) on £;
Replace link cost by LOAD(^);

end for
Initialize Tabu list r;

Step 2 Current Step
Find link £¡, such that load(4) = max LOAO(I);
Find connection q, such that LOADC6(^) = max LOADc(^(,);c€C

Compute network weight Wn using variance of load on the links such that
S (load(^) - mean(load))2;
I

if Cb f t then
Re-route c¡, using updated cost function;
Compute link load and update link costs;
Compute network weight WNarr;
t<-îUch

end if

if Wffrr < Wn then
Update the incumbent value;
Wn = Wffrr;

end if
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5.3 Algorithms from Literature and Enhancements

5.3.1 Literature

The Streamline effect, a unique phenomenon of OBS, has been described in Section 3.3.

Streamline was first identified by Phimg et al. in [37]. The authors in [37] proposed a

new formulation to estimate blocking probability more accurately taking into account the

streamline effect. We have applied this estimation in our simulation to compute the loss

probability of each link for given network topology and traffic instance. The estimated

amount of loss probability for a given link was assigned as cost of that link to obtain the

set of routes with smallest loss rate for each (vs,v¿) pair. Simulation results are presented

in Tables 5 and 6.

Qian et al. [4] have proposed a different heuristic focused on streamline effect. The

heuristic was initialized by the set of shortest paths for all (vs,Vd) pairs in the network.

Loss probability for each link was computed applying the formulation provided in [37]. A

random number of paths in the network are selected to re-route. Re-routing considers the

estimated loss probabilities of the links and finds the path with the lowest loss rates for all

{vs, Vd) pairs. Simulation results for Qian's [4] heuristic is presented in Section 5.4.

5.3.2 Enhancements

We have developed another heuristic based on the newly identified characteristic streamline

effect to extend Phung's work. We define the heuristic as Streamline With Heuristic (STH).

The objective of the heuristic is similar to LBH as described in Section 5.2. STH also uses

the equivalent set of shortest paths as initial solution. Each iteration of the heuristic follows

the steps illustrated in Step 2 of LBH except the procedure of cost estimation of the links.
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Unlike LBH, STH estimates the loss probabilities for all links in the network taking into

account Phung's formulation and assign the estimated loss probability as cost of the link.

STH also evaluates a given solution in different manner. It computes the overall weight of

the network as the cumulative sum of the estimated loss probabilities of the links in the

network.

5.4 Comparison

Table 5 shows the simulation results with EON2004. Experimental results with NSF net-

work are presented in Table 6. We observe that (i) both LBH and Qian's [4] heuristic

improve network throughput compared to Streamline and (ii) LBH outperforms the Qian's

heuristic and STH. The reasons for bursts loss in these simulations are quite similar to the

reasons experienced in the simulations of Chapter 4 (i.e., loss occurred at the sources).

Table 5: Comparison of throughputs for LBH in EON

EON with Uniform traffic

Algorithms Throughput Drop rate

______________________(Gbps) (%)
Streamline 62.6 1.1

STH 116.8 0.9

Streamline- Qian 139.2 1.1
LBH 140.5 0.9

We compare the performances of two most significant load balancing algorithms with

WSP in Chapter 7.
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Table 6: Comparison of throughputs for LBH in NSF

NSF with Uniform traffic

Algorithms Throughput Drop rate
______________________(Gbps) (%)

Streamline 76.9 0.9

STH 114.7 0.9

Streamline- Qian 168.5 1.0
LBH 169.5 0.9
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Chapter 6

Tree Decomposition

6.1 Outline

This chapter will describe another approach that we have examined to maximize the

throughput of OBS networks. The basic idea was to build a tree network for a given des-

tination from any mesh network. The idea was motivated by the phenomenon streamline

effect explained in [37] which demonstrates that the bursts traveling in one input stream

are streamlined and do not contend with each other until they diverge.

The challenge was to decompose the set of efficient trees from any given mesh network.

Let us consider the mesh network represented by G = (V, L) where V is associated with the

set of nodes and L corresponds to the set of links between the nodes. For a given destination

D, we need to define a set of routes for all possible sources such that, all sources can reach

destination D using a tree structure. The set of trees in a given network contains as many

trees as the number of destinations.
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6.2 An Example

To get an upper bound on network throughput, we relax some certain conditions of classical

OBS environment. We assume that the overall information of time-slot availabilities at

each link is available at scheduling node. We also assume there is no offset time for the

bursts. Under these considerations, a tree structure can be represented by an equivalent

star network. Rest of this section explain a simple example supporting this claim.

Consider a network represented by a directed graph G = (V, L) where V is associated

with the set of nodes and L corresponds to the set of directed links between the nodes. The

set of nodes are divided into the set of source nodes Vs and the set of destination nodes V¿.

We need to build a tree structure for all v¿ £ V¿ so that there is only merging flow in the

network. Consider node Vf G V¿ and nodes {va,Vb,vc,Vd,ve} € Vs in the network shown in

Figure 14.

V8

to

<o
<V Vf

¡V

e V¿V4
\

W

Figure 14: Sample network

A tree can be built for destination Vf from the network shown in Figure 14 assuming

that the shortest path from va to Vf is va —> v¡, —> vc —> Vf, v¡, to Vf is v\¡ —» vc —* vj, vc to

Vf is vc —> Vf, vs = Vd is Vd —> vc —> Vf and ve to Vf is ve —> Vd —> vc —» Vf. Figure 15 shows

the corresponding tree for Vf € Vd- The costs associated with links in Figure 14 represents
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the propagation time of the links.

%Vb
O

® ®6 KV/a

V

Figure 15: Tree representation

In the tree network shown in Figure 15, nodes Vb, vc and v¿ are shown with an additional

link with zero propagation time to indicate that these nodes are also generating flows into

the network. As for example, the flow from node va to Vf travels through the node ?& and

node Vb is also transmitting its own flow. Thus, these two flows are contending each other

at node Vb- Note that, the last contending node of all flows in tree network shown in figure

15 is node vc. So node vc is the scheduling node (vsc) for this tree structure.

The equivalent star network of Figure 15 can be built by considering the propagation

time from sources to (vsc) as shown in Figure 16.

®

Figure 16: Star representation
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6.3 Valid Relaxation

Relaxations, that we made in this thesis are discussed in detail in Section 2.7.1. In a

classical OBS network, a control header traverses the intermediate switches over the path

to set up the switches for an upcoming burst. The burst is held at the edge node for a offset

time period and leave the edge node immediately after that time without any confirmation

of switch setup. Contention would not occur in that higher rate if reservation could be

confirmed before the burst leaves the edge node. That is the rationality behind our idea of

relaxing some constraints of classical OBS networks in such a way that overall information

of available time slots of all links are available at all edge nodes at the time of scheduling a

burst.

Another relaxation that we have considered in our experiments is the removal of offset

time. The rationality of this relaxation is quite similar to above explanation. Also, once all

the information are available at the edge node and reservations are made before the burst

launch, offset time is not necessary anymore.

6.4 Tree Coverage

This section explains the definition of the tree representation in a mesh network topology.

We built a set of tree for all destination node v¿ of the network to represent the entire

network. Each tree is rooted at a destination node v¿ so that all remaining nodes have a

unique path to reach v¿ and can generate traffic destined to v¿.

In [37], Phùng described the streamline effect in an OBS network and introduce a more

accurate model to compute loss probability for each link in the network considering the

load applied to it. If we designate this loss probability as link cost and apply a shortest
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path algorithm, we would have a set of paths for all source-destination pair of a network.

But this formulation does not guarantee to form a set of tree from that set of paths. Rest

of this section demonstrate two different scenarios with unlikely traffic pattern use this

formulation. The first instance always results a set of trees whereas the later one does not.

Consider a sample network topology as shown in Figure 17. Node va,Vb,vc and v¿ are

generating traffic destined to node ve. In this example we will consider the traffic is static i.e.

all the connection requests in the network and the amount of traffic for each connection are

known at the time of computing loss probability. We consider the load for the connections

in such a way that loss probabilities of the links will be similar as shown in Figure 17. Loss

probabilities of most important links vg —> Vf1, vg —> ve and ?h —> ve are pictured in Figure

17.

©?.

>X
Vf

Vi ¦«s
>«.

0*
V

Vi

Figure 17: Build a tree structure

Note that, connections va —> ve, Vb —> ve and vc —> ve must reach the node vg to reach

the destination ve. After that point these connections may have two alternative paths to

choose. Similarly, connection v¿ —» ve has to reach Vf1 first to reach ve and then it also has
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two alternates. Therefore links vg —> Vf1, vg —» ve and ?/j —> ve have the key role in selection

of routes for the connections.

We use the shortest path algorithm using loss probabilities as the cost of the links to

find the routes for the connection requests. Between alternating routes, this algorithm

will always select the path that is least expensive. In this particular example, connections

va —> ve, vb -> ve and vc -* ve must reach at node vg with no alternating route. After that

point, they have two alternative paths vg —> Vf1 —> ve and vg —> ve. Routing algorithm will

select the path vg —> ve for all those three connections as it is less expensive than the other

one. There is no possibility to select one alternate route for one connection and other route

for rest of the connections.

With this observation, we can conclude that these connections will always build a tree

rooted at destination node regardless of load variance. This statement is true for every

similar scenario in any network topology under the assumptions we have in this example.

So, routing with static traffic using Phùng's formula [37] will always form a tree where the

root of the tree is the destination node of the connections.

We consider the same network topology and number of connection requests to build

another example that shows the set of paths for those connections do not form tree structure.

In this example we consider dynamic traffic, i.e., all the connection requests are not ready

at the beginning and the sequence of their arrival are not known.

Figure 18(a) shows the snapshot of the network at a particular point of time. At

that time, two connections vc —> ve and v¿ —> ve exist in the network and their paths to

destination node ve are selected. Figure 18(a) also includes the loss probabilities of three

key links in the network that plays major role in route selection. These loss probabilities
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Figure 18: Building a structure which is not a tree

are computed using Phùng's formula [37] considering a certain amount of load for existing

connections.

At this time, a new connection request arrives in the network requesting to establish a

route from node va —> ve. Now, the routing algorithm will select the route va —> Vf —> vg —>

ve for this new connection considering the loss probability scenario of the network as shown

in Figure 18(b). Meanwhile, loss probabilities of the links will be updated according to the

load of the new connection established. Figure 18(b) shows the updated loss probabilities
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of the links.

After that, consider another connection request arrives from node v^,. This connection

also requests to establish a route to destination node ve. Routing algorithm will select the

route Vb —> ?/ —> vg —> ?h —> ve according to the updated loss probability status of the

network as shown in figure 18(c).

By establishing the second connection, existing set of paths in the network no longer

form a tree.

6.5 Selfish Tree Generation (ST)

Generating trees from a typical mesh network topology was a critical issue in investigating

the performance of an OBS network with our new strategy. To observe the throughput

of an OBS network with this strategy, any mesh network should be decomposed to a set

of trees. Each member tree of that set will be rooted with a destination node. In this

section we explain a strategy that we examined to generate that set of trees by using a

meta heuristic. Title of this section implies the general concept behind the heuristic. Each

tree was generated considering the best possible options but the impact of existence of other

trees in the network.

We have implemented a Tabu Search based meta-heuristic to decompose the trees with

the objective to minimize the weight of the network by minimizing the weight of every single

tree where the weight of a given tree T is Wt = S Wt[I) + Wx max WT{¿). The detail

algorithm of this heuristic is given in Section 6.7.

Minimum Spanning Tree (MST) algorithm has been applied to acquire a set of trees

as initial solution for the heuristic. Number of trees in this set depend on the number of
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destinations in the network. Each tree of the initial solution rooted with a destination node.

Let us assume that the transport capacity of a given link I is TC¿ and Lt denotes the

set of links that are used in a given tree T. Number of incoming links that use the link I

to transmit bursts in T is denoted by N^1. ffn denotes the amount of traffic flow in each

incoming link that intend to use i in T. Standard deviation of fjn among the incoming

links is referred by s. Weight of the tree T is denoted by Wt and defined as:

Wr = S WtW + Wx maxWT(¿) (13)

where

w m S (fi) x ((^)2 - 1) x (1 + 50 ? max {0; E (/£) - Th))Wt{£) = TCtx (s + e) · (14)
We examine all potential links in the set {L ? Lt) in a round robin fashion to minimize

the weight of the tree. A link is considered as a potential link if it does not make a loop

in the tree and also does not disconnect the tree. We select a potential link and recompute

the weight of the tree. If this new weight is smaller than the current weight, we accept the

move and modify the tree accordingly. That link was kept in the tabu list for a certain

period of time. We make as many moves as possible to minimize the weight of the tree, and

thus minimize the possibility of dropping a burst.

Equation (14) is composed of three major components: offered load, number ofmerging

and penalty for overloading.

Offered load

We consider the amount of load offered on a given link and the variance of load among the

incoming flows. We prefer to build a larger traffic stream taking into account the streamline
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effect [37]. This consideration is represented in Equation 14 by the terms S(//?) and s.

The following example illustrates the effectiveness of the terms in weight computation.

Vd)
?

(b)

Figure 19: Effect of offered loads and their variances

Let us consider the two tree instances of Figure 19 (a) and (b). The amount of load

offered by each incoming link is cited beside the links in the Figure. We need to compute

the weight of link L We assume that the capacity of each link is 10 Gbps in both instances.

We build this example in such a way that the amount of offered load and the number of

merging operations are equal in both instances. The only difference between Figure 19 (a)

and (b) is the variance of load among the flows. In Figure 19 (a), connections va —> v¿

and Vb —> Vd offer equal amount of load however, in Figure 19 (b), one connection offers

higher load than another. If we compute weight of link I using Equation 14, weight of link I

becomes 24 for the configuration of Figure 19 (a) and 8.48 x 10~6 for Figure 19 (b). Since,

the objective is to minimize the weight, Figure 19 (b) appears as a better solution compare

to Figure 19 (a) which supports our perception.
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Number of merging flows

Number of merging flows in a tree is another important component to compute the weight

of a given link. It is represented in equation (14) by the term N^1. We build an example as

shown in Figure 20 that describe the effect of number of merging operations in a tree.

®
1

V 2

® ® (3) W C^
(a) (b)

Figure 20: Effect of the number of merging flows

Let us assume that the link capacity is 10 Gbps in both instances illustrated in Figure 20.

The example is built in such a way that the amount of offered load and the variances among

the incoming flows are equal in both instances. The only difference between Figure 20 (a)

and (b) is the number of merging operations in the trees. There are three merging flows

in Figure 20 (a), however, the configuration in Figure 20 (b) features two merging flows.

Equation (14) results the weight of link I is 5.65 ? IO-6 for Figure 20 (a) and 2.12 ? 10~6

for Figure 20 (b) which also defend our perception.

Penalty factor

Penalty factor is the third major component in equation (14) and is represented by the

term (1 + 50 x max{0, S {fin) — Th)). We introduce this component in equation (14) to

discourage any link to be overloaded in a tree, once a link is requested to carry traffic
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beyond a given threshold value, an amount of penalty is imposed on the weight of the link.

Thus, the weight of the link will be increased and will not favored by the algorithm. Figure

21 illustrates an example that explains the effect of penalty factor in weight computation.

Figure 21: Penalty factor

Let us consider the two instances of the simple tree in Figure 21 (a) and (b). Let us

assume the capacity of link £ is 10 Gbps in both instances and the threshold value is 0.9,

i.e., the penalty amount will be imposed if the offered load on link £ is larger than 90% of

its capacity. The example is built in such a way that the number of merging flows and the

variance of traffic flows between the incoming links are equal in both instances. The offered

load on link £ is higher than its capacity in Figure 21 (a), however, the load in Figure 21

(b) is equal to the given threshold value. Equation (14) outcomes the weight of link £ is

1.23 ? 10"4 for Figure 21 (a) and 3.85 x 10"6 for Figure 21 (b). Since, the objective is to

minimize the weight of a given tree, the algorithm will select the instance in Figure 21 (b)

over Figure 21 (a) which support our perception.
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6.6 Collaborative Tree Generation (CT)

This section explains the revised strategy of section 6.5 to decompose a mesh network

topology into tree structure. In this strategy, trees were decomposed in a collaborative

manner. Each tree was generated and modified using best possible option considering the

existence of other trees in the network.

This is also a meta-heuristic likely the one explained in section 6.5 with taking into

account an important component that seems to have an major impact on network perfor-

mance. The objective function here we have considered is to minimize the weight of the

network Wn instead of weight of a single tree. The detail algorithm of this heuristic is

given in 6.7. Like the "Selfish Tree Generation" explained in section 6.5, here we also have

applied MST to find a set of trees as initial solution. We also have considered the number

of merging input links and load of the link as two major components to define Wn-

In every iteration, we find the link if, in the network that carries the maximum load, i.e.,

load(£b) = max load(£). Then, we select the tree if, such that loadtb(¿b) = max loadt(£b)

i.e. the tree that uses the link I^ and introduces maximum load on l\,- Once we have a

particular tree, we investigate the potentiality of the links from the set of unused links L b,

such that L b, = L ? L^ to add to the tree. We build a temporary tree using that potential

link and reevaluate the weight of the network W^mp and compare it with current weight
Wn- We make the change of the link permanent if the new weight minimizes the total

weight of the network.

Let us assume that the transport capacity of a given link i is TC¿. Number of incoming

links that use the link t to transmit bursts is denoted by Nm. fin denotes the amount of

traffic flow in each incoming link that intend to use L Standard deviation of /¿„ among the
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incoming links is referred by s. Weight of the network Wjv is defined as follows:

Wjv = S Wn(£) + Wx maxWN(£) (15)
eeL e

where

w (fs S fin x (K - 1) x (1 + 50 x max {0, S /in - Th])Wn{£) = G<7,?(s + £) · (16)
The motivation behind defining the formulation and introducing the penalty factor are

similar as in Section 6.5.

6.7 Detailed Algorithm

We have developed a Tabu Search based meta heuristic that provides a set of optimized

trees in the network for all destination nodes in the network. The detailed algorithm of

our Tabu Search is given in this section. Our algorithm read a minimum spanning tree as

input for any network topology and interpret that as a set of trees for all destinations in

the network. This input set of tree is considered as initial solution for the heuristic.

We consider an OBS network represented by a directed graph G = (V, L) where V is

associated with the set of nodes and L corresponds to the set of (directed) links between

the nodes. The set of nodes is divided into the set Vaccess of access nodes and the set V^0re

of core nodes. Connection requests are received between pair of access nodes. Consider T

as the set of trees in the network and Wn as the weight of the network. There are as many

trees as the number of destination nodes in the network.
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For each pair of source and destination (vs,Vd) £ ^access x Vaccessj let

Vsd set of routes from vs to v¿.

For each link I E L, let

load(l) be the traffic load on £,

S( be the source node,

de be the destination node.

Some other notation that we have used in our algorithm are,

¿b bottleneck link of the network,

fgb be the source node of ¿¡,,

tb be the tree that provides maximum load on ¿¡¡,

Ltb be the set of links used in tb,

nc be the current node considering in any single step,

\\rcurr ^6 tne network weight in a single step,

WJy58' be the best network weight among the neighbors,

yyvncumb De tne jncumbent network weight,

t be the Tabu list,

Lp be the set of potential links.
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Step 1 Initialization
{Initialize the parameters}
for all (vs,vd) £ Faccess ? ^access do

Compute Vsd from minimum spanning tree;
end for.
{Initialize the data structures}
for all £ e L do

Compute offered load load(£) on £;
end for
Initialize the Tabu list r;
Initialize the minHeap;

Step 2 Current Step
Find link £b such that load(£b) = max load{£);
Find tree if, such that loadtb{£b) = max loadt{ib);
Find Ltb such that Ltb = L\Ltb;
Find the subtree Ts such that the root of Ts is vlsb
for all ? G Ts do

Find the set of potential links Lp;
for all ip G Lp do

if £p e Z'6 then
if (£p,tb) G t then

if ¿p does not disconnect if, then
Remove £\¡ from if, to disconnect the tree;
Add £p to tb to reconnect the tree;
Compute network weight Wf}irr;
Insert £p and W^ftrr in minHeap;

end if
end if

end if
end for

end for
Find the best weight W^st and corresponding tree tbbest from the minHeap and ACCEPT
the move;

TU(Zp, tb);
if Wb^st < W$cumb then

Wincumb _ W^est.
fincumb ¿.best.

end if
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Algorithm CT (Collaborative Tree Generation)

Step 2 of this algorithm repeats until the incumbent value does not improve for a certain

number of iteration.

6.8 ST vs. CT

In this section, we analyze the quality of the algorithms ST and CT and also compare the

simulation results of those algorithms. Figure 22 shows the load distribution over the links

in NSF network once ST decompose the trees for all sources. Load distribution over the

links after decomposing the trees by CT are shown in Figure 23.

Figure 22: Link loads with ST approach

We also present an instance of tree rooted at destination 1 in Figures 24 and 25 generated

by ST and CT respectively. To compare the quality of the trees in Figures 24 and 25, we

observe that the number of merging flows are reduced by CT in Figure 25.
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Figure 23: Link loads with CT approach

Table 7: Comparison of ST vs CT

Algorithms Load variances Number of

______________________(s?) merging
ST 24.8 77
CT 15.1 61

Table 7 provides the values of some evaluating parameters of the trees for both ST and

CT. It explains that, CT reduces the overall number of merging flows in the network as

well as reduces the variances of link load, i.e., CT distributes the load over the network in

a more efficient manner than ST.

Table 8 provides the experimental results of ST and CT for EON2004 topology. Simu-

lation results with NSF topology are presented in Table 9. We observe that CT increases

the throughput about 18% in EON2004 and about 44% in NSF network with nearly similar

drop rate. Though CT provides a small increase in drop rate in EON2004, we can disregard

that based upon the sensitivity analysis of drop rate in Section 7.2.
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Figure 24: A tree instance generated by ST

Table 8: Comparison of throughputs for ST & CT in EON

EON with Uniform traffic

Algorithms Throughput Drop rate

___________________(Gbps) (%)
ST 86.9 0.9

CT 102.7 1.1

Table 9: Comparison of throughputs for ST & CT in NSF

NSF with Uniform traffic

Algorithms Throughput Drop rate

___________________(Gbps) (%)
ST 83.6 0.9

CT 120.8 0.8
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Figure 25: A tree instance generated by CT
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Chapter 7

Experimental results

In this chapter we compare the performances of the proposed algorithms in the three pre-

vious chapters, with some of the most efficient ones of the literature and analyze the com-

parative results. We compare the network throughputs achieved by different algorithms

under different traffic scenarios. Network topologies and traffic scenarios that are used in

our experiments are explained in Section 4.6.

7.1 Solution Characteristics

Different sets of parameters perform important roles in different algorithms. Table 10

provides a comparative study among the values of various parameters with different algo-

rithms. Number of merging illustrates the cumulative sum of merging operations performed

by each connection in the network. Average E2E delay represents the average end to end

delay experienced by the transmitted bursts. Variances of load on the links are computed

as S {LOAD¿ — LOADmean)2. The last parameter explains the structure formed by the
e

set of paths for a given destination. Since WSP rely on multiple paths for a given s-d pair
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and selection of path varies dynamically, it is not possible to select a path in advance for a

given burst. That is why, we could not compute load variance and number of merging for

WSP.

Table 10: Comparison of optimization criteria

Algorithms Load variances Number of Average Is it always
(s?) merging E2E Delay a tree?

LBH 14.2 88 5546.4 N
CT 15.1 61 5605.3 Y

Streamline- Qian [4] 16.8 96 5538.8 N
WSP - - 4312.4 Y

We observe that, variance of loads per link is less with LBH over other algorithms, i.e.,

LBH distributes the loads over the network most effectively. CT generates the trees in such

a way that number of merging operations in the network is minimum comparing with other

approaches. WSP experiences least E2E delay over other algorithms. Structures formed by

the set of paths for a given destination with LBH and streamline- Qian algorithms are not

always a tree. However, we observe that about 75% instances shape a tree.

7.2 Results and Analysis

We demonstrate and compare the simulation results on the EON, NSF and NY topologies.

EON

Table 11 shows the simulation results for EON with uniform traffic. Tables 12 and 13 show

the results for non-uniform traffic with 10% and 50% variances in offered load in the source

nodes respectively.
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Table 11: Comparison of throughputs for EON with loss rate sensitivity

EON with Uniform traffic

Algorithms Throughput Drop rate
(Gbps) (%)

LBH 140.5

CT 101.9

Streamline- Qian [4] 139.2
WSP 160.6

0.9

0.9

0.9

0.9

Throughput Drop rate
(Gbps) (%)
142.4

104.5

141.4

163.3

1.1

1.1

1.1

1.1

Table 12: Comparison of results for EON with non-uniform traffic (10%)

EON with Non-Uniform traffic

load variance 10%

Algorithms Throughput Drop rate
(Gbps) (%)

LBH 139.2

CT 101.6

Streamline- Qian [4] 137.3
WSP 161.1

0.8

0.9

1.0

0.9

Throughput Drop rate
(Gbps) (%)
142.1

104.3

141.1

162.6

1.1

1.1

1.1

1.1

We enforce the equal amount of loads to examine the performances of the algorithms

and the simulation results are shown in Table 14.

NSF

We execute a similar set of simulations on the NSF topology. Table 15 shows the experi-

mental results with uniform traffic and Tables 16 and 17 present results with non-uniform

traffic.

NY

Similar set of simulation results like EON and NSF for NY network are presented in Tables

18 to 20.
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Table 13: Comparison of results for EON with non-uniform traffic (50%)

EON with Non-Uniform traffic

load variance 50%

Algorithms Throughput Drop rate
(Gbps) (%)

LBH 143.0 0.9

CT 102.6 0.9

Streamline- Qian [4] 140.4 0.9
WSP 164.2 0.8

Throughput Drop rate
(Gbps) (%)
145.5 1.1

107.4 1.2

143.1 1.2

166.1 0.9

Table 14: Comparison of results with equal load for EON

EON with Uniform traffic and equal load
Algorithms Throughput Drop rate

_________________________(Gbps) (%)
LBH 157.2 2.5

CT 133.8 9.6

Streamline- Qian [4] 157.1 2.5
WSP 160.6 0.9

Analysis

We observe that, WSP provides better performance in EON and NY with every traffic

instances. However, it does not perform well with NSF. A smaller connectivity for the

NSF network may cause this behavior. Since, WSP relies on the alternating routes for

transmitting bursts, if the alternate routes are not well separated from each other, WSP

may not perform well. Due to the connectivity of NSF network, the degree of separation

among alternating routes is not advantageous.

We measure the connectivity and the degree of separation among alternative routes for

a given s-d pair to support our claim. We focus on the differences of lengths among the

alternating routes to measure the connectivity. Deviation of lengths among the alternating
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Table 15: Comparison of results for NSF with uniform traffic

NSF with Uniform traffic

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 169.5 0.9

CT 120.8 0.8

Streamline- Qian [4] 168.5 1.0
WSP 113.1 0.9

Table 16: Comparison of results for NSF with non-uniform traffic (10%)

NSF with Non-Uniform traffic

load variance 10%

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 175.1 0.9

CT 119.8 0.7

Streamline- Qian [4] 169.6 0.9
WSP 113.1 1.1

paths are inversely related to the connectivity of the network. In a largely connected

network, the differences of lengths between a given shortest path and the next one of different

length, for a given s-d pair, are smaller over the differences in a less connected network.

To measure the connectivity of NSF, EON and NY topologies, we investigate the selected

routes in detail. We have selected three different connections in each network arbitrarily

and examined the three alternating routes that are selected by the routing algorithm for

every connection. We compute the average length in terms of the number of hops and the

average degree of overlapping links of three alternating paths. Table 21 shows the average

length of the shortest path, first alternate and second alternate paths of the three given

connections. Average degree of overlapping links among the alternating paths are presented
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Table 17: Comparison of results for NSF with non-uniform traffic (50%)

NSF with Non-Uniform traffic

load variance 50%

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 176.8 1.4

CT 124.5 0.8

Streamline- Qian [4] 169.9 2.0
WSP 117.3 1.6

Table 18: Comparison of results for NY with uniform traffic

NY with Uniform traffic

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 436.6 1.0

CT 155.7 1.1

Streamline- Qian [4] 337.6 1.1
WSP 439.3 0.9

in Table 22.

The data presented in Table 21 interpret that, the differences of alternating paths in NSF

are larger over the differences in EON and NY which illustrates the greater connectivity of

NY network over NSF and EON. Data in Table 22 illustrate that the alternating routes are

most separated in NY over NSF and EON.

Other than WSP, LBH performs reasonably better than Qian's algorithm and had a

clear dominance over the other algorithms under every simulation scenario. However, LBH

experiences moderately longer average E2E delay than Qian's algorithm. Though CT per-

forms better than WSP in NSF network, it provides a smaller throughput with EON and NY

networks, which was not expected. The computation of weight of the network for a given

93



Table 19: Comparison of results for NY with non-uniform traffic (10%)

NY with Non-Uniform traffic

load variance 10%

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 440.7 0.8

CT 158.6 0.3

Streamline- Qian [4] 343.5 0.9
WSP 443.1 0.9

Table 20: Comparison of results for NY with non-uniform traffic (50%)

NY with Non-Uniform traffic

load variance 50%

Algorithms Throughput Drop rate
_________________________(Gbps) (%)

LBH 447.4 1.0
CT 162.1 0.1

Streamline- Qian [4] 355.2 1.2
WSP 448.6 1.0

configuration may cause this unexpected behavior. The accurate measurement of weight of

the network is very important to select a specific routing configuration. The formulation

that we have used to measure the weight of a network has three major components: One is

to consider the incoming load, the second one takes into account the number of merging and

the third one is a penalty factor that was used to avoid a certain link to be overloaded. It

is important to keep the value of these three components in same degree. Otherwise, one of

the component could obtain unexpected precedence over other components and might cause

unlikely results. We believe that the performance of CT could be improved by appropriate

adjustments of the three major components.
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Table 21: Comparison of average lengths

Average number of hops
Topology Shortest First Second

path alternate path alternate path
NSF 2 4.33 5.7
EON 2 3.3 3.3

NY 2 2 2.7

Table 22: Comparison of overlapping degree

Topology Average degree
of overlapping links

NSF 3

EON 1.3
NY 1

7.3 Estimation of the Quality of the Upper Bound

Table 23 presents the comparison of upper bound on the throughput with lower bounds.

Two values for lower bound are presented in Table 23. One of them shows the lower bound

with basic OBS setup and the another one represents the performance of an enhanced

architecture of OBS proposed by Coutelen et al. [9] .

Table 23: Quality estimation of upper bound

EON with Uniform traffic

Algorithms Throughput Drop rate
_____________________________(Gbps) (%)

WSP 160.6 0.9

Translucent architecture 148.8 1.1

Basic OBS 4.1 1.0

The gap between the upper bound and the lower bound from basic OBS is considerably

large, however it is the first ever estimation of lower bound. Though several improvements
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are possible for the basic lower bound [28, 29, 30, 37], the most recent one includes the

proposal of translucent architecture by Coutelen et al. in [9] . The translucent architecture

provides a tighter lower bound compared to the basic one and very much closer to the upper

bound. Obviously, the presented upper bound can also be improved by using an efficient

scheduling algorithm.
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Chapter 8

Conclusion and Future Work

8.1 Conclusion

Recently OBS has received much attention due to the increasing demand of bandwidth in

communication networks. OBS was proposed to overcome the limitations of OCS in the con-

text of inefficient bandwidth utilization. In this thesis, we investigated several approaches

to determine the maximum throughput achievable by OBS with some valid relaxations such

as removing offset time.

First, we studied a strategy that used k-shortest paths for all s-d pairs in the network

to transmit bursts. We investigated two algorithms to select a path among the k-shortest

paths: SSP and WSP. SSP employs a sequential selection process while WSP introduces a

weight to each path under certain considerations and selects the one with minimum possible

weight. Secondly, a heuristic called LBH was developed to investigate the load balancing

approach that attempts to distribute the overall load over the network as evenly as possible.

Finally, we investigated another innovative approach that we named tree decomposition.

We proposed two algorithms to decompose the trees for all possible destinations in the
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network: ST and CT. ST builds a tree by taking into account the offered load and the

number of incoming flows on a given link. CT, in addition, takes into account the existence

of other trees in the network as well as the offered load and the number of incoming flows.

We presented the simulation results and compared the results among the proposed

algorithms as well as the most efficient algorithms in the literature. We showed that, WSP

outperforms other algorithms in EON2004 and NY networks, however, other than WSP,

LBH performs reasonably better than other algorithms in all three network instances.

8.2 Future Work

At the beginning of the thesis, we split the maximization problem into two subproblems:

routing and scheduling. The algorithms that we have investigated in this thesis are more

likely to routing subproblem though we used a reservation process to reserve resources for

bursts transmission. We believe, it is worthy to invest more focus on scheduling. An efficient

scheduler may gradually increase the throughput of an OBS network. Since, the idea of

tree decomposition was proposed with presumption that scheduling will be performed on a

single node for each tree, we strongly believe that the performance of CT can be significantly

improved by using an efficient scheduler. This area should be more investigated for further

improvement of OBS performance.

Performances of OBS networks were not compared with the performances of OCS net-

works in this thesis. It is not always obvious to compare OBS and OCS, since, these two

switching technologies are experts on two different traffic patterns. OCS is proficient with

steady and stable traffic while OBS was proposed to feature better deal with bursty traffic.

However, additional studies need to be conducted to define a standard manner to compare
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OCS and OBS so that one of them can be choose to implement in real time to fulfill any

particular needs.
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