INFORMATION TO USERS

This manuscript has been reproduced from the microfiim master. UMI films the
text directly from the original or copy submitted. Thus, some thesis and
dissertation copies are in typewriter face, while others may be from any type of
computer printer.

The quality of this reproduction is dependent upon the quality of the copy
submitted. Broken or indistinct print, colored or poor quality illustrations and
photographs, print bleedthrough, substandard margins, and improper alignment
can adversely affect reproduction.

In the unlikely event that the author did not send UMI a complete manuscript and
there are missing pages, these will be noted. Also, if unauthorized copyright
material had to be removed, a note will indicate the deletion.

Oversize materials (e.g., maps, drawings, charts) are reproduced by sectioning
the original, beginning at the upper left-hand comer and continuing from left to
right in equal sections with small overlaps.

Photographs included in the original manuscript have been reproduced
xerographically in this copy. Higher quality 6° x 9" black and white photographic
prints are available for any photographs or illustrations appearing in this copy for
an additional charge. Contact UMI directly to order.

Bell & Howell Information and Leaming
300 North Zeeb Road, Ann Arbor, Ml 48106-1346 USA

®

800-521-0600






NOTE TO USERS

This reproduction is the best copy available.

UMI






THE INTERACTION BETWEEN END-USERS AND
SYSTEMS ANALYSTS: THE EFFECTS OF END-USER/ANALYST
CONFLICT ON PERCEIVED SYSTEM SUCCESS

Nadine Wilson

A Thesis
In
The Faculty
of
Commerce and Administration

Presented in Partial Fulfilment of the Requirements
for the Degree of Master of Science in Administration at
Concordia University
Montreal, Quebec, Canada

December 1999

© Nadine Wilson, 1999



vl

National Library

of Canada du Canada

Acquisitions and Acquisitions et

Bibliographic Services

395 Waellington Street
Ottawa ON K1A ON4

Canada Canada

The author has granted a non-
exclusive licence allowing the
National Library of Canada to
reproduce, loan, distribute or sell
copies of this thesis in microform,
paper or electronic formats.

The author retains ownership of the
copyright in this thesis. Neither the
thesis nor substantial extracts from it
may be printed or otherwise
reproduced without the author’s
permission.

Bibliotheque nationale

services bibliographiques

395, rue Wellington
Ottawa ON K1A ON4

Your file Votre reference

Qur file Notre relarence

L’auteur a accordé une licence non
exclusive permettant a la
Bibliothéque nationale du Canada de
reproduire, préter, distribuer ou
vendre des copies de cette thése sous
la forme de microfiche/film, de
reproduction sur papier ou sur format
électronique.

L’auteur conserve la propriété du
droit d’auteur qui protege cette these.
Ni la thése ni des extraits substantiels
de celle-ci ne doivent étre imprimés
ou autrement reproduits sans son
autorisation.

0-612-48302-9

Canadia



ABSTRACT

The Interaction Between End-Users and Systems Analysts:

The Effects of End-User/Analyst Conflict on Perceived System Success

Nadine Wilson

This study investigates the interaction between end-users and systems analysts during end-user
application development. It further investigates the effect that this interaction has on the success
of the system development effort. The interaction between end-users and systems analysts is
studied through some of its components namely, participation, involvement, influence, conflict

and conflict resolution.

Data was collected from end-users and systems analysts who had recently participated in the
development of an end-user application. Factor analysis was then used to identity the underlying
factors that contribute to system success in an end-user computing environment. The underlying

factors were then examined using regression analysis.

In addition to providing an overall understanding of some of the issues that are considered

important to system success within an end-user computing environment, the analysis presented in

this research indicates trends that should be examined for further research.
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INTRODUCTION

Considerable information systems research has been devoted to the examination of user
participation and involvement and their importance to the systems development process and
consequently to system success (Baronas and Louis, 1988; Doll and Torkzadeh, 1988, 1990;
Ishman, 1996; Ives and Olson, 1984; Lu and Wang, 1997; Robey and Farrow, 1982; Yap et al,
1992). While user participation has been described as a requirement to the systems development
process, there is still little empirical evidence to support it (Barki and Hartwick, 1989; Baroudi et
al, 1986: Doll and Torkzadeh, 1989, 1990; Ives and Olson, 1984). Further, while end-user
computing has become a prominent subject in information systems literature (Bostrom et al,
1990: Blili et al, 1998: Biiyiikkurt and Vass, 1993; Doll and Torkzadeh, 1988; Rivard and Huff,
1988: Simon et al, 1996), a review of the literature has indicated that there have been few
attempts to ascertain whether or not the empirically supported theories pertaining to user
participation and involvement applied to the traditional data processing environment approach are

transferable to the end-user computing environment (Doll and Torkzadeh, 1988, 1990).

The main objective of this research is to examine whether or not end-user involvement, during the
systems development process, affects systems success within an end-user computing
environment. It is also the objective of this research to test the intermediary effects of user
influence on user involvement, conflict and its resolution, the effects of user influence on conflict
resolution and the effect of conflict resolution on systems success, all within the context of end-

user computing'.

! A summary of the variables examined in this research (and their instruments) is presented in Appendix |



The first section of this research project presents an exhaustive literature review of the
environment and variables used in this research. The second section describes the development

of the model and the evolution of the definitions used in this research.

The third section details the research methodology and outlines the development of the
instrument used in this research. The instrument is tested for validity and reliability, and factor
analysis is used to assess any underlying constructs. The fourth section describes the data analysis

of the research.

The conclusion of this project provides a summary of the findings and an overall perspective on
the interaction between systems analysts and end-users within an end-user computing

environment and the effect that this interaction has on perceived success.



LITERATURE REVIEW

End-User Computing

End-user computing has been defined as “the process of developing and maintaining any
computer application which the end-user is directly involved with and responsible for, through
some aspect of system development and which one uses on a frequent basis in the performance of
one’s job” (Biiyiikkurt and Vass, 1993). End-user computing has been distinguished from
traditional data processing in that the end-user “interacts directly with application software and ...
typically has a more direct influence on the determination of information needs and system
objectives” (Doll and Torkzadeh, 1989). Additionally McKeen and Guimaraes (1997) state that
“involvement in user-developed applications is a substantially different concept than involvement
in traditional systems development”. This could be because end-users have a more direct
relationship with applications to the extent that they are able to utilize tools to develop their own
applications or modifying existing ones. When presented with the opportunity to partake in the
systems development process for an application, the end-user’s expertise and knowledge of their
function and their perceived capabilities of computerized applications make them invaluable to

the systems development process.

The rapid development of end-user computing has subsequently led to the change in the role of
both the end-users and the systems analysts in today's organization. Rockart and Flannery (1983)
define six categories of end-users: non-programming end-users, command level users, end-user
programmers, functional support personnel, end-user computing support personnel and data
processing programmers. While these categories have been the basis of end-user definitions by
numerous researchers (Bilyiikkurt and Vass, 1993; Doll and Torkzadeh, 1990; Palvia, 1996;
Rivard and Huff, 1988), it is unclear as to whether the end-users within these categories are IS

personnel or not. Wagner (1990) suggests that the literature on end-user computing is divided on



this point. Rivard and Huff’s research (1988) implies that end-users are non-information systems
personnel and users. This is echoed in Doll and Torkzadeh’s (1989) and Brancheau and Brown’s
(1993) research. Given the categories of Rockart and Flannery (1983) however, it is perceived
that an end-user can indeed be an information systems personnel given that the definition of
information systems personnel includes employees that are able to interact with software (from a
command level — to programming code) to generate specific reports. The discrepancies of the
definition of the end-user is tied to the fact that end-user computing is a constantly evolving
environment — and the definition of end-user computing is itself a developing one (Wagner, 1990,

Schitfman et al, 1992).

Doll and Torkzadeh (1988) state that within an end-user computing environment "end users are
... on their own to design, implement, modify and run their own applications". Within this
context, the traditional role of systems analysts changes from one of active involvement such as
liaising between users and programmers to one of less direct involvement such as offering
assistance and experience to the development of the end-user application. Conversely, however,
if end-user involvement is restricted to Torkzadeh and Doll’s (1994) first two definitions of
application development within the end-user context: that being developed by a systems analyst
and that being developed by another end-user — then an end-user developing an application for a
department may solicit the assistance of an analyst to determine the needs and desires of other
end-users. This corresponds to more recent research in which Blili et al (1998) noted that “end-
users exhibit different computing abilities ... some develop their own applications, while others
use and operate end-user computing applications developed by other end-users”. In either of
these cases, the end-user may not necessarily have, or be qualified to have, an active role in the
actual programming of the application, and the systems analyst still has an important role to play

within the development of an end-user application , a point echoed in the research of Brancheau



and Brown (1993) and Govindarajulu and Reithel (1998). There is however still no consensus on

the definition of end-user computing (Wagner, 1990).

Participation and Involvement

Several researchers have concluded that one of the main reasons for system failure is a lack of
interaction between users and systems analysts. [t is contended that effective communication
behavior will enhance not only the user's ability to specify requirements but also the systems
analyst’s ability to elicit, interpret and evaluate the requirements specified (Bostrom, 1989; Joshi,

1992; Smith and McKeen, 1992).

Prior to Barki and Hartwick (1989), the terms “user participation™ and “user involvement” were
used interchangeably in MIS literature (Amoako-Gyampah and White, 1993; Doll and
Torkzadeh, 1989; [ves et al, 1983; McKeen and Guimaraes, 1997; Tait and Vessey, 1988). Ives
and Olson (1984) defined user involvement as that which “refers to participation in the system
development process by representatives of the target user group”. Within this definition, both
user involvement and user participation were lauded as imperative antecedents to system success,
or at the very least, a surrogate measure of system success (Baronas and Louis, 1988; Baroudi et

al, 1986; Ives and Olson, 1984; Kim and Lee, 1986).

Within the marketing discipline Zaichkowsky (1985) defined involvement as “a perceived
relevance of the object based on inherent needs, values and interests”. Building on this definition,
Barki and Hartwick (1989) proposed to separate the participation/involvement construct into two
dimensions: participation and involvement. Participation, according to the new construct refers
“to the assignments, activities and behaviors that users ... perform during the systems
development process”, whereas involvement refers to a “subjective psychological state reflecting

the importance and personal relevance that a user attaches to a system”.



The concept of psychological influences pertaining to involvement was not a new one to MIS
literature. Baronas and Louis (1988) discussed the desire for control as *“a psychological
mechanism underlying user involvement”. It was contended that the implementation stage of a
computer based information system brought about a feeling of a lack of control over a user’s
work environment — and this feeling of a lack of control triggers a desire for control as the
introduction of the new system threatens existing control. Baronas and Louis (1988) further cite
user involvement as that which can *“‘enhance or restore a user’s perception of control ... which is
hypothesized to contribute to system success”. Further illustrating the tendency to link a user’s
psychological state with the user’s involvement Kim and Lee (1986), while measuring user
participation and its effects on management information systems use, designed an instrument to
measure “users perception and behavior with relation to both the organizational system function
and the individual system”. An additional instance linking user involvement with psychological
issues is encountered in Tait and Vessey's (1988) research which examines the effect of user
involvement on system success. Tait and Vessey (1988) contended that user involvement is
influenced by user attitudes which follows the definitions of Rokeach (1968) which states that
user attitude is ““an organization of interrelated beliefs around a common focus”. Additionally,
Tait and Vessey (1988) included Allport’s (1935) definition of attitudes as being “a state of
readiness that exerts influence over ones actions”. Although Tait and Vessey (1988) used Olson
and Ives’ (1981) definition of involvement as *...participation in development...”, the connection
between the activities surrounding system development and the psychological aspects associated

with those activities was evident.

It was not only the influence of the psychological factors on user participation / involvement
however that prompted Barki and Hartwick (1989) to divide the construct into two separate

constructs. There was also a lack of theoretical and empirical evidence linking user participation /



involvement to system success (Barki and Hartwick, 1989; Baroudi et al, 1986; Doll and
Torkzadeh, 1989, 1990; Ives and Olson, 1984). Management information systems literature had
attributed user participation / involvement as an antecedent to system success by providing
accurate requirements (Doll and Torkzadeh, 1990; Ives and Olson, 1984; Robey and Farrow,
1982; Yap et al, 1992), improving on the quality of design (Doll and Torkzadeh, 1989; Ives and
Olson, 1984; Robey and Farrow, 1982) and reducing unrealistic expectations (Ives and Olson,
1984; Yap et al, 1992). Additionally, user participation / involvement was also found to improve
user understanding of the system (Doll and Torkzadeh, 1989; Ives and Olson, 1984; Robey and
Farrow, 1982), generate greater acceptance and support of the system (Doll and Torkzadeh, 1989;
Robey and Farrow, 1982) and prevent system failures that are unacceptable to users (Ives and

Olson, 1984; Robey and Farrow, 1992).

While these positive features were attributed to the inclusion of user participation / involvement
to the system development process, which ultimately contributed to system success, several
researchers conceded that there were no strong theoretical or empirical research results to support
this principle (Barki and Hartwick, 1989; Baroudi et al, 1986; Doll and Torkzadeh, 1989, 1990,
[ves and Olson, 1984). A renewed interest developed to clanfy and explain the inconsistencies in
previous research and has resulted in “a refinement of the definitions of user participation and

user involvement” (Hunton and Price, 1997).

By redefining the participation and involvement constructs, Barki and Hartwick (1989) aligned
the information systems definition of the involvement construct with other disciplines. In
addition, breaking the participation / involvement construct apart was intended to force
researchers into a careful definition of the variables being examined, not only within their
research, but also with the measurements being used. It was hypothesized that with clearer

definitions, results of research examining the role of participation and project and/or system



success may be more conclusive than previously obtained. Despite this however, when
examining the current involvement and participation literature, there still seems to be a difficulty
in conceptualizing involvement without some form of activity. Clinging to Barki and Harwick’s
(1989, 1994a, 1994b) distinction between participation and involvement, Amoako-Gyampah and
White’s (1997) research examines the psychological perceptions of the user while using the terms
involvement and participaiion interchangeably. Hunton and Beeler (1997), also while describing
Barki and Hartwick's (1989, 1994a, 1994b) distinction between participation and involvement
proceed to include Barki and Hartwick’s (1994a, 1994b) measurement of involvement with the

intention of examining the effects of user participation in systems development.

Within the end-user context, Doll and Torkzadeh (1989) initially defined end-user involvement as
“the extent to which the user engages in system analysis activities”. Refining their definition to
include the consideration of a “variety of involvement situations in the end-user context”, Doll
and Torkzadeh (1990) defined end-user involvement as “‘the extent to which the user participates
in systems development”. This definition was further expanded so that end-user involvement was
regarded as “the extent to which the user engages in ... system development activities”

Torkzadeh and Doll (1994).

Working within Barki and Hartick’s (1989) participation and involvement criterion, [shman
(1996) summarized the link between user involvement and user satisfaction (as a surrogate
measure of success) by stating that “‘user satisfaction refers to the positive affective orientation
that an individual has towards an information system or how good they feel about it ... and ...
user involvement is subjective in nature and reflects the degree to which the user perceives the

system to be personally important to them”.



While Zaichkowsky (1986) acknowledges the lack of a "precise” definition for the term
"involvement", there is also an awareness of the "underlying theme focusing on personal
relevance" when examining involvement. Scanning across several disciplines, Zaichkowsky
(1986) concludes that within different domains of research, "some parallelism is found between
involvement and personal relevance”. This parallelism prompts the transfer of possible results of
involvement as discussed in Zaichkowsky (1986) from within the framework of the marketing
field to the framework of end-user computing. By examining the entire end-user computing
process, rather than just the end-user product (as suggested by Biytikkurt and Vass, 1993) and
incorporating Zaichkowsky’s (1986) conceptualization of involvement, the possible impacts of
end-user involvement may be observed on the elicitation of counter arguments, the level of

influence of the end-user and the effectiveness of the end-user requested options.

Conflict and Conflict Resolution

A large extent of the interaction between end-users and systems analysts occurs during the system
development process. When defined as "a process in which one party perceives that it's interests
are being opposed by another party" (Wall and Callister, 1995), conflict emits a negative
influence on communication and interaction. McKeen and Guimaraes (1997) cite occasions
where "user participation in systems development became an invitation for open warfare”. The
connotation of the word “conflict” emits negative images however, Wall and Callister (1995)
state that conflict can be controlled and harnessed to improve group efficiency and productivity,
stimulate creativity, enhance the quality of decisions, challenge old ideas and develop a faster
awareness of the latest problems. This is the concept behind Barki and Hartwick (1994b), Robey

and Farrow (1982), Robey et al (1989), Robey et al (1993) and Wall and Callister (1995).

Because end-users often develop their own applications, and depend on systems analysts for

support — support is an area within the application development envirorment that conflict may



arise. Studies have begun to emerge that examine support within the end-user computing context
(Govindarajulu and Reithel, 1998; Lundgren, 1998; Speier and Brown, 1997) and it has been

noted that “by its nature end-user support involves conflict” (Lundgren, 1998).

Robey and Farrow (1982) developed a conflict model that explored the relationships between
user participation, user influence, conflict and conflict resolution. Robey and Farrow (1982) and
Robey et al (1989) both concluded that user participation led to conflict if it was accompanied by
user influence. They also concluded that user participation and user influence were "positively
associated with conflict resolution". The model was further examined when project success was
added as a dependent variable (Robey et al, 1993). Robey et al (1993) concluded that
"participation's effect on project success was stronger when first converted to influence which
then generates both conflict and its resolution”. Barki and Hartwick (1994b) also examined user
participation, conflict and conflict resolution and the mediating role of influence and found that

conflict resolution was only correlated by influence.

Research to date has been focused on conflict and conflict resolution based on user participation
within a traditional data processing environment. Within the end-user computing environment
however, the relationship between user involvement, conflict and conflict resolution has not yet

been investigated.

Influence

Influence has been defined as "the extent to which members affect decisions related to the final
design of an information system" and refers to the extent to which "a members suggestions are
considered and adopted by the group”, Robey et al (1993). Within the participation / involvement

literature, influence is regarded as a consequence of user participation (Barki and Hartwick,

10



1994b) and its existence in the system development process is assured only by the presence of

user participation (McKeen et al, 1994).

Edstréom (1977) conciuded that influence from both users and the information systems staff is
needed for system project to succeed. Dividing the system development process into phases,
Edstrém (1977) noted that the importance of influence and its effect on system success shifts
from one group to another as the application development proceeds through the different phases.
McKeen et al (1994), in their investigation of user influence as it affected the relationship
between user participation and user satisfaction, concluded that although user influence was
satisfying, it did not necessarily have an effect on the relationship between user participation and

user satisfaction.

Robey and Farrow's (1982) study of influence as a mediating variable between user participation,
conflict and conflict resolution reached a similar conclusion to that of Edstrém (1977) who had
concluded that user participation, which resulted in influence, affected conflict and that this
effect changed across the phases of the systems development life cycle. Further, Robey and
Farrow (1982) found that "conflict and its resolution are more likely to occur when users can
exercise their influence in the development process". While the mediating role of influence has
been examined in the context of the traditional data processing environment, it has yet to be

examined within the context of end-user computing.

Systemn Success and End-User Computing Success

While a “comprehensive instrument for success does not yet exist” (McHaney and Cronan, 1998),
DeLcne and McLean (1992) provide a comprehensive review of the different information system

success measures. Their research uncovered six distinct categories (or aspects) of information

11



systems that were used either singularly or in combination to measure system success: system

quality, information quality, use, user satisfaction, individual impact and organizational impact.

Among these measures of information systems success, user satisfaction has frequently been used
as a surrogate measure of system success both within the traditional data processing system
context (Amoako-Gyampah and White, 1997; Bailey and Pearson, 1983; Baronas and Louls,
1988: Baroudi et al, 1986; Barki and Huff, 1990; Drury and Farmoohand, 1998; Ein-Dor and
Segev, 1978; Guimaraes et al, 1996; Hawk and Aldag, 1990; Ives et al, 1983; Kappelman, 1993;
Lu and Wang, 1997; Montezemi. 1988; Olson and Ives, 1981, 1982; Raymond, 1985, 1987; Roth
and Bartholme, 1994; Saarinen, 1996; Soh et al, 1992; Tait and Vessey, 1988; Yap et al, 1992;
Zmud, 1979) and within the end-user computing context (Blili et al, 1998; Biiytikkurt and Vass,
1993: Doll and Torkzadeh, 1988, 1989, 1990; Igbaria, 1990; Igbaria and Nachman, 1990,
Lawrence and Low, 1993; Palvia, 1996; Rivard and Huff, 1988; Simon et al, 1996: Shayo et al,

1999, Torkzadeh and Doll, 1994).

The Bailey and Pearson (1983) instrument is the pivotal point in information systems literature
regarding user satisfaction measurement. Ives et al (1983) replicated the study and discarded
several factors to produce a shorter, more refined instrument. By modifying the Bailey and
Pearson instrument (1983), Baroudi et al (1986) devised an instrument that not only measured
user satisfaction but system usage and user involvement as well. Although the Bailey and
Pearson (1983) instrument as modified by Ives et al (1983) has been used extensively as a basis
of using user satisfaction as a surrogate measure of system success, it was geared towards a

traditional data processing environment (Doll and Torkzadeh, 1988; Shayo et al, 1999).

As the distinction between end-user computing and traditional data processing became more

apparent, reflections on the differences between user information satisfaction and end-user

12



computing information satisfaction increased. The process of evaluating end-user satisfaction
emerged as a triad of factors: the information product (focusing on the quality of output),
information system department staff and service (including the attitude of the information system
department staff and the relationship between the information system department staff and the
end-user) and end-user computing involvement in the development of the application (Igbaria and

Nachman, 1990).

Doll and Torkzadeh (1988) formulated a 12-item instrument based on an extensive review of
literature and recommended that this instrument be utilized to evaluate end-user applications, as it
“not only provided an over-all assessment but also can be used to compare specific components
across applications”. Although Doll and Torkzadeh’s (1988) instrument has been used by Igbaria
(1990) and Simon et al (1996), it does not seem to be the definitive instrument for measuring end-
user computing success. The instrument of Ives et al (1983) has also been used to measure end-
user computing success (Blili et al, 1998). Additionally Biiyiikkurt and Vass (1993) developed
an end-user computing satisfaction instrument that combines factors from the work of Bailey and
Pearson (1983), Bergeron and Bérubé (1988), Igbaria and Nachman (1990), Ives et al (1983),

Raymond (1987); Rivard and Huff (1988) and Vijayaraman and Ramakrishna (1990).
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MODEL DEVELOPMENT

The hybrid model proposed extrapolates models and definitions from several streams of

management information systems literature.

Robey and Farrow's (1982) model of conflict was developed to explore the relationships between
user participation, influence, conflict and conflict resolution. This model was later expanded
(Robey et al, 1993) to examine the effects of user participation, influence, conflict and conflict

resolution on project success.

Robey and Farrow (1982) cite Deutches (1969) concept of constructive conflict as the basis of the
Conflict Model where it is defined as that which is "undertaken to solve complex problems where
multiple criteria for success exist and where members possess incompatible goals ... helping in
the prevention of domination and stagnation, ... raising problems and encouraging their solution
(by) stimulating interest and curiosity ... and underlying creativity and innovation” (Robey and
Farrow, 1982). Stemming from the hypotheses that

(i) user participation positively affects influence,

(i) user participation positively affects conflict,

(iiiy  user participation positively affects conflict resolution,

(iv) influence positively affects conflict,

v) influence positively affects conflict resolution, and

(vi)  conflict negatively affects conflict resolution

Robey and Farrow (1982) found that "influence results from user participation and that influence
leads to both conflict and conflict resolution”. Participation, without influence, however was

found not to have an effect on conflict resolution. It was observed that user participation did
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affect conflict, however the effect changed across the phases. Results indicated from negligible
to a small positive relationship among the phases when examining the effect of participation on
conflict and in regards to the eftect of participation on conflict resolution, there was a negative
relationship. However, when the total effect of participation on both conflict and conflict
resolution was examined, stronger effects were found and therefore the hypotheses pertaining to
participation and conflict and conflict resolution were deemed correct by Robey and Farrow

(1982).

Figure 1 shows the hypothesized Model of Conflict.

+

\a

Participation + » Conflict * Conflict Resolution

\

+

\‘ Inﬂuence—_—-————-—/

+

Figure 1: Hypothesized Conflict Model (Robey and Farrow, 1982)

The Conflict Model (Robey and Farrow, 1982) was further tested by Robey et al (1989) where
definitions for the four variables were provided. Participation was defined as "the extent to which
members of an organization are engaged in activities related to system development". Influence
was defined as "the extent to which members affect decisions related to the final design of an
Information System”. Conflict was defined as "manifest disagreement among group members”
and conflict resolution was defined as "the extent to which such disagreements are replaced by

argument and consensus”.

Coupled with the weak results of the earlier study (Robey and Farrow, 1982) and the results of

the research undergone in Robey et al (1989), in which there were time period inconsistencies
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Robey et al (1989) revised their model to exclude both the relationship between participation and
conflict and the relationship between participation and conflict resolution. The revised model 1s

depicted in figure 2.

Participation +—— Influence +—— Conflict

. ;

+ -

-

Conflict Resolution

Figure 2: Revised Model of Conflict (Robey et al, 1989)

Furthering the research on the revised Conflict Model (Robey et al, 1989), Robey et al (1993)
extended the model to include project success (as shown in figure 3) where the definitions for the

variables remained as defined in Robey et al (1989).

Conflict —_—
I
+ -
*
T !‘ ‘
Participation — Influence + Conflict
Resolution -
| |
+ +

Project Success J

Figure 3: Hypothesized Maodel of Conflict (Robey et al, 1993)
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The additional variable, project success, was defined as “the extent to which the project team is
productive in its task and effective in its interaction with non-team members. .. including the

team'’s compliance with budgets and schedules” (Robey et al, 1993).

[t was hypothesized that
(1) participation is positively associated with influence
(i1) influence is positively associated with conflict
(ii1) influence is positively associated with conflict resolution
(iv) conflict is negatively associated with conflict resolution
V) conflict 1s negatively associated with project success
(vi) participation is positively associated with project success
(vii)  influence is positively associated with project success

(viii)  contlict resolution is positively associated with project success.

Although the relationship between participation and conflict was re-examined, and their Model 2
indicated the possibility of participation having a direct influence on conflict, Robey et al (1993)
concluded that there was no correlation between the two variables. Further, there was no
evidence that supported the hypothesis that influence is positively associated to project success
and therefore it was dropped from the model. It should be noted that the population sampled
contained very few users, and as Robey et al (1993) concede, this may have attributed to any
weak relationships found in their research. Figure 4 shows the Model of Conflict as concluded in

Robey et al (1993).
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Figure 4: Confirmed Model of Conflict (Robey et al, 1993)

Following the revised Conflict Model of Robey et al (1989), Barki and Hartwick (1994b) sought
to re-examine the relationship between (1) participation and conflict and (2) participation and

influence, given their model of participation developed in Hartwick and Barki (1994a).

Barki and Hartwick (1989) defined the distinction between participation and involvement - which
basically stated that participation pertained to observable behaviors, activities and assignments

that users perform during information system development process whereas involvement referred
to a subjective psychological state that reflects the users belief that a system is both important and
personally relevant (Barki and Hartwick, 1989). This distinction lays down the foundation of the

Participation Model developed in Barki and Hartwick (1994a).

Barki and Hartwick (1994a) identified three dimensions of participation stemming from the
definition developed in Barki and Hartwick (1989): User/IS Relationship, Responsibility and

Hands-on Activities. Hartwick and Barki (1994) developed the Participation Model and defined
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the User/IS Relationship as "development activities reflecting user-IS communication and
influence” where development activities replaced participation activities in the earlier definition
of Barki and Hartwick (1994a). Responsibilities were defined as "user activities and assignments
reflecting overall leadership or accountability for the system development project” and Hands-on-
Activities were defined as "specific physical design and impiementation tasks performed by
users" where systems development activities as defined in Barki and Hartwick (1994a) were

specified.

The Participation Model depicted in Figure 5 shows the three dimens:ons with bi-directional
arrows that are meant to indicate Hartwick and Barki's (1994) precept that while User/IS
Relationship, Responsibilities and Hands-On-Activities are conceptually distinct, they are

empirically related.

Overall Responsibility +————— User/[S Relationship +———— Hands-On Activity

Figure S: Participation Model (Hartwick and Barki, 1994)

Using their Participation Model, Barki and Hartwick (1994b) re-examined Robey et al's (1989)
revised Conflict Model in an attempt to re-examine the role of user participation and how it
affects conflict. Barki and Hartwick (1994b) disagreed with the elimination of the relationship of
participation to conflict for several reasons. It was argued that increased contact during
participation “‘provides an occasion for the expression of conflicts of a more personal nature” to
occur. It was also argued that this increased contact would also serve to “heighten the awareness
and importance of differences among the parties”. It is for these reasons that Barki and Hartwick

(1994b) contend that the relationship between participation and conflict be re-established.
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On conducting their data analysis, Barki and Hartwick (1994b) also decided to replace the

conflict construct with two constructs: disagreement and conflict citing links to conflict literature

as further motive. Barki and Hartwick (1994b) deferred to modify the Conflict Model of Robey

et al (1989) based on their research (shown in figure 6) to include their participation dimensions

and their decision to redefine the conflict construct.

The model examined in Barki and Hartwick (1994b), shown in Figure 6, therefore reflected four

modifications to the Contlict Model of Robey et al (1989).

1.

(L8]

User participation encompasses the three dimensions of participation as defined in
Barki and Hartwick (1994a)

The relationship between user participation and contlict was re-established

3. The single conflict construct was replaced by two constructs: disagreement and
conflict where it was hypothesized that influence leads to disagreement which in turn
leads to contlict.

4. The wording of “conflict resolution ** was replaced by *satisfactory conflict
resolution”.

Responsibility Conflict
~~
Hands-On-Activities ———% User Participation Dlsagreernent ——— Satisfactory Conflict

/ /' Resolution
User-IS Relationship Inﬂuence

Figure 6: Hypothesized Model of Conflict (Barki and Hartwick, 1994b)

In addition, Barki and Hartwick (1994b) redefined one of the three dimensions of participation

where the User/IS Relationship is now referred to as “the communication, evaluation and
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approval activities, which take place between users and LS. staff”. This differs from the original
definition in that development activities are replaced by communication, evaluation and approval

activities, and influence is not deemed as having any form of control on these activities.

The results of the research conducted by Barki and Hartwick (1994b) provide several differences
to the Conflict Model of Robey et al (1989, 1993). There was no evidence to support the
hypothesis that influence had a positive association with conflict, unless it was mediated by the
new construct of conflict: disagreement. Further, Barki and Hartwick (1994b) also found a

positive direct path from User Participation to Conflict. This model is depicted in Figure 7.

Responsibility » Conflict \

Hands-On-Activities ——% User Participation Disagreement
£ d

.—» Satisfactory Conflict
/ . Resolution
User-1S Relationship 4 Influence /

Figure 7: Concluded Model of Conflict (Barki and Hartwick, 1994b)

This difference was hypothesized by Barki and Hartwick (1994b) to have occurred due to the

revision made to the conflict construct and the differences in the measure of user participation.

The Proposed Model

Barki and Hartwick (1989, 1994a, 1994b), Hartwick and Barki (1994) , Robey and Farrow
(1982), Robey et al (1989) and Robey et al (1993) all examine the effects that various constructs
of participation, influence, conflict and conflict resolution have on each other. This research
proposes to replicate many of the associations between the variables and replace Robey et al’s

(1993) project success by system success.
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The research model also proposes to investigate the interaction between end-users and systems
analysts and the effects of end-user/analyst conflict on perceived system success. The model is
designed to test whether or not end-user involvement, during the systems development process
affects systems success within an end-user-computing environment. The model also investigates
the intermediary effects of user influence and conflict and its resolution, the effects of user
influence on conflict resolution and the effect of conflict resolution on system success.

End-user satisfaction is used as surrogate measure of system success as recognized by
information systems literature (Bailey and Pearson, 1983; Biiytikkurt and Vass, 1993; Doll and
Torkzadeh, 1988; Ives et al, 1983; Raymond, 1987; Rivard and Huff, 1988) and is the dependent
variable. Involvement, participation, influence, conflict and conflict resolution are the
independent variables of this study. The term “involvement” is treated as "the psychological state
reflecting the users belief that a system is both important and personally relevant” (Barki and
Hartwick, 1989) and participation is defined as “the extent to which end-users are engaged in
activities related to system development” (Robey et al, 1989; Robey et al, 1993). Influence is
defined as *‘the extent to which end-users atfect decisions related to the final design of an
Information System” (Robey et al, 1989; Robey et al, 1993). Conflict is defined as the “manifest
disagreement among group members” (Robey et al, 1989; Robey et al, 1993) where group
members, in this study, are regarded as being end-users and/or systems analysts. Conflict
resolution is defined as “the extent to which such disagreements are replaced by argument and

consensus” (Robey et al, 1989; Robey et al, 1993).

The model describing the relationships between the variables is depicted in figure 8 with the

direction of the arrows showing the causal ordering among the six variables.
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Figure 8: Hypothesized Model

The proposed relationships between the variables are hypothesized as follows:

HI - End-user Participation is positively associated with End-user Involvement
It is hypothesized that the more an end-user actively partakes in activities pertaining to
systemn development, the more the end-user perceives the systems relevance and
importance. Barki and Hartwick (1994a), using their definitions of participation and
involvement, found that “‘users who participate in the development process were likely to
develop beliefs that a new system is good, important and personally relevant”. This
finding indicates that the more a user participates in the application development process,
the more involved a user will become. This research seeks to investigate the effect that
end-user participation has on end-user involvement within the end-user computing
environment rather than within the traditional data processing environment.

H?2 - End-user Participation is positively associated with Influence

The more an end-user participates in the analysis process, the more influence an end-user
has over the development of the end-user application. The relationship between
participation and influence has been investigated by Robey et al (1989), Robey et al
(1993) and Barki and Hartwick (1994b) within the traditional data processing
environment and found to be significant. This research seeks to investigate whether the
relationship between participation and influence within an end-user computing

environment is also significant.
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H3 - End-user Participation is positively associated with Conflict

The more participation an end-user has in the development process of an end-user
application, the more there is potential for conflict to occur between the end-user and the
systems analyst. Robey et al (1989) and Robey et al (1993) found that the effect of user
participation on conflict was mediated by influence. However, Barki and Hartwick
(1994b) indicated that user participation did affect conflict, and that the more a user
participated in the application development process, the more conflict was experienced
during the processes. This research seeks to examine the direct effect that end-user
participation has on conflict within an end-user computing environment (rather than
within a traditional data processing environment).

H4 - End-User Involvement is positively associated with Conflict
The more involvement an end-user has in the development process of an end-user
application, the more there is potential for conflict to occur between the end-user and the
systems analyst. Because involvement includes personal attitudes and beliefs pertaining
to the activities surrounding the development of the end-user application, it stands to
follow that disagreements may be regarded as an attack on ones person. An end-users
defence, or stance, therefore may be regarded somewhat as *“defending ones honour” and
will be more aggressive than the defence of a topic to which there is no emotional
attachment. Robey et al (1989), Robey et al (1993) and Barki and Hartwick (1994b)
examined participation and its effect on conflict; however, none of them investigated the
role of end-user involvement and its possible effects on conflict.

H3 - End-user Involvement is positively associated with Conflict Resolution
The more an end-user is involved in the development of an end-user application, the
more there is potential for conflict resolution. If the emotional attachment to the
application development is strong, then the end-user has more to gain by resolving the

conflict rather than leaving it unresolved. An end-user, because of their strong attachment
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to the application development may actually demand that the issue be resolved rather
than left unresolved. This may lead either to satisfactory or unsatisfactory conflict
resclution. Robey et al (1989), Robey et al (1993) and Barki and Hartwick (1994b)
examined participation and its effects on conflict resolution, however, none of them
investigated the role of end-user involvement and its possible effects on conflict
resolution.

H6 - Influence is positively associated with Conflict
[t is hypothesized that end-users participating in the systems development process may
exert influence when interacting with analysts and other end-users which may lead to
conflict. Robey and Farrow (1982), Robey et al (1989) and Robey et al (1993) found that
influence affected conflict in that the more influence was exercised during the application
development process, the more conflict was experienced during the process. Barki and
Hartwick (1994b) found that influence affected conflict if it were mediated by
disagreement. Further, Barki and Hartwick (1994b) found that there was no mediating
effects of disagreement and if a user had more influence, then there would be less
conflict. The mediating role of influence on conflict has not yet been investigated within
the end-user computing environment.

H7 — Influence is positively associated with Conflict Resolution
While end-users exerting influence during the systems development process may lead to
conflict, it is hypothesized that this influence may also lead to conflict resolution, (Barki
and Hartwick (1994b)). The mediating role of influence on conflict resolution has not yet
been investigated within the end-user computing environment.

HS — Conflict is negatively associated to Conflict Resolution
The more conflict there is between the end-user and the systems analyst during end-user
application development, the less likely it is that conflict will be resolved. Robey and

Farrow (1982), Robey et al (1989) and Robey et al (1993) found that conflict has a
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negative effect on conflict resolution. It was noted that “while conflict may be beneficial
for surfacing and resolving disagreements, a larger number of conflicts may overload the
project member’s ability to resolve them” (Robey et al, 1993). Barki and Hartwick
(1994b) however, found that conflict resolution was only affected by influence. This
research seeks to investigate the effect that conflict has on conflict resolution within the
end-user computing environment.

H9 — Conflict Resolution is positively associated to System Success
Conflict, if not resolved, may lead to a breakdown in communication within the group,
which may prove to be unfavorable to system success. An increase in the level of
conflict resolution will result in an increase in system success. Robey et al (1993)
examined the effect of participation, influence, conflict and conflict resolution on project
success. Differing from system success in that project success was defined as *“the extent
to which the project team is productive and effective in its interaction with non-team
members” (Robey et al, 1993), conflict resolution was found to be positively associated
with project success. Robey et al (1993) measured project success with questions
“reflecting standard concerns associated with the efficiency and quality of project work
as well as the effectiveness of interactions with people outside the team”. This research
uses user satistaction as the surrogate measure of system success and seeks to investigate
the effect that conflict resolution has on system success within the end-user computing

environment.
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RESEARCH DESIGN

Instrument Development

Development of the instrument comprised of a thorough examination of existing instruments that
measured, in whole, or in part, the participation, involvement, influence, conflict, conflict

resolution, and end-user computing success variables.

Although Barki and Hartwick (1989, 1994a, 1994b) provided the basis of the proposed model a
modified version of Torkzadeh and Doll’s (1994) instrument was used to measure participation
and involvement. This was due partly because the Torkzadeh and Doll (1994) eight (8) item
instrument compared perceived actual activities and the desired activities thus measuring
participation and involvement within the same framework. The instrument of Barki and Hartwick
(1994b) measured three separate constructs of participation: responsibility, hands-on activities
and user/IS relationship. These constructs were not part of the proposed model. Further, the
Barki and Hartwick (1994b) instrument did not include a separate measurement for involvement.
While Hartwick and Barki (1994) did include a separate measurement for involvement, it was
decided to use a single instrument to measure both participation and involvement rather than two

separate instruments.

The influence, conflict and conflict resolution measurements used in Barki and Hartwick (1994b)
are those developed in Robey et al (1989). The system success measurements were derived from
Biiyiikkurt and Vass’s (1993) instrument adapted items from Bailey and Pearson (1983) and

Torkzadeh and Doll (1988).

The question items for specific variables which were extracted from established instruments is

indicated in appendix 2.
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The instrument emerged as one questionnaire with sections designated to either all respondents,
systems analysts only or end-users only. Divided into four sections, the instrument provided not
only extensive instructions on how to complete this questionnaire but also descriptions of

intended respondents.

Instructions were printed on the first page of the questionnaire and placed within a box to increase
visibility. Examples were provided with detailed information regarding the interpretation of the

answers. The research title was at the top of the page in a bold font set.

The first section was designed to establish the type of end-user and measure participation and
conflict resolution. The second section (intended for end-users only) measured involvement,
influence, conflict, conflict resolution and system success whereas the third section (intended for

systems analysts only) measured involvement, influence, conflict and conflict resolution.

The fourth section, intended for all respondents, collected demographic information.

Pretest and Revisions

Many of the original instruments used measured variables within a different context or
environment. Because of this, and the fact that it is necessary to report on the reliability and
validity of the data (Emory and Cooper, 1991), a pre-test was performed on the proposed

instrument.

The instrument was pre-tested for content validity by eight individuals from four different
organizations before the instrument was finalized. In the pretest, the instrument was modified
progressively as improvements were identified. During the pretest the following issues were

indicated:
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The questionnaire was too long

The application types in the demographic section needed expansion

Words such as "requirement and "opinions” may be interpreted differently.
Some questions were difficult to understand

One format was preferred over the other

In response to the issues raised in the pretest, a number of significant changes to the instrument

were made both during and at the end of the pretest period. The instrument was also divided into

two instruments - one for systems analysts and the other for end-users so that the instrument was

shorter. The preferred format was used and the application types in the demographic section were

expanded to include DSS tools and client-server applications. The wording of the questions were

carefully restructured so as to eliminate the interpretation problems identified.

In order to facilitate a higher response rate several steps were taken:

Cover letters were personalized. The letters were addressed to specific personnel and
were signed by hand (Berdie et al, 1986, de Vaus, 1985; Emery & Cooper, 1991),
Confidentiality was assured both in the cover letter and on the questionnaire itself.
Anonymity however, was not assured since each questionnaire was numbered to
facilitate follow-ups to non-respondents (Berdie et al, 1986; Emery & Cooper, 1991;
Mangione, 1995),

Letters were printed on high-quality Concordia University letterhead to indicate
research sponsorship and reflect professionalism (deVaus, 1985; Mangione, 1995),
Questionnaires were off-set printed to facilitate the reproduction of an original
design, give a professional impression and enhance the importance of the survey

from the respondents point of view (Dillman, 1978),
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The last page of the questionnaire provided space to the respondent for additional
comments regarding the subject or the instrument itself (Dillman, 1978),

To hasten the response, prospective respondents were requested to return their
responses by a particular date (Berdie et al, 1986; Emery & Cooper, 1991; Mangione,
1995),

Questionnaires to systems analysts were printed in green ink on white paper whereas
questionnaires to end-users were black ink on white paper to increase appeal (Berdie
et al, 1986) and to differentiate one from the other.

Questionnaires were printed as a booklet with smaller pages to make the
questionnaires themselves seem shorter than they really were (Dillman, 1978),
Stamped self-addressed envelopes (rather than business reply postage) envelopes
were provided to prospective respondents (Berdie et al, 1986; deVaus, 1985;
Mangione, 1993),

The return address was printed on each questionnaire in case it was separated from
the stamped self-addressed envelope. This address did not include the name of the
researcher, but rather was addressed to "End-User Computing Survey". This was
done in order to have the respondent view the researcher as an intermediary between
the respondent and the accomplishment of the research objective (Dillman, 1978),
The addressee was offered a summary of the study as a form of motivation, and as a
way to increase the response rate (Berdie et al, 1986; Dillman, 1978; Mangione,
1995),

The cover letter explained the importance of the study (Berdie et al 1986; de Vaus,

1985; Dillman, 1978; Emery & Caooper, 1991),
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e The questionnaires were sent in 9 x 11 Concordia University envelopes to
immediately indicate the study sponsorship to prospective respondents (Berdie et al,

1986; Emery & Cooper, 1991; Mangione, 1995).

Cover letters (appendices 3 and 4) accompanied the questionnaires (appendices 3, 6, 7 and 8) in
the mailing. In Quebec, both the English and French versions of the cover letters and
questionnaires were supplied to prospective respondents whereas only English versions were

supplied to respondents in the rest of Canada.

The instrument was originally developed in English and translated by a professional translator
into French. The French version was then examined by a committee member who is fluently
bilingual. Changes were made to retlect industry specific terminology. The French version was
then re-examined against the English version by an information technology professional who was
also fluently bilingual. Changes were made to the French version to improve readability and
compatibility with the English version of the questionnaire. The revised French version was then
examined by a professional translator who works within the information technology industry.
Changes were made to the grammatical structure of the sentences and phrases in the

questionnaire.

Two weeks after the first mailing, telephone calls were made to the respondents reminding them
to forward the questionnaire to the appropriate personnel within their organization (see appendix
9 for a copy of the script). Additionally, three weeks after the first mailing, a reminder card was
sent to those persons who had not yet responded (see appendix 10 for English and French
versions of the reminder card). E-mail was also used to respond to those persons who contacted

the researcher with questions.
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Sampling

A main association within the information technology industry that boasted a membership of a
wide cross-section of information technology professionals throughout Canada was contacted
regarding access to their membership list. They suggested that the questionnaire be posted on the
Intemnet and their members be invited to participate via their monthly newsletter. Because of the
lack of direct interaction with the membership of this association, it was decided to contact Dun

and Bradstreet so that a direct mailing could be obtained.

The target profile provided to Dun and Bradstreet was all industries (excluding public schools)
throughout Canada with 50 or more employees. Dun and Bradstreet randomly selected 1000
prospective companies out of a possible 13,000 that fit the target profile. Of the 1000 prospective

companies, 750 were randomly selected to participate in the research.

Dun and Bradstreet provided a list of prospective respondents from the functional areas of
operations, administration, finance and data processing. Because of the high turnover rate of
information technology departments, Dun and Bradstreet could not provide the names of
personnel within the information technology or management information systems departments. [n
response to the limitation imposed by Dun and Bradstreet, the cover letter requested that the

questionnaires be forwarded to personnel within the information technology department.

A total of 1100 questionnaires were sent to Alberta, British Columbia, Manitoba, New
Brunswick, Newfoundland, Nova Scotia, Northwest Territories, Ontario, Prince Edward Island,
Saskatchewan, and Yukon (550 were for systems analysts and 550 were for end-users) and 400
questionnaires were sent within Quebec (200 were for systems analysts and 200 were for end-

users). All questionnaires sent had a pre-addressed, stamped envelope enclosed.
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Measurement of Variables and Coding

The questionnaire was coded using a 7-point Likert scale with 1 indicating the desirable attribute

and 7 the undesirable attributes. An 8 indicated non-applicability and a 0 indicated non-response.

Section II, concerning personal and demographic information, was coded both with scales and an
open-ended option to the scale allowing respondents the freedom to provide alternative responses

for most questions.

The instrument-coding directory (appendix 1 1) was compiled to clarify each data element and
possible corresponding values. The hypothesized factors and the associated scales are described

in appendix 12.

Seven-point semantic scales bound by bipolar adjectives (e.g. sufficient ... insufficient) were
used in the instrument and were designed specifically to measure the varnables (i.e. participation,
involvement, influence, conflict, conflict, conflict resolution and system success). The scales

used were “extremely”, “very”, “slightly”, and “neither/nor”. An additional scale of “does not

apply” was also used.

The bipolar adjectives were previously used in the literature. This was done to ensure scale
validity. Details of the various instruments that utilized these adjectives are found in appendix 13.
The systems analysts’ instrument contained forty-one (41) independent variables and the end-user
instrument contained seventy-five (75) independent variables, which theoretically, would be
indicators of the underlying factor constructs influencing system success. The instrument was
designed so that there were multiple items for the same construct which is “more desirable than

one item for one construct” (Goodhue, 1998).
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Participation and involvement were measured using five (5) out of eight (8) items contained in
Torkzadeh and Doll’s (1994) instrument. In keeping with the definition of participation used in
this research, items referring to actual activities performed by the respondent were measured as
constructs of participation. Items referring to attitudes towards the activities performed were
measured as constructs of involvement. To maintain a uniform format throughout the instrument,

the Torkzadeh and Doll (1994) instrument was modified to consider bipolar adjective responses.

Influence, conflict and conflict resolution was measured using Robey et al’s (1989) instrument.
The items were slightly reworded to accommodate the bipolar 7-point Likert scale. The Robey

et al (1989) instrument was also used by Barki and Hartwick (1994).

System success was measured by the surrogate measure of end-user satisfaction. The instrument

developed by Biyiikkurt and Vass (1993) was used. This instrument includes items adapted from

Bailey and Pearson (1983) and Torkzadeh and Doll (1988).
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DATA ANALYSIS

Description of the Respondents

As previously stated, a total of seven-hundred-and-fifty (750) letters were sent out, each
containing two questionnaires (one for systems analysts and one for end-users) and self-addressed
envelopes for each questionnaire. Twenty-seven (27) were returned because they were sent to the
wrong address and thirty-five (35) were retumed because the organizations indicated that the
research was not applicable to them. In addition, when making the initial reminder calls, twenty-
three (23) companies also indicated their non-applicability to the research. This brought the total
sample size to six-hundred-and-sixty-five (665). A total of eighty-seven responses were received,
fifty-three responses (33) were received from systems analysts and thirty-seven (37) responses
were received from end-users. Three (3) questionnaires were discarded (two (2) from systems
analysts and one (1) from an end-user) because they had too many missing values. This yielded a
response rate of 7.9% and 5.5% respectively. The low sample size limits this research to being

exploratory.

The low response rates may be attributed to several factors. Primarily, because the questionnaires
were sent to the heads of finance, administration and operations departments, rather than to the
information systems technology departments, the target prospective respondents were not
contacted directly. Because of the extra step required to get the questionnaires to the target
prospective respondents — many questionnaires may have been lost in the internal forwarding
process. This implies that the questionnaires may not have reached the target prospective
respondents. Further, if the questionnaires were received by the target prospective respondents,
the cover letter may not have been forwarded, the importance and relevance of the survey may

not have been conveyed and this may have contributed to the non-response level. Additionally,
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frustration over not having been contacted directly may have prompted non-response from the

target prospective respondents.

Secondly, the response time given to target prospective respondents was relatively short (one
month). Thirdly, during the pre-test, it took the respondents an average of twenty (20) minutes to
complete the questionnaire. Because this is a significant amount of time, the survey may have

been discarded.

The eighty-six (86) respondents were, on average forty-one (41) years old (with a standard
deviation of 8.5). Sixty-seven percent (67%) were men and thirty-three percent (33%) were
women. Table 1 presents a breakdown of the persons who participated in the research by

respondent type (either end-user or systerns analyst).

Respondent Type
Gender Systems
N=87 End-User Analyst Total
Maie Age Below 31 10.3% 10.3%
Group  31-35 3.4% 8.6% 12.1%
36 - 40 8.6% 20.7% 29.3%
41-45 5.2% 12.1% 17.2%
45-50 8.6% 6.9% 15.5%
Over 50 8.6% 6.9% 15.5%
Total 34.5% 65.5% 100.0%
Female Age Below 31 10.7% 3.6% 14.3%
Group  31-35 7.1% 7.1% 14.3%
36-40 17.9% 7.1% 25.0%
41-45 10.7% 21.4% 32.1%
45-50 7.1% 7.1% 14.3%
Total 53.6% 46.4% 100.0%

Table 1: General demographic information of respondents (% of totals)

A more in-depth analysis of the respondents shows that the most common level of education was
a bachelors degree, forty percent (40%) of all end-users and forty-nine percent (49%) of all

systems analysts (table 2). The average working experience (table 3) was between six (6) to ten
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(10) years with very few respondents having less than two years of work experience (1.2%), and a

large percentage (24%) having over fifteen (15) years of experience.

Respondent Type
Systems
End-User Analyst Total
Educational  High-school or less 4.8% 6.0% 10.7%
Level CEGEP ar equivalent 6.0% 3.6% 9.5%
University Certificate 3.6% 9.5% 13.1%
Bachelars degree 16.7% 28.6% 45.2%
incomplete Masters 4.8% 4.8%
Complete Masters 9.5% 3.6% 13.1%
Incomplete Ph.D. 1.2% 1.2% 2.4%
Complete Ph.D. 1.2% 1.2%
Total 41.7% 58.3% 100.0%

Table 2: Educational levels of respondents (% of totals)

Respondent Type
Systems
End-User Analyst Total
Experience  Less than 2 years 1.2% 1.2%
Level 2-5years 9.8% 13.4% 23.2%
6 - 10 years 15.9% 15.9% 31.7%
11 - 15 years 3.7% 15.9% 19.5%
Over 15 years 12.2% 12.2% 24.4%
Total 41.5% 58.5% 100.0%

Table 3: Experience levels of respondents (% of totals)

Respondents came from a variety of companies; 26% of which were manufacturing 16% were
educational institutions. The 36% *Others” belonged to industries such as transportation and
shipping, information technology, distribution, construction and professional services. Table 4
presents a breakdown of the industries of respondents (both end-users and systems analysts) and
the size of the companies. On further examination of table 4, it appears that 27.6% of the grouped
responses were from companies with between fifty and one-hundred-and-fifty (50-150)
employees, 25.3% of the grouped responses were from companies with between one-hundred-and

—fifty one and five hundred (151-500) employees, 18.4% of the grouped responses were from
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companies with between five-hundred-and-one and one thousand (501-1000) employees, 20.7%
of the grouped responses were from companies between one-thousand-and-one and five thousand

(1001 and 5000) and 8% from companies with over five thousand (5000) employees.

Prmary Business
Pubiic Health Financal
Manufacturing | Merchandizing Secler Care Insurance | Educational Services Cther Total
Nurrper of empioyees S0 - 150 92% 1% 1.1% 2.3% 1.1% 2.3% 10.3% 2756%
151-5C0 57% 23% 11% 2.3% J4% 1.1% 9.2% 253%
501 - 1000 46% 11% 1% 4% 1 1% 6.9% 18.4%
1001 - 5000 14% 11% 1% 57% 92% 207%
aver 5050 3.a% ) it 1% 1% HEL ™ a0%
Total 26.4% 1.4% 16% | 4 6% 57% 16.1% 2.3% 1668% | 1000%

Table 4: Combined respondent information on companies that participated (% of total business types)

Further analysis shows that while the majority of systems analysts were employed within the
information systems/technology department (50.6%), end-users were employed within several
different departments (table 5). Additionally, database applications (34.5%) and client server
applications (23%) were the end-user computing application projects reported on most. Other
end-user computing applications reported on were SAP management systems and management

accounting systems and were part of the 24.1% “Other” category (table 6).

Respondent Type
Systems
End-User Analyst Total

Functional  Accounting 9.2% 1.1% 10.3%
Area Manufacturing/Production 3.4% 3.4%

R nd

Dz:zgg;zm 1.1% 1.1%

Finance 4.6% 1.1% 5.7%

gl;g:;nr::/?: echnology 4.6% 50.6% 55.2%

Marketing 1.1% 1.1%

Sales 3.4% 3.4%

General Management 8.0% 1.1% 9.2%

Engineering 1.1% 3.4% 4.6%

Other 46% 1.1% 5.7%
Total 41.4% 58.6% 100.0%

Table 3: Functional area of respondents (% of total)
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Respondent Type
Systems
End-User | Analyst Total
End-user Spreadsheet 3.4% 3.4% 6.9%
Application  Database Application 14.9% 19.5% 34.5%
Communications 1.1% 1.1% 2.3%
8:?;55 (Technical 1.1% 1.1%
Web-Based Applications 3.4% 1.1% 4.6%
DSS tools 1.1% 2.3% 3.4%
Client Server Applications 9.2% 13.8% 23.0%
Other 6.9% 17.2% 24.1%
Total 41.4% 58.6% 100.0%

Table 6: Reported end-user computing applications (% of total)

Treatment of Data

Data often has to be treated or “cleaned” to manage the missing values and process the *“does not
apply” responses. Data may have been omitted accidentally (i.e. the respondent simply misses a
question) or intentionally (i.e. the respondent may not understand the question and leaves it

empty, or the respondent may simply decide not to answer that particular question).

There are several methods of handling missing data, two of which were used in this research.

One procedure for handling missing values is to remove the cases that contain the missing values.
This procedure is “a good alternative if only a few cases have missing data” (Tabachnick and
Fidell, 1989) and is the preferred method of handling missing values (Anderson et al, 1983;
Norusis, 1998; Tabachnick and Fidell, 1989). Another procedure is to estimate the missing
observations and then proceed with the statistical analysis as if it had been complete (Anderson et
al, 1983; Tabachnick and Fidell, 1989). The means are caiculated from available data and used to
replace missing values prior to analysis (Tabachnick and Fidell, 1989). While the estimation
procedure is a conservative one in that the mean for the distribution as a whole does not change,

the variance of the variable is reduced because the mean is closer to itself than to the missing
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value it replaces. The implication of this is that the correlation that this variable may have with
other variables is reduced (because of the reduction in overall variance). The extent of the loss in

the variance depends on the amount of missing data (Tabachnick and Fidell, 1989).

The low response rate made the deletion strategy of dealing with missing values an unattractive
one in this research as we wanted to keep as many cases as possible. The missing values were
random (i.e. there was no pattern) and there was a very low percentage of missing values within

the complete data set (0.04% for systems analysts and 0.01% for end-users).

The estimation strategy was used on the data set that potentially contained information on the
variables. Missing observations within a particular case was estimated by the mean of the group s
(i.e. the means for data within the systems analysts and end-users groups were calculated

separately) non-missing observations for that variable.

Preparing the Data for Factor Analysis

Factor analysis is a multivariate statistical technique that is used to analyse the internal structure
of a set of variables to identify any underlying constructs (called factors). This basically means
that variables can be grouped by their correlations and that these variables should have relatively
small correlations with other variables. Each group of variables may represent a single
underlying construct, or factor that is responsible for the observed correlations. Factor analysis

can therefore be used to summarise the data and to identify relationships among variables.

Factor analysis requires that particular rules concerning sample size and missing data are adhered

to. Additionally normality, linearity, multicollinearity of the data and the factorability of the

correlation matrix should be addressed prior to conducting factor analysis.
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Sample size and missing data:

Correlation coefficients are less reliable when estimated from small samples. There should also
be at least five cases for each observed variable (Tabachnick and Fidell, 1989). The low response
rate of this research and the high number of initial variables does not lend well to this limitation
of factor analysis. However, a correlation matrix will be created, and those variables that have a
correlation of less than 0.30 will be ehminated (Tabachnick and Fidell, 1989). For the cases with

missing data, either the missing values must be estimated or the cases deleted.

A correlation matrix was created for each factor: participation, involvement, influence, conflict,

conflict resolution and system success. Data concerning system success was gathered only from
end-users, and therefore system success had to be analyzed separately. Because the instruments
for both the systems analysts and end-users were otherwise similar, they were combined to

develop the correlation matrix for each variable.

Table 7 presents the reliability measures for each factor (appendix 14 presents the correlation
matrices calculated for each factor and the final correlation once the variables with a correlation

of less than 0.30 were removed).

Tabachnick and Fidell (1989) note that a sample size of fifty (50) may be adequate if there are
strong, reliable correlations and a few distinct factors. The number of variables (for all but
system success, which had to be correlated separately) was decreased from forty-five (45) to
nineteen (19). Although a total of eighty-seven (87) cases were included in the analysis with
nineteen (19) variables represents only 4.5 cases per variable — because this is an exploratory

study, it was decided to proceed.
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Factor Scale

Participation
Q12DE22
QI12DE23
Q12DE24
Q12DE25

Involvement
QI13DE26
QI13DE27
Q13DE30
QILSDE3!L

[nfluence
QI8DE34
QI9DE35
Q19DE36

Contflict
Q22DE39
Q22DE40
Q23DE4!
Q23DE42

Conflict

Resolution QILODE19
QI10DE20
QILDE2!

Systemn

Success Q26DE46
Q26DE48
Q26DE49
Q30DES6
Q30DES7
Q30DESS8
Q33DE66
Q33DE67
Q33DE6S
Q33DE6GS

Corrected

Scale Description item-total
correlation
Participation in development: interest level 7316
Participation in development: importance 7773
Participation in development: usefulness .7606
Participation in development: desirability 7536
Others understanding of alternatives: level .6029
Others understanding of alternatives: sufficiency .6001
Design consultation: level .6087
Design consultation: sufficiency .6387
Reliance on others: significance 4032
Others influence on owns tasks: level .6668
Others influence on owns tasks: significance .6637
Relevance of others argument defence .8429
Value of others argument defence .7865
Others perception of relevance of defence .8350
Others perception of value of defence .8229
Resolution of differences: frequency 7446
Resolution of differences: satisfaction .8062
Satisfaction of resolution: level 7834
EUC application characteristic: ease .6065
EUC application characteristic: speed .5539
EUC application characteristic: reliability .6763
Technical support: competency .5393
Technical support: availability 4946
Technical support: cooperativeness S112
Qutput: usefulness .6130
Qutput: relevance .6159
Output: completeness .6685
Output: flexibility .6146

Cronbach’s
Alpha

9687

.8640

8170

9477

9132

9358

Table 7: Reliability measures

Normality:

“Multivariate normality is the assumption that each variable and all linear combinations of

variables are normally distributed — if there is normality, then the residuals are normally and

independently distributed” (Tabachnick and Fidell, 1989). The coefficient of normality measures




“the symmetry of the distribution where a skewed variable indicates that the mean is not in the
centre of the distribution” (Tabachnick and Fidell, 1989). A normal distribution would have a
skewness of zero, whereas a positive skewness indicates a high distribution of cases to the left of
the mean and the tail is too long to the right. A negative skewness indicates a high distribution of
cases to the right and the tail is too long to the left. Kurtosis indicates whether a distribution is
peaked (too few cases in the tails) or flat (too many cases in the tails) (Tabachnick and Fidell,

1989).

The skewness and kurtosis values of the variabies used indicate a slightly positive skewness for
the participation, involvement, influence, contlict and conflict resolution variables. Thereisa
much higher level of positive skewness for the system success variable. Appendices 15 - 20
presents the calculations of skewness and kurtosis, and the distribution of skewness. Because the
skewness in the data is slight, and the fact that this research is exploratory, it was decided to

continue with the analysis.

Linearity

Tabachnick and Fidell (1989) state that the assumption of multivariate normality implies that
there is linearity between all pairs of variables. The linearity of variables can be examined by
inspecting bivariate scatterplots where an oval shaped scatterplot/scattergraph indicates normally
distributed and linearly related variables. If one of the variables is non-normal, then the

scatterplot/scattergraph between the variables is not oval.

A careful examination of the scatterplots/scattergraphs of variables (appendix 21) indicates that

there is linearity among some of the variables, but not among all of the variables. Because this is

exploratory research, it was decided to continue with the analysis.
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Multicollinearity:
Tabachnick and Fidell (1989) state that in order to estimate factor scores, multicollineanty cannot
exist. Multicollinearity occurs when the variables are very highly correlated at 0.90 and above.

On examination of Table 7, there was no such condition detected.

Factorability of R (Correlation Matrix):

Tests to determine the factorability of the correlation matrix (R) include Bartlett’s test of
sphericity and the Keiser-Meyer-Olkin measure of sampling adequacy. Additionally, the anti-
image correlation matrix and the percentage of distinct correlations in the reproduced correlation

matrix should be examined.

Tabachnick and Fidell (1989) state that “‘a matrix that is factorable should include several sizeable
correlations ... and that ... if there is no correlation exceeding 0.30, then the use of factor
analysis is questionable because there is probably nothing to group into factors”. When
determining whether the data was suitable for factor analysis, a correlation matrix was created.

All variables with a correlation below 0.30 (Tabachnick and Fidell, 1989) were removed.

Based on the preliminary tests on the suitability of data, Bartlett’s test of sphericity and the
Keiser-Meyer-Olkin measure of sampling adequacy were performed on the data. Because the
instrument provided to systems analysts did not include a measurement of system success, tests

on the system success variable had to be performed separately.

Tabachnick and Fidell (1989) state that Bartlett’s test of sphericity is significant with samples of

substantial size even if the correlations are very low. Because of this, the test is recommended

only if there are fewer than five cases per variable — which is the case in this research.
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The Keiser-Meyer-Olkin measure of sampling adequacy measures the extent to which the
variables belong together and the appropriateness of using factor analysis to examine the data.
Tabachnick and Fidell (1989) state that the Kaiser-Meyer-Olkin measure is “a ratio of the sum of
squared correlations to the sum of squared correlations plus the sum of squared partial relations

... where values of 0.60 and higher are required for a good factor analysis”.

The results of Bartlett’s test of sphericity (table 8 and table 9) indicate that the variables are
dependent on each other. The low significance level supports the use of factor analysis. Further,
the Kaiser-Meyer-Olkin measure of sampling adequacy was calculated to be 0.691 for
participation. involvement, influence, conflict and conflict resolution and 0.821 for system

success. Both of these results also support the use of factor analysis.

KMO and Bartlett's Test

Kaiser-Meyer-Olkin Measure of Sampling
Adequacy. .691

Bartlett's Test of Approx. Chi-Square | 1656.082
Sphericity df 153

Sig. .000

Table 8: Results of the KMO and Bartlett’s Test for participation, involvement, influence, conflict and
conflict resotution

KMO and Bartlett's Test

Kaiser—Meyer—5Ikin Measure of Sampling

Adequacy. .821

Bartlett's Test of Approx. Chi-Square 511.973

Sphericity df 45
Sig. .000

Table 9: Results of the KMO and Bartlett’s Test for system success

Adequacy of the factor model was also examined using the anti-image correlation matrix. The

anti-image correlation matrix contains the negatives of partial correlations between pairs of
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variables with the effects of other variables removed. This means that the anti-image of a variable
is what cannot be predicted from other variables. A low proportion of high values (or conversely,
a high proportion of low values) on the off-diagonal elements indicate the applicability of factor

analysis.

On examination of the data created by the anti-image correlation matrix for participation,
involvement, influence, conflict and conflict resolution (appendix 22), it is clear that some of the
variables have a measure of sampling adequacy less than 0.7. Only 7.8% of the coefficients below
the diagonal were greater than 0.40 and 61.4% of the coefficients were below 0.10.  The anti-
image correlation matrix for system success (appendix 23) indicated that none of the variables has
a measure of sampling adequacy of less than 0.697. Further, 20.0% of the coefficients below the

diagonal were greater than 0.40 and 24.4% of the coefficients were below 0.10.

The reproduced correlation matrix for the participation, involvement, influence, conflict and
conflict resolution variables (appendix 24) indicated that there are 11.0% non-redundant residuals
with absolute values that are less than 0.05. The reproduced correlation matrix for the system
success variables (appendix 25) indicated that there are 28.0% non-redundant residuals with
absolute values that are less than 0.05 indicating a difference between the estimated and observed

correlations between the variables. This is possibly due to the extremely small sample size.

Bartlett’s test of sphericity, the Keiser-Meyer-Olkin MSA, the anti-image correlation matrix and
the percentage of distinct correlations in the reproduced correlation matrix all indicate that factor
analysis is appropriate, on an exploratory level, to examine the relationship between the

participation, involvement, influence, conflict, conflict resolution and system success variables.
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Factor Analysis of the Data

The principal axis factoring method of extraction was used to analyze the data. The goal of the
analysis 1s to “extract maximum orthogonal variance from the data set with each succeeding
factor” (Tabachnick and Fidell, 1989). An examination of the commonalties and the initial
eigenvalues indicates how well the identified factors fit the data obtained from all of the records
on any given variable. Any factor with an eigenvalue (table 10 and table 11) of less than one

should be discarded.

A scree test of eigenvalues plotted against the factors was also pertormed. The scree plot is
always decreasing negatively where “ the eigenvalue is highest for the first factor and moderate
but decreasing for the next few factors before reaching small values for the last several factors”

(Tabachnick and Fidell, 1989).

Figure 9 indicates that when examining the participation, involvement, influence, conflict and
conflict resolution variables, where there is a sharp drop after the fifth factor which indicates that
are five factors: participation, involvement, influence, conflict and conflict resolution. This is

consistent with the eigenvalues calculated in table 10.

Scree Plot

8

Eigenvalue

~
Tt 2 3 4 5 8 7 B 9 10 11 12 13 14 45 16 17 18

Factor Number

Figure 9: Scree plot for participation, involvement, influence, conflict and conflict resolution (plot of
eigenvalues)



Total Variance Explained

Initial Eigenvalues Rotation Sums of Squared Loadings |
% of Cumulative Y% of Cumuiative

Factor Total Variance % Total Variance %

1 4913 27.295 27.295 3602 20.010 20.010
2 3.140 17 442 44.736 3.361 18.672 38.682
3 2.758 15.322 60.059 2.532 14.065 52.746
4 2312 12.846 72.904 2.482 13.790 66.536
5 1.951 10.840 83.745 2.128 11.810 78.346
6 873 4.847 88.592

7 574 3189 g1 781

8 366 2.035 93.816

g 288 1.558 95.414

10 181 1.005 96.419

11 183 -850 97.269

12 134 743 98.012

13 106 588 98.600

4 3.640E-02 480 99.080

15 6.395E-02 355 99.435

16 4 351E-Q2 242 99.677

17 3.289€E-02 183 99.860

18 2.523E-02 140 100.C00

Extraction Method: Principal Axis Factoring.

Table 10: Eigenvalues of participation, involvement, influence, conflict and conflict resolution

Each eigenvalue corresponds to a different potential factor, and only factors with large
eigenvalues (i.e. over 1.00) are retained for further analysis. Table 10 shows statistics for each
factor before and after the components are extracted. The percentage of total variance accounted
for by all factors is 83.75%. The first factor, participation, accounts for 27.3% of the variance,
the second factor, conflict, accounts for 17.4%, the third factor, involvement, accounts for 15.3%
of the variance, the fourth factor, conflict resolution, accounts for 12.8% of the variance and the

fifth factor, influence, accounts for 10.8% of the variance.

Biiylikkurt and Vass (1993), when describing factors contributing to satisfaction with the end-
user computing process identified seven factors: technical support, end-user computing product,
user training, timeliness, documentation, end-user application characteristics, and user
participation. Figure 10 indicates that within this research, when examining the system success

variable, there are only two factors: end-user application characteristics and technical support.
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This is also consistent with the initial eigenvalues calculated in table 11. The percentage of total
variance accounted for both factors is 85.1%. Factor 1, end-user application characteristics,
accounts for 65.1% of the variance while factor 2, technical support, accounts for 20.0% of the

variance.

Scree Plot

)
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Eigenvalue
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Figure 10: Scree plot for system success (plot of eigenvalues)

Totai Variance Explained

Initial Eigenvalues Rotation Sums of Squared Loadings
% of Cumulativ % of Cumulativ
Factor Total Variance e % Totai Variance e %
1 6.510 65.103 65.103 5.150 51.499 51.499
2 2.002 20.024 85.127 3.107 31.072 82.571
3 J11 7.107 92.234
4 .304 3.035 95.270
5 .180 1.799 97.068
6 .130 1.295 98.363
7 8.241E-02 .824 99.188
8 4.004E-02 .400 99.588
9 3.237E-02 324 99.912
10 8.834E-03 | 8.834E-02 100.000

Extraction Method: Principal Axis Factoring.

Table 11: Eigenvalues for system success

The rotated fitted structure using the principal axis factoring varimax criterion was then employed

to improve the interpretability of the information. Varimax rotation is one of four orthogonal
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rotation techniques, which is used to facilitate the interpretation, description and reporting of
results. The goal of varimax rotation is to maximize the variance of factor loadings by making
high loadings higher and low loadings lower for each factor. Emphasizing the differences in the
loadings facilitates the interpretation of factors by making the variables that correlate with a
factor more distinct. The size of each factor loading is a reflection of the extent of the

relationship between each observed variable and each factor (Tabachnick and Fidell, 1989).

The factor ioadings for the participation, involvement, influence, conflict and conflict resolution

variables are presented in table 12. There are no variables with a factor loading of 0.30, which

indicates that there are no variables that need to be removed.

Rotated Factor Matri@

Factor
Conflict
Participation Conflict involvement { Resalution Influence
(1) (2) (3) 4)_ (6)

12DE22 (Participation in development: interest ) .884 |6.858E-02 2.273E-02 4.180E-02 |5.826E-02
Q12DE23 (Participation in development: importance) 978 [9.101E-02 3.745E-02 | 6.981E-02 | -9.54E-04
Q12DE24 (Participation in development: usefulness) .967 109 4.511€-02 5.755E-02 |3.184E-02
Q12DE25 (Participation in development: desirability) 911 130 3.868E-02 2.116E-02 | -2.05€-02
Q13DE26 (Alternative understanding: level} 9.758E-02 | -3.39E-02 795 | -7.135E-02 186
Q13DE27 (Alternative understanding: sufficiency) -8.109E-03 |7.197E-02 .754 1.867E-02 |7.588E-02
Q15DE30 (Design Consuiltation: level) 4.138E-03 197 .746 .287 | -4.78E-02
Q15DE31 (Design Caonsultation: sufficiency) 4.298E-02 108 832 166 | -7.78E-02
Q18DE34 (Influence: reliance significance) .161 -.162 4.117E-02 175 429
Q19DE35 (Influence of others: level) -4,078E-02 { -5.17€-02 .109 -.150 960
Q19DE36 (Influence of others: significance) -5.804E-02 [5.579E-02 | -4.992E-03 | -2.684E-02 967
Q220E38 (Conflict: others defence: relevance) 114 936 4.470E-02 6.854E-02 -112
Q22DE40 (Conflict: others defence: value) 9.342E-02 .848 7.622€-02 3.163E-02 | -3.52E-02
Q23DE41 (Conflict: defence: perceived relevance) 9.402E-02 .906 9.443E-02 | 9.735E-02 | -4.78E-02
Q23DE42 (Conflict: defence: perceived value) 9.261E-02 .885 119 126 |1.908E-02
Q10DE19 (Resolution: frequency) 123 146 5.879E-02 .825 104
Q10DE20 (Resolution: satisfaction) 3.753E-02 {9.251E-02 .109 897 | -4.57E-02
Q11DE21 (Resolution: satisfaction level) -3.034E-04 |4.272E-02 .130 .887 | -6.05E-02

Extraction Method: Principal Axis Factcring.
Rotation Method: Varimax with Kaiser Normalization.
a. Rotation converged in 6 iterations.

Table 12: Varimax rotated factor matrix for participation, involvement, influence, conflict and conflict resolution.
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The factor loadings for the system success scales are presented in table 13. Analysis confirms that
there are two separate factors within the system success variable. End-user application
characteristics pertain to the ease of use, speed of operations and reliability of the application as
well as the usefulness, relevance, completeness and flexibility of the output. Technical support
pertains to the competence, availability and cooperativeness of the technical support received for

the end-user application.

Rotated Factor Matrix®

Factor
End-user
Application
Characteristics Technical
(1) Support (2
Q26DE46 (Application: ease of use) 794 .229
Q26DE48 (Application: speed) .641 .306
Q26DE48 (Application: reliability) 774 .391
Q30DES6 (Technical Support: competence) 265 .943
Q30DES57 (Technical Support: availability) 191 .946
Q30DES58 (Technical Support: cooperativeness) 229 942
Q33DE66 (Output: usefulness) 942 120
Q33DE67 (Output: revelance) 944 .126
Q33DE68 (Output: completeness) .899 282
Q33DEB9 (Qutput: flexibility) .873 174

Extraction Method: Principal Axis Factoring.
Rotation Method: Varimax with Kaiser Normalization.

a. Rotation converged in 3 iterations.

Table 13: Varimax rotated factor matrix for system success

There are no variables with a factor loading of below 0.30 (Tabachnick and Fidell, 1989) which

means that the factor analysis can now proceed.

51



RESULTS

Regression analysis can only be used with the end-user group since it is only the end-user
group that contains information on the dependent variable, system success. The results of the
regression model can only be regarded as exploratory because of the small sample size. For more

general results, a larger sample size is required.

Tabachnick and Fidell (1989) state that a ratio of 20 cases to one independent variable is
favorable, however, a “bare minimum requirement is to have at least 5 times more cases than
independent variables, with a higher cases to independent variable ratio being needed when the

dependent variable is skewed”.

With 36 end-user responses and five independent variables (participation, involvement, influence,
contflict and conflict resolution), the ratio is slightly better than the bare minimum required to
conduct regression analysis. I[n this case, however, the items within the dependent variable
(system success) are slightly skewed (appendix 20), and therefore it would have been preterable

to have a higher case to independent variable ratio.

Regression analysis should indicate the proportion of variation of overall satisfaction (dependent
variable: surrogate measure of system success) that is accounted for by participation,
involvement, influence, conflict and conflict resolution (the independent variables). The
standardized coefficient alpha, an additional result of regression analysis, measures the relative
importance of a particular independent variable on the dependent variable and is unaffected by

units of measurement.
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In this research, regression analysis was performed with aggregate data, rather than the factorized
constructs. The reason for this was that none of the results using the factorized data proved

significant.

The result of the regression analysis (table 14) implies that there is no relationship between the
independent variables and overall satisfaction (dependent variable). The squared multiple
regression indicates that participation, involvement, influence, conflict and conflict resolution
explains only 4.6% of the variability of system success. Further, on examination of the analysis
of variance (ANOVA) (table 15), the f statistic is 0.286 and the level of significance is much
greater than 0.05. The small size of the F statistic indicates that the independent variables do not
explain the variation of the dependent variable. Table 16 (indicating the coefficients) also
indicates that there are no relative importance of the independent variables to the dependent
variable (the standardized coefficient beta’s are small: participation=-0.011, involvement=0.089,

influence = 0.103, conflict=-0.131, conflict resolution=0.123).

Model Summary

Std. Error Change Statistics
Adjusted of the R Square Sig. F
Model R R Square | R Square Estimate Change F Change df1 di2 Change
1 2132 046 - 114 93 046 .286 5 30 917

a. Predictors: (Constant), Conflict Resolution, influence, Conflict, Participation, involvement

Table 14: Regression analysis results of participation, involvement, influence, conflict and conflict resolution
and the effects on the dependent variable, overall satisfaction (surrogate measure for system success)

ANOVA?
Sum of Mean
Model Squares df Square F Sig.
1 Regression 1.228 5 .246 .286 9172
Residual 25.744 30 .858
Total 26.972 35
a. predictors: (Constant), Conflict Resolution, Influence. Canflict, Participation,

Invoivement
b. Dependent Variable: Qverall satisfaction

Table 15: Analysis of variance for system success
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Coefficients®

Unstandardized Standardized
Coefficients Coefficients

Model B8 Std. Error Beta t Sig.

1 {Constant) 1.703 511 3.333 .002
Participation -3.09€-03 .0%4 -011 -.054 .857
Involvement 5.289E-02 126 .089 418 679
Influence 5.667E-02 .100 .103 .565 .576
Conflict -5.12E-02 .081 -131 -.633 .532
Conflict Resolution |5.843E-02 .097 123 .605 .550

3. Dependent Variable: Overall satisfaction

Table 16: Coefficients from the regression of participation, involvement, influence, conflict and conflict
resolution on overall satisfaction

Because of the small sample size, the proposed mode! was broken down into a series of models
for the purpose of performing regression analysis on each model series and attempting to find
relationships between the variables using the entire data set. This means however, that several
hypotheses need to be modified to reflect the change in methodology (i.e. that end-users are no
longer the object of the hypotheses, and that the results pertain to results acquired from both end-

users and systems analysts). The modified hypotheses are as follows:

HIB - Participation is positively associated with involvement.
It is hypothesized that the more one actively partakes in activities pertaining to end-user
application development, the more one perceives the systems relevance and importance.
H2B - Participation is positively associated with Influence
The more one participates in the analysis process, the more influence one has over the
development of the end-user application.
H3B - Participation is positively associated with Conflict
The more participation one has in the development process of an end-user application, the

more there is potential for conflict to occur between the end-user and the systems analyst.
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H4B — Involvement is positively associated with Conflict
The more involvement one has in the development process of an end-user application, the
more there is the potential for conflict to occur between the end-user and the systems
analyst.

H3B — Involvement is positively associated with Conflict Resolution
The more one is involved in the development of an end-user application, the more there is

potential for conflict resolution.

The first part of the model (figure 11) presents conflict as the dependent variable and

involvement, participation and influence as the independent variables.

InvoIvement\+ H4b

Participation—l—ib-+——» Conflict

+ 4
Inﬂuence/ Hb

Figure [1: Part 1 of Hypothesized Model

Setwise regression was used to assess the relationship between the variables of part 1 of the
hypothesized model. “In setwise regression, separate regressions are computed for all
independent variables singly, all possible pairs of independent variables, and all possible
independent variables until the best subset of independent variables is identified according to
some criterion, such as maximum R? from all possible subsets” (Tabachnick and Fidell, 1989).
The result of the setwise regression analysis (table 17) implies that there is a relationship between
participation and conflict (the dependent variable of the model), but no relationships between
involvement and conflict or influence and conflict. The squared multiple regression indicates that

participation explains 5.6% of the variability of conflict. The f statistic is 5.013 and the level of
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significance is .028 (table 18), which indicates that the independent variable (participation)

explains the variation of the dependent varable (contlict).

Model Summary

Std. Error Change Statistics
Adjusted of the R Square Sig. F
Madel R R Square { R Square | Estimate Change | F Change dft df2 Change
1 2367 .C58 045 1.7428 .056 5.013 3 85 028

a. Predictars’ (Constant). Participaticn

Table 17: Regression analysis results of participation, involvement, influence and the effects on conflict (the
dependent variable)

ANOVA
Sum of Mean
Model Squares df Square F Sig.
1 Regression 15,227 1 15.227 5.013 028
Residual 258.186 85 3.037
Total 273.414 86

a. Predictors: (Constant), Participation
9. Dependent Variable: Conflict

Table 18: Analysis of variance for Part 1 of Hypothesized Model

Table 19, which presents statistical data for the excluded variables involvement and influence,
shows the significance levels of both independent variables to be above 0.05, which indicates that

neither of them explain the variation of the dependent variable conflict.

Excluded Variabled

Collinearit

Y
Partial Statistics
Model Beta in t Sig. Correlation | Tolerance
1 invalvement .1842 1.762 .082 .189 .993
influence -.0892 -.845 .401 -.092 1.000

a. Predictors in the Model: (Constant), Participation
b. Dependent Variable: Conflict

Table 19: Statistics for excluded variables in Part 1 of Hypothesized Model
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Additionally the standardized coetficient (beta) for model 1 (table 20) indicates that the
relationship between participation and conflict is a positive one. For every unit change in

participation, the unit of conflict will change positively by .236.

Coefficients?
Unstandardized Standardized
Coefficients Coefficients
Model 8 Std. Error Beta t Sig.
1 (Constant) 2.512 .349 7.193 .000
Participation 247 110 236 2.239 .028

3. Dependent Variable: Conflict

Table 20: Coefficients for Part 1 of Hypothesized Model

The second part of the model (figure 12) presents conflict resolution as the dependent variable

and involvement, influence and conflict as the independent variables.

Involvemervt\+ H5b
HE T~

Conflict »  Conflict Resolution

+/
Influence—  H7

Figure 12: Part 2 of Hypothesized Model

The squared multiple regression (table 21) indicates that involvement does explain 5.6% the
variability of conflict resolution. The f statistic is 5.015 and the level of significance is .028,
(table 22) also indicates that the independent variable, involvement, explains the variation of the

dependent variable, conflict resolution.

Modei Summary

Std. Error Change Statistics
Adjusted of the R Square Sig. F
Made! R R Square | R Square | Estimate Change | F Change dft df2 Change
1 .2367 056 045 1.7510 .056 5.015 1 85 028

a. Predictors: (Constant), involvement

Table 21: Regression analysis results of involvement, influence and conflict and the effects on conflict resolution
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ANOVA?

Sum of Mean
Model Squares df Square F Sig.
1 Regression 15.377 1 15.377 5.015 0282
Residual 260.616 85 3.066
Total 275.992 86

4. Predictors: (Constant), Involvement
b. Dependent Variable: Conflict Resolution

Table 22: Analysis of variance for Part 2 of Hypothesized Model

The standardized coefficients of part 2 of the hypothesized model (table 23) also indicates that
there is a positive relationship between involvement and conflict resolution and that for every unit

increase in involvement, conflict resolution will increase (positively) by .236.

Coefficients®
Unstandardized Standardized
Coefficients Coefficients
Model B Std. Error Beta t Sig.
1 (Constant) 2.113 406 5.203 .000
Involvement .260 116 .236 2.239 .028

2. Dependent Variable: Conflict Resolution

Table 23: Coefficients for Part 2 of Hypothesized Model

Table 24, which presents statistical data for the excluded variables conflict and influence, shows
the significance levels of both independent variables to be above 0.05 indicating that neither of

them explain the variation of the dependent variable contlict.

Excluded Variables®
Collinearit
Y
Partial Statistics
Model Beta In t Sig. Carrelation | Tolerance
1 Influence -.0413 -.384 .702 -.042 .994
Conflict .1552 1.452 .150 .156 .959

a. Predictors in the Modei: (Constant), Involvement

b. Dependent Variable: Conflict Resolution
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The third part of the model (figure 13) presents system success as the dependent variable and

conflict resolution as the independent variables.

HS
Conflict Resolution + » System Success

Figure 13: Part 3 of Hypothesized Model

The squared multiple regression (table 25) indicates that conflict resolution only explains 1.6%
variability of conflict resolution. The f statistic is 0.558 and the level of significance is .460
(table 26), which indicates that the independent vaniable does not explain the variation of the

dependent variable.

Model Summary

Std. Error Change Statistics
Adjusted of the R Square Sig F
Mode! R R Square | R Square | Estimate Change F Change df1 df2 Change
1 1273 016 -013 88 016 558 1 34 460

a. Bredictars: (Canstant), Conflict Resolution

Table 25: Regression analysis resuits of conflict resolution and the effects on system success

ANOVAP
Sum of Mean
Model Squares df Square F Sig.
1 Regression 435 1 435 .558 4607
Residual 26.537 34 .780
Total 26.972 35

a. Predictors: (Constant), Conflict Resolution
D. Dependent Variable: Overall satisfaction

Table 26: Analysis of variance for conflict resolution and system success

Additional relationships that require examination would be that between participation and

involvement (figure 14) and participation and influence (figure 15).
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Hib
Participation + » Involvement

Figure 14: Model depicting Hypothesis 1b

H2b
Participation + > Influence

Figure 15: Model depicting Hypothesis 2b

The results of the regression analysis of the relationship between participation and involvement
(table 27) implies that there is no relationship between participation and involvement. The
squared multiple regression (0.007) and the f statistic of 0.600 with a significance of .441 (table

28) indicates that participation does not explain the variability of involvement.

Maodel Summary

-

Std. Error Change Statistics
Adjusted of the R Square Sig. F
Model R R Square | R Square | Estimate Change | F Change dft df2 Change
| 0844 007 - 005 1.6296 007 600 1 a5 441

a. Predictors: (Constant), Participation

Table 27: Regression analysis results of participation and the effects on involvement

ANOVA
Sum of Mean
Model Squares df Square F Sig. ]
1 Regression 1.594 1 1.594 .600 .4413
Residual 225.713 85 2.655
Total 227.307 86

a. Predictors: (Constant), Participation
b. Dependent Variable: invalvement

Table 28: Analysis of variance results of participation and involvement
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The results of the regression analysis of the relationship between participation and involvement
(table 29) implies that there is no relationship between participation and influence. The squared
multiple regression (0.000) and the f statistic of 0.006 with a significance of .938 (table 30)

indicates that participation does not explain the variability of influence.

Maodel Summary

Std. Error Change Slatistics
Adjusted of the R Square i Sig. F
Mace! R R Square | R Square | Estimate Change [ F Change df1 : df2 Change
1 0oa? 000 -012 1.5858 000 006 1] 85 .938

a. Predictors: (Canstant), Participation

Table 29: Regression analysis resuits of participation and the effects ~n influence

ANOVAE
Sum of Mean
Model Squares df Square F _Sig.
1 Regression |[1.543E-02 1 |1.543E-02 .006 .9383
Residual 213.788 85 2.515
Total 213.803 86

a. Predictors: (Constant), Participation
b. Dependent Variable: Influence

Table 30: Analysis of variance of participation and influence

Further Exploration

A step-wise regression analysis was performed on the variables that were excluded due to the
factor analysis, demographic variables and the conflict resolution factor to examine whether there
are any underlying factors that were not included in the initial analysis. The results (table 31)
indicate that the items q6del2 (a participation item), g21de38 (a conflict item) and q9del7 (an

involvement item) explain variability to the dependent variable, overall satisfaction.

61



Mode! Summary

Std. Error Change Statistics
Adjusted of the R Square Sig. F
Madel R R Square | R Square | Estimate | Change | F Change df1 gf2 Change |
1 4242 179 154 66 179 6.997 1 32 013
2 5420 294 249 62 115 5.046 ! 31 032
3 633¢ .401 341 .58 106 5.328 1 30 .028

a. Predictors: (Canstant), g6de12
b. predictors: (Constant), g6de12. q21de38
C. Predictors: (Constant), g6de12, q21de3d8, q8de17

Table 31: Regression analysis on the excluded variables

The result of the regression analysis implies that there is a relationship between some of the
independent variables, in particular participation, involvement and conflict and the dependent
variable (overall satisfaction). The squared multiple regression indicates (table 31) that the
participation, involvement and conflict items explain 63.3% of the variability of overall
satisfaction. Further, on examination of the analysis of variance (table 32), the f statistic is 6.687
and the level of significance is 0.001. The size of the f statistic indicates that the participation,

involvement and conflict items explain some of the variation of the overall satisfaction.

ANOVAS
Sum of Mean
Mode! Squares df Square F Sig.
1 Regression 3.003 1 3.003 6.997 0133
Residual 13.733 32 429
Total 16.735 33
2 Regression 4.925 2 2.463 6.464 .005°
Residual 11.810 K] .381
Total 16.735 33
3 Regression 6.706 3 2.235 6.687 .001¢
Residual 10.029 30 .334
Total 16.735 33

a. Predictors: (Constant}, g6de12

b. Predictors: (Constant), gde12, q21de38

¢. Predictors: (Constant), q6de12, g21de38, q9de17
d. Dependent Variable: Qverall satisfaction

Table 32: Analysis of variance from the setwise regression analysis of excluded variables
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The participation item explains 17.9% of the variability in overall satisfaction. When the conflict
itern is added to the model, the r* increases to 29.4% so the change in r’is 11.5%. When the
involvement item is added to the model, r* increases by 10.6%. The rest of the items do not

appear in the models because the r* would not have had a significant change if they were added.

If 63.32% variability in overall satisfaction can be attributed to three items, and the regression
analysis on the factors containing the remaining items indicate that they (i.e. participation,
involvement, influence, conflict and conflict resolution) do not contribute to any variability in
overall satisfaction, there is 36.68% variability in overall satisfaction that remains unexplained.
This indicates that there may be other factors present in the research that were not adequately

tapped.

Additional Tests Measuring the Size and Direction of Relationships Between Variables

By performing bivariate correlation analysis on all factors identitied in the factor analysis, one
measures the size and direction of the relationship of two variables. Within the bivariate
correlation tests is Pearson’s correlation, which is “independent of the scale of measurement and
is independent of sample size” (Tabachnick and Fidell, 1989). Pearson’s correlation ranges
between +1 and —1 where 0.00 represents no relationship or predictability between two variables
and a alue of +1 or -1 indicates perfect predictability (which means that when one variable is
known, the other variable is known). A positive correlation indicates that when one variable
increases (or when there is more of one variable) the other variable also increases (there is more
of the second variable) whereas a negative correlation indicates that when one variable increases
(when there is more of one variable), the other variable decreases (there is less of the other

variable).
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The bivariate regression performed (table 33) indicates that the relationships between

participation and conflict and involvement and conflict resolution are both positive.

Correlations
Conflict
Participation | Invalvement | Influence Conffict Resolution
Participation Pearson Correlation 1.000 .084 .008 2367 .155
Sig. (2-tailea) . 441 938 028 150
N 87 87 87 87 87
Invalvement Pearson Correlation 084 1.000 .076 203 .236°
Sig. (2-talled) 441 . 487 060 .028
N 87 87 87 7 87
Influence Pearson Correlation .008 .076 1.000 -.087 -.023
Sig. (2-tailed) 938 487 . 422 834
N a7 87 87 87 87
Contlict Pearson Correlation .236° .203 -.087 1.000 197
Sig. (2-tailed) .028 .060 422 . .068
N a7 87 87 87 a7
Conflict Resolution  Pearson Carrelation 155 236" -.023 197 1.000
Sig. (2-tailed) 150 .028 834 068 .
N 87 87 87 87 87

°. Correlation is significant at the 0.05 level (2-tailed).

Table 33: Bivariate correlation calculations (independent variables and dependent variable)

When examining the relationships between the independent variables (participation, involvement,
influence, conflict and conflict resolution) and the factors underlying the dependent variable
(technical support and end-user application characteristics), the analysis (table 34) indicates that
that the technical support and end-user application characteristics are highly correlated. This
result is to be expected not only because they are constructs for the same variable, but also on
closer examination of the rotated factor matrix for system success (table 13), two variables
(Q26DE48 and Q26DE49) load on both factors (albeit low loadings on factor 2). Other than the
relationships that have already been established in earlier regression analysis, the analysis does

not indicate any other relationships between variables.
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Correlations

Applicatcn Tecnmcal Conflict
Characienstics Sugpen Paricipaticn | Invoivament | Influence Caonflict Resalution
Apghcaton Pearson Correlation 1.000 4749 -108 252 - 158 059 289
Charactensics Sig. (2-@iled) 004 542 138 382 735 088
N 36 36 36 368 36 36 6
Technical Suppert Pearson Carrelaton 4741 1 000 -a758 222 - 153 052 268
Sig. {2-13ded) .00s . 663 192 e 785 08s
N 36 36 6 36 36 6 36
Faricpation Pearson Carrelauan - 105 -Q078 1.000 084 cos pal 155
Sig. (2-taled) 542 863 341 338 028 150
N k) 38 a7 a7 a7 ar a7
Involvament Pearson Carrelat.on 252 222 084 1.000 0768 203 236°
Sig (2-@ailea) 138 192 441 487 260 028
N 38 38 87 87 87 87 87
Influence Pearson Cerreiation - 158 -183 cca a76 1.000 -087 -023
Sig. (2-tailed) 362 I 928 187 422 824
N 16 k] 14 a7 7 a7 a7
Conflict Pearson Caorreianon 058 052 236° 203 - 087 1.000 197
Sig. (2-taleq) 735 788 328 Q80 422 068
N 38 16 a7 97 a7 87 a7
Conflict Resotution  Pearsan Cerraiation 289 288 155 238 -023 197 10C0
Sig. (2-taieg) fol::] or: 1] 150 928 834 068
N 18 38 a7 87 a7 87 a7

" Correlation .8 significant at the 0 01 tavet (2-tailed)
* Correlaton 1s signuficant at the 0.05 level (2-taleq)

Table 34: Bivariate correlation calculations (independent variables and constructs of system success)

Although the analysis has produced scant information, the question remains as to whether there
are differences between systems analysts and end-users. To further explore the factors an
independent-samples t-test was performed to examine whether the population mean of a
particular variable is the same for two groups of cases (Norusis, 1989). The two groups
compared are end-users and systems analysts and the variables tested were participation,
involvement, influence, conflict and conflict resolution (system success could not be examined

because only end-users had measurements for system success).

Table 35 presents the independent-samples t-test performed on the data. Equal variances not
assumed (since the number within each group is not equal) are examined and the data indicates
that the level of involvement averages do differ significantly (t=-3.539 with significance of less
than 0.005). The average difference in involvement is ~1.1667, which means that on average,
end-users (group 1) tend to have more involvement on end-user application development than

systems analysts (group 2).
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Independent Samples Test

t-test for Equality of Means
Sig. Mean Std. Error
e . ! af (2-tailed) | Difference | Difference
Paricipation S::f,ln‘;i"a"ces 463 85 645 1722 721
ff,‘t“ :;:f;f;ces 444 | 63496 659 1722 3881
Involvement 52;‘5,;;3“3““ -3.506 85 001 |  -1.1667 3327
ﬁ;‘;’ :;:jgigces 3539 | 77.893 001 | -1.1667 3297
influence S::f;fdﬁa"ces -1.188 85 238 -.4069 3424
52:’ :;;'j;izzces 4185 | 74722 240 - 4069 3434
Conflct Equal vatiances 1.575 85 119 §062 3848
Eg:::;:j;;ir;ces 1.448 52.202 154 6062 4187
Conflict Resolution gg::;\;zriances 214 85 431 | -8.388€.02 o
Ef,‘;’ :;:j:;izces 212 | 73523 832 | -8.388E-02 3350

Table 35: Independent-samples t-test

The data was probed for a further understanding of any particular correlation or trend with
relation to the demographic data. A bivariate correlation test was performed on both the
independent and dependent variables along with age, gender, education level, experience level,

functional area, primary business and end-user application.

An examination of appendix 26, which presents the results of the bivariate correlation test,
indicates that there are no relationships between variables and demographic information. The data
also implies that within the demographic data there is a positive relationship between age and
educational level, experience and functional area. Gender is negatively associated with functional

area and educational level is positively associated with experience.
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Further Analvsis of the Data — The Relevance of “Does Not Apply” Responses

Because the instrument used was devised by combining several instruments that were used in
different environments, the “does not apply” responses may indicate whether or not there are
particular issues that are, or are not, relevant or appropriate within the end-user computing

environment. To examine any possible phenomenon, frequency analysis was performed.

By performing a frequency distribution test, the number of times that a particular value appears in
the distribution scores will become clear. [n this case, the value being examined would be that
corresponding to “does not apply”. When calculating the frequencies, only those items that were
relevant in the factor analysis (participation, involvement, influence, conflict and conflict

resolution) were examined. Tables 36 to table 40 summarize the frequencies for each factor.

Participation
Cumulative
Frequency Pearcant Parcent
Valia 1 99 28.4 284
2 130 74 65.8
3 22 68 724
4 36 103 82.7
5 8 23 85.0
6 22 53 913
§ 1.4 92.7
Ooces Not Apply 25 73 160.0
Total 348 100 0
Table 36: Combined frequencies for participation factor
Involvement
Cumulative
Fraguency Percent Percent
vaid 1 50 134 134
2 139 39.9 541
3 62 178 721
4 17 49 i7Q
S 32 9.2 86.2
] 19 S5 91.7
7 ] 286 941
Oces Not Apply 20 57 t00.c
Total 261 1000

Table 37: Combined frequencies for involvement factor
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Influence

Cumulalive
Frequency | Percent Percent
Vvalid 1 37 14.2 14.2
2 85 32.6 46.8
3 62 23.7 70.5
4 22 8.4 78.9
5 13 5.0 83.9
6 15 5.7 89.6
7 14 5.4 95.0
Doeas Not Apply 13 5.0 100.0
Total 261 100.0
Table 38: Combined frequencies for influence factor
Conflict
Cumulative
Frequency Percent Percant
Valid 1 26 7.5 75
2 143 411 48.6
3 93 26.7 75.3
4 31 89 842
5 15 4.3 88.5
6 k] 9 89.4
7 0 0 89.4
Does Not Apply 7 10.6 100.0
Total 348 100.0
Table 39: Combined frequencies of conflict factor
Conflict Resolution
Cumulative
Freguency Percent Percent
Valid 1 42 16.1 16.1
2 118 452 61.3
3 40 15.3 76.6
4 15 5.7 82.3
) 14 5.4 87.7
6 9 3.4 91.1
7 4 1.5 92.6
Does Not Apply 19 7.3 100.0
Total 261 100.0

Tabie 40: Combined frequencies of conflict resolution factor

The frequency for each factor was calculated by examining the responses for each item within
each factor. Within the participation factor 7.3% of the replies belonged to the “Does Not Apply”
category. The involvement factor had a 5.7% “Does Not Apply” response rate. The influence

factor had a 5.0% “Does Not Apply” response rate. The conflict factor had a 10.6% “Does Not
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Apply" response rate and the conflict resolution factor had a 7.3% response rate falling within the

“Does Not Apply” category.

With eight (8) possible responses, an equal response rate would have been 12.5%. The low
percentages of “Does Not Apply” responses indicates that they have little significance to the
overall validity of the instrument. The implications of this is that the factors measured are
relevant within the end-user computing environment and can be utilized in future research
pertaining to participation, involvement, influence, conflict and conflict resolution within an end-

user computing environment.

Summary of Results

Hypotheses

Table 41 presents a summary of regression analysis and the ANOVA.

. . Regression Analysis ANQVA
Hypothesis Factors Examined s Adjusted z 5 Significance
Hip | Fartcipation 0007 | -0005 | 0.600 | 0441

Involvement
p2p | Darticipation 0000 | -0012 | 0.006 0.938
Influence
H3b E“"‘“.‘P‘““’“ 0056 | 0.045 | 5013 | 0028
onflict
g4p | Dvolvement 0041 | 0030 | 3636 | 0060
Conflict
Involvement
H5b Conflict Resolution 0.056 0.045 5.015 0.028
Influence
H6 Conflict 0.008 -0.004 0.651 0.422
Influence
H7 Conflict Resolution 0.001 -0.011 0.044 0.834
Conflict
o)
HS Conflict Resolution 0.039 0.027 3.422 0.068
go | Conflict Resolution 0016 | 0013 | 0558 | 0460
System Success

Table 41: Resuit Summary of Regression Analysis and ANOVA
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Hlb: Participation is positively associated with Involvement
Hypothesis 1b tested the relationship between participation and involvement. No
relationship was observed.

H2b: Participation is positively associated with Influence
Hypothesis 2b tested the relationship between participation and influence. No
relationship was observed.

H3b: Participation is positively associated with Conflict
Hypothesis 3b tested the relationship between participation conflict. A positive
relationship was observed. This replicates the observations of Barki and Hartwick
(1994b), which indicated that user participation did affect conflict and that the more a
user participated in the application development process, the more conflict was
experienced during the process. In this case however, this is observed within an end-user
computing environment rather than in a traditional data processing environment.

H4b: Involvement is positively associated with Conflict
Hypothesis 4b tested the relationship between involvement and conflict. No relationship
was observed.

H35b: Involvement is positively associated with Conflict Resolution
Hypothesis 5b tested the relationship between involvement and conflict resolution. A
positive relationship was observed. This implies that involvement did affect conflict
resolution, and that the more an individual was involved the more conflicts were
resolved.

H6: Influence is positively associated with Conflict
Hypothesis 6 tested the relationship between influence and conflict. No relationship was

observed.
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H7: Influence is positively associated with Conflict Resolution
Hypothesis 7 tested the relationship between influence and conflict resolution. No
relationship was observed.

HS8: Conflict is positively associated with Conflict Resolution
Hypothesis 8 tested the relationship between conflict and conflict resolution. No
relationship was observed.

H9: Conflict Resolution is positively associated with System Success
Hypothesis 9 tested the relationship between conflict resolution and system success. No

relationship was observed.

Differences Benveen Systems Analysts and End-users
The results of the independent-samples t-test performed on the data imply that there are
significant differences between the responses from systems analysts and end-users in regards to

involvement.

Relevance of Factor Measurements to End-user Computing
The frequencies of the “Does Not Apply” responses average 7.18% which implies that the “Does

Not Apply” responses has little significance to the overall validity of the instrument.

Unexplained Variability in the Overall Satisfaction Construct

Because none of the factors analyzed produced results that indicated any explanation to the
variability of the overall satisfaction construct, multiple regression analysis was performed on the
excluded variables (i.e. those variables not in the model due to elimination during the data
preparation stage). Three items (participation, involvement and conflict) explained 63.32%
variability in the overall satisfaction construct. This implies that there are underlying constructs

that were not examined in this research.
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CONCLUSION

The objective of this research was to determine the interaction between systems analysts and end-

users and how this interaction affected system success.

The data collected was put through several tests, the results of which indicated that factor analysis
was an appropriate method of collecting data on the factors. An analysis of the initial
independent variables indicated that the instrument clearly measured tive factors: participation,
involvement, influence, conflict and conflict resolution, and that they explained the 78% of total
variance. The high percentages of variance imply that in future studies, when measuring any of
these five factors, the items that describe the factor can be used. Further, an analysis of the
dependent variable, system success, indicated that there were two factors: end-user application

characteristics and technical support.

Contributions of the Research

The limited number of cases hindered the results of the regression analysis, however, the results
of the regression analysis indicated that

e there is a positive relationship between participation and conflict

e there is a positive relationship between involvement and conflict resolution

o there is a difference between systems analysts and end-users in terms of the

measurement of involvement.

On examination of the responses, only a small percentage of responses fell under the “does not

apply” category. This implies that the instrument was relevant within the end-user computing

environment. This is an important implication since many of the instruments used to comprise
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the final instrument were designed to be administered within the traditional data processing

environment.

Research Limitations
This research was decidedly exploratory in nature cue to the low response rate and small sample
sizes. It will be necessary to replicate the research with larger sample sizes and a higher response

rate in order to have statistically valid results

Although different samples may produce the same factors, it 1s not necessarily always true. In
this research, the two groups (systems analysts and end-users) were pooled together to increase
the sample size. It should be noted, however, that when examining the two groups, the
independent samples t-test indicated that they were different in one respect: involvement. Ina

larger sample size this difference may lead to different factors being observed.

Suggestions for Further Research

Despite the small sample size, the data collected was still able to provide a basis for which further
research should be conducted. Some of the items that were discarded during the factor analysis
bring to light some possible trends that should be investigated further. While in the traditional
data processing environment, participation and involvement in the determination of the
objectives, needs and alternatives of the project and the design of user manuals are deemed to be
relevant to system success, within an end-user computing environment, these tasks seemed to
have had little or no relevance. Research might be able to explain whether or not these items are

relevant to end-user computing, and the types of projects that they are relevant to.

Within an end-user computing environment, systems analysts seem to be taking on a supportive

role rather than the traditional mediating role between users and programmers. Research into the
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changes to the task of the systems analyst may reveal changes in attitude, changes in the level of
education of systems analysts and differences in the demographics of the systems analyst with an
end-user computing environment and systems analysts in a traditional data processing

environment.

Following this train of thought, it is also possible that the interaction between the end-user and
the systems analyst is minimal. Since the end-user is often responsible for the initiation and
development of the project, the end-user may have had more communication regarding the
system being developed with their superior rather than with the systems analyst - and the systems
analyst may have had a small supporting role in regards to the entire project. This implies that
conflict and conflict resolution may best be measured with regards to the person who oversees the

end-user and the applications being developed by the end-user.

Further research should also be conducted on system success within an end-user computing

environment. While the data analysis implied that there are two separate factors within system
success, other research indicates that there may be more factors. It would be interesting to note
whether, with the evolution of end-user computing, factors that were deemed to be a necessary

part of system success are still considered to be necessary today.

While end-user computing is an increasingly important part of the business environment, further
research might be able to indicate which industries are following the trend faster, and the reasons
as to why there is a higher instance in some industries than in others. Related to this would be
research pertaining to the functional areas that are following the end-user computing trend versus
those departments that are not utilising end-user computing as a means to involve personnel in the

streamlining of their everyday tasks.
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The model studied in this research was relatively large (five independent variables and one
dependent variable). Further research may do well to break the model into several smaller models
and examine one model at a time. This will allow not only for a shorter instrument, but also a
smaller sample size. Some of the proposed hypotheses may, in turn, have more conclusive results

if the variables are isolated into smaller models and the ratio of cases to variables is larger.

When examining excluded variables and their effects on overall satisfaction, 63.3% variability of
the dependent variable could be attributed to three (3) items. Further research should be

conducted to examine the additional factors that may be present in the current model.

Finally, in this study, factor analysis was used to identify factors present in the research and
regression analysis was used to examine the relationships between the constructs. Another
method of data analysis such as partial least squares analysis may provide different results than
those observed in this research. By performing a combined regression and principle components
factor analysis, partial least squares analysis assesses the context of the theoretical model
(Thompson et al, 1991) which may provide more conclusive results, particularly since smaller

sample sizes are acceptable.
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APPENDIX 2

Variable and Item Correlations

| Items - Items -
Variable i Source Systems Analyst End-User
i Instrument Instrument
Participation | Torkzadeh and Doll (1994) ! 1,2,4,6,8,12 1,2,4,6,8,12 |
. i
[nvolvement Torkzadeh and Doll (1994) | 3,5,7,9,13,15 3,5,7,9,13,15
! Influence Robey et al (1989) 14,16,17,18,19,20 | 14,16,17,18,19,20
' Conflict | Robey et al (1989) 21,2223 21,22,23
Contflict 5 04 95
! Resolution Robey et al (1989) 10,11,24,25 10,11,24,25
| 26,27,28,29,30,31,
System Success Biiyiikkurt and Vass (1993) 32,33,34,35,36,37, |
1 38 ]
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English Cover Letter

Concordia
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Qctoker 23, 1999

Dear,

Currently enrolled in the Masters of Science in Adnunisranon program at Concordia University (Managenent
Information Systems option), [ am conducting a sty that investigates the interaction between ead-users and
systems analysts within an end-user environment. My thesis, entitled “The Interaction Between End-Users and
Systems Analysts - the effects of end-user/analyst conflict on perceived system success”, is being supervised by Dr.
Meral Demirbag Bilytikkurt, and is a partial requirement for the degree.

The research includes two questionnaires — ane to be given to end-users and another to be given to systems analysts
(at any level) within your organization that have had active participation in some aspect of end-user application
development (from idea generation to developing applications). End-user computing is the optional development of
computer applications and models by personnel outside the MIS department and is distinguished from traditional
data processing in that the end-user interacts directly with application software and has 2 more direct influence on
the determination of information needs and system objectives. [ would appreciate your forwarding the questionnaire
to the end-users and systems analysts that qualify. The respondents are not asked to identify themselves or your
organization anywhere an the questionnaire. Additionally, because there is no need or further interaction, the
questionnaires can be returned anonymously via the self-addressed stamped envelopes provided. There is no risk to
yourself, your organization or the respondents as all information gathered would remain strictly confidential.
Should you need additional copies of the questionnaire, please contact me at sodfa@sodfa.com or photocopy as
many copies as you need and return them to the address indicated on the return envelope.

On completion of this research, I would be happy to forward the results of the study to you. It is intended that these
studies not only put into perspective desirable end-user and systems analyst characteristics, but also provide an
insight as to the relationships between end-users and systems analysts and the effect of this relationship on systems
success. If these relationships are known beforehand, then corrective measures can be made to better ensure the
chances of system success. To receive the results you may send e-mail to sodfa@sedfa.com, enclose a business card
in the response envelope along with the questionnaire or send a note to the address on the return envelope.

Since my study must be completed by December 1999, [ would very much appreciate your returning the completed
questionnaire before the end of November 1999.

Thank you in advance for your cooperation,

Sincerely,

Nadine Wilson, M.Sc. student
Department of Decision Sciences and Management Information
Concordia University

1355, de Maisonneyve Blvd. W, Mantreal, Quebac, Canada H3G IM3
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French Cover Letter
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Concordia

UNIVERSITY

Le I¥ octobre 1999

Cher M.,

Je suis une érudiante de I'Université Concordia dans le cadre du programne de maitrise en Sciences adminisTanves
(option - Systéme d'information et de gestion - SIG). J'effectue présentement une étude qui permettra de nueus
comprendre l'interaction entre lutilisateur final et les gestionnaires des systémes d'information dans un
enviconnement domuné par F'unihisateur final. Ma thése intitulée “Interactions entre utilisateurs et gestionnaires des
systémes d'informanon - les impacts du conflic appréhendé entre I'utitisateur et lo gestionnare des systemes
d'information sur la bonne marche du systéme', est effectude sous la supervision du Dr Meral Demirbay
Buyukkurt, et fait parne intégrante du progranume de maitrise.

Cet envoi inclut deux questionnaires — un qui doit étre remis 3 I'utilisateur. 1autre au gestionnaice des svstémes
d’information (...4 tous les niveaux ) de I'enteprise qui ont déji participé de fagon active en tout ou en partie. au
développement des solunons pour I'utilisateur final (de la conception de l'idée jusqu'au développement des
solutions). L'environnement d'un utilisateur final est le cadre de développement optionnel des salutions
informatiques et des modéles d'applications par des employés qui travaiilent en dehors du département des SIG. 11
est différent du traitement traditionnel parce que 'utilisateur interagit directement avec le logiciel d’application et
détient une grande influence sur |'identification des besoins ainsi que sur les objectifs du systeme. Je vous remercie
& I'avance de faire parvenir ces questionnaires aux utilisateurs ou aux gestionnaires des systémes qui répondent aux
critéres de sélection.

Les répondants ainsi que I'entreprise n’ont pas 2 s'identifier dans aucune des sections du questionnaire, De plus, du
fait qu'il n'y aura pas un suivi systématique, les questionnaires peuvent étre retournés de fagon anonyme avec
I"enveloppe de retour préadressée et suffisamment affranchie qui vous est founie. Soyez assuré qu'il n'existe aucun
risque pour vous méme ou votre entreprise car les informations recueillies seront traitées de fagon strictement
confidentielle. Si vous avez besoin de copies additionnelles, veuillez me conucter par courriel 3 sodfa@sodfa.com
Ou vous pouvez en reproduire autant de copies que nécessaires et les retourner complétés i I'adresse indiquée sur
I'enveloppe de retour.

Une fois complétée, il me fera plaisir de vous envoyer les résultats de 1'étude. 1l est prévu que cette drude non
seulement mettra en perspective des camctéristiques attendues de I'utilisateur et du gestionnaire des systémes, mais
aussi, fournira une meilleure indication sur les relations entre les utilisateurs et les gestionnaires des systémes et
I'effet de cene relation sur la bonne marche du systéme. Si ces relations sont connues a 'avance, des mesures
correctives peuvent éme prises afin de mieux assurer les chances de réussite du systéme. Pour obtenir ces résultats,
vous pouvez soil, envoyer un courriel & sodfa@sodfa.com, soit insérer une carte d’affaires dans I'enveloppe de
retour avec le questionnaire complété, ou envoyer une note a I'adresse de retour indiquée sur I'enveloppe.

Etant donné que I'érude doit étre complétée au plus tard en décembre 1999, J'aimerais si possible, recevoir les
questionnaires remplis 2vant le mois de novembre 1999,

Je vous remercie 4 I'avance pour votre prompte coopération.

Sincérement vétre,

Nadine Wilson, Etudiante au programme de maitrise
Départment des Sciences de décision et de gestion de I'information
Université Concordia & Montréal

1455, de Maisonneuve Bivd. W, Mortreal, Quebec, Canada H3G 1M3
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APPENDIX 5

English Instrument for Systems Analysts

THE INTERACTION BETWEEN END-USERS AND SYSTEMS ANALYSTS WITHIN AN END-USER
COMPUTING ENVIRONMENT: A SURVEY FOR SYSTEMS ANALYSTS

The objective of this research is to investigate end-user and systems analyst interaction during end-user application
development.

Where the term “systems analyst" is used, it is meant to represent the person (or persons) responsible for canducting sysiem
suppart in any phase (analysis, design, development, implementation, maintenance) of end-user application development.
This persen may be a representative of the Information Systems Department.

Where the term “end-user” is used, it is meant to represent the person who has had active participation in some aspect
of end-user application development (from idea generation to deveioping applications).

itis intended that systems analysts that have participated in the end-user application development
(from beginning to enc) respond to this questionnaire

Please check the applicable box:
End-user Q Systems Analyst Q Neither end-user nor system's analyst QO

If you have checked "end-user” or "neither end-user nor system's analyst", please retum the questionnaire to the person
who gave it to you sa that it can be forvarded to a systems analyst.

PLEASE ANSWER THE FOLLOWING QUESTIONS STATING YOUR YERY FIRST IMPRESSION REGARDING THE
MOST RECENT END-USER APPLICATION DEVELOPMENT YOU TOOK PART IN.

[ustructions:

Please read the following instructions carefully and then answer the sections that relate to you - making sure (o answer each

scale within an item.

2
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The scale positions are defined as follows  Adjective X Adjective Y
The following example illustrates the scale positions and their meanings:
My vacation in the Bahamas was: restful X hectic
long X short
wonderful X terrible
cheap X costly
safe dangerous X

According the responses, the persons vacation was extremely hectic, very short, neither wonderful nor terrible, very cheap
and there were no applicable safety issues.

Please check each scale in the position that describes your evaluation of the factor being judged, checking only one gasition
foreach scale. :

The responses to_these questions will be kept strictlv confidential
-~ R
O d 9 9 Eleme g0 10 the nes: page b J
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PLEASE ANSWER THE FOLLOWING QUESTIONS STATING YOUR VERY FIRST IMPRESSION REGARDING THE
MOST RECENT END-USER APPLICATION DEVELOPMENT YOU TOOK PART IV,

In your opinion, your participation in the development
of the end-user application was...

Your level of participation in the initiation of the
project was. ..

Compared to the level of participation that you wanted
to have, the level of participation that you actually had
in the initiation of the project was...

The amount of time that you spent determining the
applications objectives was...

Compared to the amount of time that you wanted to
spend determining the application's objectives, the
amount of time that you actually spent was.. .

Your level of participation in developing reparts
was...

Compared to the level of participation that you wanted
to have to develap reports, the leve! of participation
that you actually had was...

Your level of participation in creating user procedural
manuals was...

Compared to the level of participation that you wanted
to have in creating user procedural manuals, the leve!
of participation that you actually had was. ..

Differences in opinion were resolved ...

The degree to which differences in opinion were
resolved ta your satisfaction was...

In your opinion, your participation in the development
of the end-user application was NOT...

The degree to which you believe the end-user(s)
understood the requirements of the alternatives
proposed regarding the design aof the end-user
application was...

-
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appealing unappealing
fascinating mundane
exciting unexciting
essential nonessential
sufficient —— e ___insufficient
significant — e ____insignificant
sufficient insufficient
significant insignificant
sufficient insufficient
sufficient — e _______insufficient
high low
significant insignificant
high —— oW
sufficient ————— e ___ insufficient
high low
significant insignificant
high low
sufficient insufficient
frequently e ___infrequently
satisfactorily unsatisfactorily
high — oW
interesting boring
important unimportant
useful useless
desirable undesirable
high oW
sufficient insufficient
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The degree to which you believe the end-user(s)
seriously considered the requirements of the
altsrmnatives proposed in the design of the end-user
application was...

The degree to which you believe the end-user(s)
consulted you in the design of the end-user application
was...

Once you had completed your part of a task, your
reliance on the end-user(s) to perform the next steps in
the process before the total task or service was
completed was...

The extent to which the end-user(s) needed your
services, resources and/or support to accamnplish their
goals and responsibulities that pertained to the
development of the new end-user application was. ..

The extent to which you needed the services, resources
and/'or support of the end-user(s) to accomplish your
goals and responsibilities that pertained to the
development of the new end-user application was...

The level aof influence that the end-user(s) had on the
internal operations of your department is...

The extent that your department had changed or
influenced the services and/or operations of the end-
user(s) during the last application development period

Differences in opinion between you and the end-
user(s) occurred...

When differences arose between you and the end-
user(s), you perceived the argument defended by the
end-user(s) to be...

When differences arose between you and the end-
user(s), you felt that the end-user(s) perceived your
defense as...

When differences arose between you and the end-
user(s), mutually agreeable solutions were reached ...

The number of differences that arose between you and
the end-user(s) that were not resolved to your
satisfactian were...

high
sufTicient

high

sufficient

significant

significant

significant

high
significant

significant

frequently

relevant
valuable

relevant
valuable

frequently

significant
relevant
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insutficient

low
insufficient

insignificant

insignificant

insignificant

low
insignificant
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insignificant

infrequently

irrelevant
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The remaining questions on this survey are concerned with the end-user application itself. your company, your background and
your work experience. This information is to be used for statistical analysis only and will be kept confidential.

1. What is your organization's primary business? (please check one)

Manufacturing Merchandizing Public Sector
Health care [nsurance Educational
Financial Services Other (please specify)

3. What was the end-user application being developed? (Please indicate the tool that the application was developed
in - if the and-user application v.as custom buil, plezse indicaie the programming language that the application
was written in). Below are examples of end-user applications that may have been developed ...
____ Spreadshest (¢.g. Excel, Lotus 1-2-3, Quattro Pro, etc.)
___ Da Base Application (e.g.dBase, Access, FoxPro, Paradox, etc.)
Simulation (e.g. GPSS/H, etc.)
Communications (¢.g. DoubleView, etc.)
Graphics (technical design-e.g. CAD, Carel Draw, Phatashop, ete.)
Graphics (presentation-e.g. PowerPoint, Freelance Graphics, etc.)
Time/Resource Monitaring (e.g. Qutiook, Organizer, etc.)
Web Based Application (e.g. java, HTML, Perl, etc.)
DSS Tools (e.g. Cognas, Business Objects, etc.)
Client Server Applications (e.g. Oracle, Sybase, Visual Basic etc.)
Other (please specify)

3. How many employees does your company employ”?

4. What is your functional area? (please check ane)

Accounting Personnel Manufacturing/Preduction
Research & Development Finance [nformation Systems/Technology
Marketing Sales General Management

Enginecring Other (please specify)

5. What is your present title?

6. How many years have you been in your present position?

7. How many years have you been with this company?

8. How many years of experience do you have as a systems analyst? '

9. Please indicate the highest level of education you have achieved:
High school or less CEGEP or equivalent University certificate
Bachelors degree [ncomplete Masters Completed Masters
[ncomplete Ph.D. Completed Ph.D.

10. Age:

11. Gender: Male Female

Thank you for taking the time to fill out this questionnaire. Should you have any comments or questions about issues that
this questionnaire may have brought up, please use the following space to express them:

If you would like to receive a capy of the results of this questionnaire you may either send ¢-mail to sodfa@sodfa.com, ar enclose a business
card in the response envelope alang with the questionnaire or send a note to: End User Computing Survey, care of DS/MIS Department
Faculty of Commerce and Administration Concordia University 1455 de Maisonneuve Blvd. W, Montreal Quebec H3G 1M8
{(completed capies of the questionnaire may also be sent to this address)
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APPENDIX 6

French Instrument for Systems Analysts

ETUDE SUR LES INTERACTIONS ENTRE LES UTILISATEURS ET LES ANALYSTES DE SYSTEMES
DANS UN ENVIRONNEMENT DOMINE PAR L'UTILISATEUR FINAL.

L'objectif de cette étude est d'évaluer les interactions entre les utilisateurs finaux et I'analyste de systéme au cours
de la péricde de développement des applications informatiques.

Lorsque le terme "analyste de sytémes" est utilisé, il définit la personne ou les personnes qui sont impliquées lors
d'une ou plusieurs des phases suivantes de développement des applications pour [utilisateur final: analyse, conception,
développement. implantation, entretien. Cette personne peut étre un représentant ou un employé du service

des systemes d'information.

Le terme “utilisateur final” définit [a personne qui a participé de fagon active 3 un des aspects du développement
des applications (...de la conception de I'idée jusqu'au développement des solutions).

Ce questionnaire s'adresse 2 l'analyste de systémes.

S'il vous plait veuillez cocher la case appropriée:
Utilisateur final O Analyste de systémes O Nilun, ni l'autre Q

Si vous avez coché la case “Utilisateur final” ou "Ni l'un, ni I'autre”, veuillez s'il vous plait retoumer le présent
questionnaire  la personne qui vous l'a remis afin qu'elle puisse I'acheminer aux analystes de systémes.

VEUILLEZ REPONDRE AUX QUESTIONS SUIVANTES EN INDIQUANT VOTRE TOUTE PREMIERE IMPRESSION
SUR LE PLUS RECENT DEVELOPPEMENT DES APPLICATIONS AUQUELS VOUS AVEZ PARTICIPES

Veuille= lire attennivement les directives qui suivent et répondre aix questions qui vous concerirent en vous assurait d'utiliser
l'échelle d'appreciation pour chacun des sujets mentionnés:

Veuillez cacher les cases en fonction de la position qui décrit le miewx votre évaluation du sujet traité en ne cochant qu'une
seule position pour chaque échelle d'appréciation.
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Les positions indiquées sur l'échelle sont déterminées
comnie suit: Adjectif X Adjectif ¥
L'exemple qui suit illustre bien les positions utilisées sur l'échelle d ‘appréciation ainsi que leur degré d'importance:
Mes vacances au Bahamas étaient: Reposantes X Mouvementées
Langues X Courtes )
Merveilleuses X Terribles
Modestes X Coiiteuses
Sécuritaires Non sécuritaires X

Selon les réponses indiquées sur l'échelle, ces personnes ont passé des vacances extrémement mouvententées, irés courtes, ni
merveilleuses ni terribles, trés modestes et il n'y avait aucun lien avec des questions de sécurité.

o5 réponses & ces questions seront traitées de facon strictement confidentielle.

0 9 5 9 [chillc: tournez la page » J
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VEUILLEZ REPONDRE AUX QUESTIONS SUIVANTES EN INDIQUANT VOTRE TOUTE PREMIERE

IMPRESSION SUR LE PLUS RECENT DEVEL

Selon votre opinion, votre participation dans le
développement d'zpplications pour l'utilisateur final
énait. ..

Vatre niveau de participation dans la conception du
prajet était. ..

Comparé au niveau de participation que vous désiriez
avoir, le niveau de participation que vous avez
finalement obtenu dans la conception du projet était...

Le temps que vous avez utilisé pour déterminer les
objectifs de 'application envisagée était...

Comparé au temps que vous désiriez passer &
déterminer les objectifs de I'application envisagée, le
temps que vous avez finalement utilisé & déterminer les
objectifs pour 'application envisagée érait...

Votre niveau de participation dans le développement
des rapports érait...

Compar¢ au niveau de participation desire pour
développer des rapports, le niveau actuel de
participation était...

Votre niveau de participation dans [a production des
manuels de procédures pour l'utilisateur final était. ..

Comparé au niveau de participation désiré dans la
production des manuels de procédures pour |'utilisateur
final, le niveau actuel de votre implication était. ..

Des divergences d'opinion étaient résolues ...

Le taux de conflits resolus de fagon satisfaisante était...

Selon votre opinion, votre implication dans le
dévelcppement de 'application pour l'utilisateur final
N'ETAIT PAS...

Le degré de compréhension, atteint par l'utilisateur,
concernant de vos exigences dans [a conception de
I'application aux utilisateurs finaux était...

PARTICIPES

tentante
fascinante
excitante
comblée

suffisant
significauf

suffisant
significatif

suffisant

suffisant

dleve
significatif

élevé
suffisant

élevé
significatif

élevé
suffisant

fréquemment

de fagon
satisfaisante

élevé

intéressant
importante
utile

recherchée

élevé
suffisant
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OPPEMENT DES APPLICATIONS AUQUELS VOUS AVEZ

non tenrante

banale

non excitante
non combiée

insutfisant
insignifiant

insuffisant
insignifiant

insuffisant

insuffisant

faible
insignifiant

faible
insuffisant

faible
insignifiant

faible
insuffisant

rarement
de fagon

I I I l I | Ne s'applique pas

N

insatisfaisante

faible

ennuyeuse

sans importance
inutile

non recherchée

faible
insuffisant
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Ledegré de condideration atteint par I'utilisateur final
cancernant de vas exigence dans la canception de
I'application aux utilisateurs finaux était...

Le degré de consultation atteint par {'utilisateur final
dans ia conception de I'application aux utilisateurs
finaux &eait...

Une fois vatre partie du travail complétée, votre
dépendance face 2 ['utilisateur final afin de compléter
les étapes subséquentes du processus global avant que
le travail termines ou le service ne soit complété était...

Le degré auquel l'utilisateur final avait besoin de vos
services, ressources et/ou de votre soutien pour
atteindre les buts et prendre ses responsabilités face au
développement de I'application aux utilisateurs finaux
énait...

Le degré auquel vous aviez besoin des services,
ressources et/ou du soutien de F'utilisateur final pour
arteindre vos buts et prendre vos responsabilités face au
le développement de 'applicationsaux utilisateurs
finaux était...

Le niveau d'influence que l'utilisateur final avait sur les
opérations internes de vatre service était. ..

Le degré auquel votre service a changé ou a influencé
les services et /ou opérations de l'utilisateur final durant
la derniére période de développement de I'application
est...

Des divergences d'opinion entre vous et {'utilisateur
final sont survenues...

Lorsque des divergences d'opinion sont survenues entre
vous et ['utilisateur final, l'argumentation soulevée par
P'utilisateur final était...

Lorsque des divergences d’opinion sont survenues entre
vous et l'utilisateur final, vous aviez I'impression que
P'utilisateur final pergevait votre réaction comme
étant...

Des solutions mutueliement acceptables ont éteé
obtenues lors des divergences d'opinion entre vous et
V'utilisateur final...

Le nombre de contlits qui sant survenue entre vous et
l'utilisateur final qui n'étaient pas réglés & votre
satisfaction était....

élevé
suffisant

élevé

suffisant

significatif

significatif

significatif

élevé

significatif

significatif

fréquemment

pertinente
précieuse

pertinente
précieuse

fréquemment

significatif
pertinent
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e ___ faible
insuffisant
faible

insuffisant

insignifiant

insignifiant

insignifiant

__faible
___ insignifiant

___ insignifiant

rarement

____ non pertinente
sans valeur

___ non pertinente
____ sans valeur

___ rarement

insignifiants
____ hon pertinent

[Veuille: tournes la page ¥




Les questions suivantes partent sur les solutions pertinentes & l'wtilisateur final, sur l'entreprise, sur votre profil et sur vatre
expérience de travail. Cetie information sera utilisée seulement pour des [ins statistiques et sera traitée de facon confidennelle.

I. Quelle est la nature principale des activités de l'entreprise? (veuillez s'il vous plait ne cocher qu'une seule case)

Fabrication Commercialisation Secteur public
Soins de santé Assurances Education
Services financiers Autre (spécifiez)

2. Quel éunt l'application pour f'utilisateur final qui a été dévelappée? (S'il vous plait veuille= indiquer les outils ou
{anguages de programmation utilise). Ci-dessous, vous trouver des exemples de solutions i Iutilisateur final
qui peuvent étre considérées...
Chiftrier (ex.: Excel, Lotus 1-2-3, Quattro Pro, etc.)
Base de données (ex.: dBase, Access, FoxPro, Paradax, etc.)
Simulateur (ex.: GPSS/H, etc.)
Communications (ex.: DoubleView, etc.)
Graphiques (conception technique - ex.: CAD, Core! Draw, etc.)
Graphiques (présentation - ex.: PowerPoint, Freelance Graphics, etc.)
Gestion de temps, Allocation de ressources(ex.: Qutlook, Organizer, etc.)
___ Applications basées sur I'lnternet (ex.: Java, HTML, Perl, etc.)
__ Utils DSS (ex.: Cognos, Business Objects, etc.)
— Applications Client Server(ex.: Oracle, Sybase, Visua! Basic etc.)
___ Autre (S.V.P. spécifiez)

3. Combien d'employés travaillent au sein de I'entreprise?

4. Quelle est votre champ de compétence? (S'il vous plait, ne cacher gu'une seule case)

_ Comptabilicé ___ Ressources humaines —_ Fabrication/Production
— Recherche & Développement ____ Finance ____ Systémes d'information
__ Marketing __ Ventes’ —__ Administration

_ Ingénérie __ Autre{spécifiez)

5. Quelle est votre accupation (titre)?

6. Depuis combien d'années accupez-vous ce poste?
7. Depuis combien d'anndes étes-vous & 'emploi de cette entreprise?
8. Depuis combien d'années étes-vous un systéme analyste?

9. Veuillez indiquer le plus haut niveau de scolarité que vous avez complété?

Niveau secondaire ou moins CEGEP ou équivalent Certificate Universitaire
Baccalauréat Maitrise non complétée Maitrise complétée
Dactorat non complété Doctorat complété

10. Age: '

1. Sexe: Homme Femme

Nous vaus remercions de votre temps précieux consacré 4 remplir ce questionnaire. Vos questions ou commentaires on seront trés
appréciés. Si vous le désirez, vous pouvez utiliser I'espace ci-dessous pour vos questions et commentaires.

Si vous désirez recevair les résultats de cette éude, vous pouvez en faire ia demande par courrier électronique & Fadresse suivante:
sodfa@sadfa.com ou veuillez laisser votre carte d'afTaire dans 'enveloppe de retaur qui est jointe au questionnaire oy
vous pouvez envoyerunencted End User Computing Survey, care of DS/MIS Department
Faculty of Commerce and Administration Concordia University 1455 de Maisonneuve Blvd. W, Montreal Quebec H3G 1M3
(les copies remplis de ce questionnaire peuvent aussi étre postées & V'adresse ci-haut)
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APPENDIX 7

English Instrument for End-users

THE INTERACTION BETWEEN END-USERS AND SYSTEMS ANALYSTS WITHIN AN END-USER
COMPUTING ENVIRONMENT: A SURVEY FOR END-USERS

The objective of this research is to investigate end-user and systems analyst interaction during end-user application
development.
Where the term "systems analyst" is used, it is meant to represent the person (or persons) responsible for conducting system

support in any phase (analysis, design, development, implementation, maintenance) of end-user applicaticn development.
This persan may be a represencative of the Information Systems Department.

Where the term "end-user” is used, it is meant to represent the person who has had active participation in some aspect
of end-user application development (from idea generation to developing applications).

It is intended that end-users that have participated in the end-user application development
(from beginning to end) respond to this questionnaire

Please check the applicable box:
End-user Q Systems Analyst O Neither end-user nar system’s analyse O

If you have checked "systems analyst” or "neither end-user nor system’s analyst”, please return the questionnaire to the
person who gave it to you so that it can be forwarded to an end-user.

PLEASE ANSWER THE FOLLOWING QUESTIONS STATING YOUR VERY FIRST [MPRESSION REGARDING THE

MOST RECENT END.USER APPLICATION DEVELOPMENT YOU TOOK PART IN.

[nstructions:

Please read the following instructions carefully and then answer the sections that relate 1o you - making sure to answer each

scale within an item.
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The scale positions are defined as follows  Adjective X o Adjective Y
The following example illustrates the scale positions and their meanings:
My vacation in the Bahamas was: restful X heclic
long - __ X __ shor __
wonderful - X terrible
cheap X costly
safe - _____ dangerous X

According the responses, the persons vacation was extremely hectic, very short, neither wonderful nor terrible, very cheap
and there were no applicable safety issues.

Please check each scale in the position that describes your evaluation of the factor being judged, checking only one

position for each scale.

The responses to these questions will be kept strictly confidential
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PLEASE ANSWER THE FOLLOWING QUESTIONS STATING YOUR YERY FIRST IMPRESSION REGARDING THE
MOST RECENT END-USER APPLICATION DEVELOPMENT YOU TOOK PART IN.

On the following scale, how would you classify yourself at the time the end-user application was being developed? (Circle
the correspaonding number)

L.

Non-programming End-User: You access data through a limited menu driven environment or a set of
standard procedures and do not create tailored procedures or use a repart generator.

Command Level User: You understand the available databases and can perform simple inquiries and

generate unique reports as your needs dictate.

End-User Programmer : You use both command and procedural languages to develop your own

applications, some of which are used by other end-users.

Functional Support Personnel: Your expertise in end-user computing tools have caused you to
become an informal center of system design within your functional area. You may also provide tools

and processes for other users to get at and analyze data.

End-User Computing Support Personnel: You are lacated in a central support position in which you
assist other end-users and develop applications of support software.

Data Processing Programmer: You are part of a central pool of programmers that provides

programming services to departments within the organization.

Other:

{n your opinion, your participation in the development appealing

of'the end-user application was... fascinating
exciting
essential

Your level of participation in the initiation of the sufficient

project was... significant

Compared to the level of participation that you wanted
to have, the level of participation that you actually had  sufficient
in the initiation of the project was... significant

The amount of time that you spent determining the
applications objectives was... sufficient

Compared to the amount of time that you wanted to
spend determining the application’s objectives, the
amount of time that you actually spent was... sufficient

high

Your leve! of participation in developing reports was... significant
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Compared to the level of participation that you wanted
to have to develop reparts, the level of participation
that you actually had was...

Your level of participation in creating user procedural
manuals was...

Compared to the level of participation that you wanted
to have in creating user pracedural manuals, the level of
participation that you actually had was...

Differences in opinion were resolved ...

The degree to which differences in opinion were
resolved to your satisfaction was...

In your opinion, your participation in the development
of the end-user application was NOT...

The degree to which you believe the systems analyst(s)
understood your requirements in the design of the end-
user application was...

The degree to which you believe the systems analyst(s)
seriously considered your requirements in the design of
the end-user application was...

The degree to which you believe the systems analyst(s)
consulted you in the design of the end-user application
was...

Once you had completed your part of a task, your
reliance on the systems analyst(s) to perform the next
steps in the process before the total task or service was
completed was...

The extent to which the systems analyst(s) needed your
services, resources and/or support to accomplish their
goals and responsibilities that pertained to the
development of the end-user application system was...

The extent to which you needed the services, resources
and/or support of the systems analyst(s) to accomplish
your goals and responsibilities that pertained to the
development of the end-user application was...

The level of influence that the systems analyst(s) had on
the internal operations of your department was...

high
sufficient

high
significant
high
sufficient
frequently
satisfacrorily
high
interesting
important

useful
desirable

high
sufficient

high
sufficient

high
sufficient

significant

significant

significant

high
significant
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low
insufficient

low
insignificant
low
insufficient
infrequently
unsatisfactorily
low

boring
unimportant

useless
undesirable

low
insufficient

low
insufficient

low
insufficient

insignificant

insignificant

insignificant

low
insignificant

Does not apply
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The extent that your department had changed or
influenced the services and/or operations of the systems
analyst(s) during the last end-user application
development period was...

Differences in opinion between you and the systems
analyst(s) occurred...

When differences arose between you and the systems
analyst(s), you perceived the argument defended by the
systerns analyst(s) to be...

When differences arose between you and the systems
analyst(s), you felt that the systems analyst(s) perceived
your defense as...

When differences arose between you and the systems
analyst(s), murzally agreeable solutions were reached...

The number of differences that arose between you and
the systems analyst(s) that were not resolved to your
satisfaction were...

The end-user applicarion that you are presently using
is...

The training that you received on the operation of the
computer and its peripherals (e.g. terminal, printer)
was...

The training that you received on the use of the end-
user application was...

The amaunt of time it took the technical support group
to develop and put into operation the system was...

The technical personnel supporting the end-user
application were...

The amount of time that it took the technical support
group to respand to your requests for changes in the
end-user application was ...

significant

frequently

relevant
valuable

relevant
valuable

frequently

significant
relevant

easy to use
versatile
fast
reliable

complete
sufficient

complete
sufficient

short
reasonable

competent
available
cooperative
responsive

short
reasonable
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Neither / nor
Slightly

Extremely
Very

Very
Slightly

—____ incomplete

Extremely
Does not apply

insignificant

infrequently

irrelevant
worthless

irrelevant
worthless

infrequently

insignificant
irrelevant

___ difficulc to use
___ limited
stow

___ unreliable

insufficient

long
unreasonable

incompetent
unavailable

__ long
____ unreasonable

[Plenngalo the next page P J




The documentation yqu received on the use of the end-
user application software was...

The cutput that the end-user application offers you (e.g.

reports, staternents, documents, graphics) is...

When you compare yourself to colleagues wha do nat
use any autornated systems you believe you are...

Your chances for promoticn owing to your experience
with a computer based system are...

Your level of familiarity with the manual operation
before it was automated on a computer based system
was...

Your degree of understanding of computer based
infarmation systems before being involved in this one
was...

Your overall satisfaction as a user of a computer based
system and the end-user application seftware is...

complete
current
available

accurate

useful

relevant

complete

flexible

more productive
more independent

goad

high

high

satisfied

.
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incomplete
obsalete
unavailabie

inaccurate
useless
irrelevant
incomplete
infiexible

less productive
less independen

bad

low

low

dissatisfied

I Does not apply

The remaining questions on this survey are concerned with the end-user application itself, your company, your background

and your work experience. This information is to be used for statistical analysis on

1. What is your organization’s primary business? (please check one)

_ __ Manufacturing
___ Healthcare
Financial Services

___ Merchandizing

Insurance

Other (please specify)

ly and will be kept confidential.

Public Sector

Educational

2. What was the end-user application being developed? (Please indicate the tool that the application was developed
in - if the end-user application was custom built, please indicate the programming language that the application
was written in). Below are examples of end-user applications that may have been developed ...

Spreadsheet (e.g. Excel, Lotus 1-2-3, Quattro Pro, etc.)

Data Base Application (¢.g.dBase, Access, FoxPro, Paradox, etc.)

Simulation (e.g. GPSS/H, etc.)

Other (please specify)

Communications (e.g- DoubleView, etc.)
Graphics (technical design-¢.g. CAD, Corel Draw, Photoshap, etc.)
Graphics (presentation-e.g. PowerPaint, Freelance Graphics, etc.)
Time/Resource Monitoring (e.g. Outlock, Organizer, etc.)
Web Based Application (e.g. Java, HTML, Peri, etc.)
DSS Tools (e.g. Cognos, Business Objects, etc.)

Client Server Applications (e.g. Oracle, Sybase, Visual Basic etc.)
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3. How many employees does your comipany employ?

4. What is your functional area? (please check one)

Accounting Personnel Manufacturing/Production
Research & Development Finance [nformation Systems/T echnology
Marketing Sales General Management

Engineering Other (please specify)

5. What is your present title?

6. How many years have You been in your present position?

7. How many years have you been with this company?

8. How many years of experience do you have as an end-user?

9. Please indicate the highest level of education you have achieved:
__ Highschool or less — CEGEP or equivalent . University certificate
— Bachelors degree ___ Incomplete Masters —— Completed Masters
—__ Incompiete Ph.D. _—_ Completed Ph.D.

10. Age:

1. Gender: Male_____ Female

Thank you for taking the time to fiil out this questionnaire. Should you have any comments or questions about issues that
this questionnaire may have brought up, please use the following space to express them:

If you would like to receive a copy of the results of this questionnaire you may either send e-mail to sadfa@sodfa.com, or enclose a business
card in the response envelope along with the questionnaire or send a note to: End User Computing Survey, care of DS/MIS Department
Faculty of Commerce and Administration Concordia University 1455 de Maisonneuve Bivd. W, Mantreal Quebec H3G I1MS8

(completed copies of the  questioninaire may also be sent to this address)
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APPENDIX 8

French Instrument for End-users

ETUDE SUR LES INTERACTIONS ENTRE LES UTILISATEURS ET LES ANALYSTES DE SYSTEMES
DANS UN ENVIRONNEMENT DOMINE PAR L'UTILISATEUR FINAL.

L'objectif de cette étude est d'évaluer es interactions entre les utilisateurs finaux et I'analyste de systéme au cours
de la période de dévelcppement des applications informatiques.

Lorsque le terme "analyste de sytémes” est utilisé, il définit la personne ou les personnes qui sont impliquées lors
d'une au plusieurs des phases suivantes de développement des applications pour l'utilisateur final: analyse, conception,
développement, implantation, entretien. Cette personne peut étre un représentant ou un employé du service

des systemes d'information.

Le terme "utilisateur final” définit [a personne qui a participé de fagan active 4 un des aspects du développement
des applications (de la conception de l'idée jusqu'au développement des solutions).

Ce questionnaire s'adresse 4 'utilisateur final.

S'il vous plait veuillez cocher 1a case appropriée:
Utilisateur final O Analyste de systémes O Nilun, nilautre Q

Si vous avez caché la case "Analyste des systémes” ou "Ni ['un, i l'autre”, veuillez s'il vous plait retourner le présent
questionnaire 4 la personne qui vous I'a remis afin qu'elle puisse 'acheminer aux utilisateurs fineaux.

VEUILLEZ REPONDRE AUX QUESTIONS SUIVANTES EN INDIQUANT VOTRE TOUTE PREMIERE IMPRESSION

SUR LE PLUS RECENT DEVELOPPEMENT DES APPLICATIONS AUQUELS VOUS AVEZ PARTICIPES

Directives:

Veuillez lire attentivement les directives qui suivent et répandre aux questions qui vous cancernent en vous assurant d ‘utiliser

l'échelle d'appréciation pour chacun des sujets mentionnés:

Veuillez cocher les cases en fonction de la position qui décrit le mieux votre évaluation du sujet traité en ne cochant
qu'une seule position pour chaque échelle d'appréciation.

4

- 3 -

; 2 5

e ;

=2 s 3

§ ,85%,%

% € = = =& =

d & 353Z 5 d
Les positions indiquées sur ['échelle sont déterminées
comme suit: Adjectif X e ___Adfecti(Y

L'exemple qui suit illustre bien les positicns utilisées sur l'échelle d'appréciation ainsi que leur degré d'importance:
pie q q g/ P

Mes vacances au Bahamas étaient: Reposantes X Mouvementées
Longues —_— X ___Courtes
Merveilleuses X ___  _ Terribles
Modestes X Caiiteuses
Sdcuritaires Non sécuritaires

Selon les répanses indiquées sur l'échelle, ces personnes ont passé des vacances extrémement mauvemeniées, trés courtes,
ni merveilleuses ni terribles, trés modestes et il n'y avait aucun lien avec des questions de sécurité.

Les réponses & ces questigns seront traitées de facon strictement confidentieile.

Ne s'applique pas

x

‘ 1 9 2 2 leiIIc: tourne= la poge P l
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VEUILLEZ REPONDRE AUX QUESTIONS SUIVANTES EN INDIQUANT VOTRE TOUTE PREMIERE
IMPRESSION SUR LE PLUS RECENT DEVELOPPEMENT DES APPLICATIONS AUQUELS VOUS AVEZ

- T
PARTICIPES

Dans le cadre de I'échelle d’appréciation suivante, quel attribut décrit le mieux votre fonction au mament du développement des
solutions pour ['utilisateur final? (veuillez encercler le chiffre qui correspond 4 votre répanse)

I

Utilisateur final - sans fonction de programmation : Vaus accédez aux données a l'aide d'un menu
spécifique ou par voie de procédures standards. Vous ne créez aucune procédure spéciale ni utilisez de
générareur de rapport.

Ne s'applique pus

BERERN

| |

2. Utlisateur du niveau d'interrogateur: Vous comprenez les bases de données disponibles, vous pouvez effectuer
des requétes simples et vous pouvez générer des rapports spécifiques en fonction de vos besains.
3. Ulilisateur final - avec fonction de programmation : Vous programmez vos propres applications dont
certaines sant utilisées par d'autres utilisateurs.
4. Personnel de soutien technique: Votre expertise en informati,ue vous a amené 4 jouer un réle informel
lors de la conceprian des applications des autres utilisateurs finaux.
5. Personnel du centre de soutien awx utilisateurs: Vous faites partie du service des systémes d'information
et vous assistez les utilisateurs finaux dans le développement de leurs applications.
6. Programmeur de traitement de données: Vous faites partie d'un groupe de programmeurs qui fournit des
services aux autres services de l'entreprise.
7. Autre:
g
- = -
[ Kl [~
Q : o
5 2 = ] é
i~ =3
g g 858,
£ - (=3
4 = 5 235 & &
Selon vatre opinion, votre participation dans le tentante _ non tentante
développement de I'application pour l'utilisateur final  fascinante . banale
érait... excitante - non excitante
comblée non comblée
Vatre niveau de participation dans la conception du suffisant - insuffisant
projet était... significatif . insignifiant
Comparé au niveau de participation que vous désiriez .
avair, le niveau de participation que vous avez suffisant — insuffisant
finalement obtenu dans la conception du projet était...  significatif insignifiant
Le temps que vous avez utilisé pour déterminer les
objectifs de l'application envisagée était. ., suffisant _ insuffisant
Comparé au temps que vous désiriez passer 4
déterminer les objectifs de l'application envisagée, le
ternps que vous avez finalement utilisé était... suffisant insuffisant
Votre niveau de participation dans le développemnent  glevé faible
des rapports était... significatif ___ insignifiant
Compare au niveau de participation désiré pour
développer des rapports, le niveau actuel de élevé faible
participation était... suffisant insuffisant

szui[le: tournez la page b

|
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Vorre niveau de participation dans la production des
manuels de procédures pour Putilisateur final était. ..

Comparé au niveau de participation désiré dans la
praduction des manuels de procédures pour I'utilisateur
final, le niveau actuel de votre implication était. ..

Des divergences d'opinion éraient résolues ...

Le taux de conflits resolus de fagon satisfaisante était...

Selon votre opinion, votre implication dans le
développement de I'application pour ['utilisateur final
N'ETAIT PAS...

Le degré de compréhension, atteint par 'analyste de
systémes, concernant de vos exigences dans la
conception de l'application aux utilisateurs finaux
énit. ..

Le degré de consideration atteint par 'analyste de
systémes concernant de vos exigence dans la
conception de l'application aux utilisateurs finaux
énit...

Le degré de consultation atteint par I'analyste de
systémes dans la conception de I'application aux
utilisateurs finaux était...

Une fois votre partie du travail complétée, votre
dépendance envers l'analyste de systémes pour la
poursuite des étapes nécessaires dans le processus
global avant que le travail ou le service ne soit
compléeé dtait...

Le degré auque! 'analyste de systémes avait besoin de
V05 services, ressources et/ou de votre soutien pour
atteindre les buts et prendre en charge ses
responsabilités face au développement de I'application
aux utilisateurs finaux était. ..

Le degré auquel vous aviez besoin des services,
ressources et/ou du soutien de {'analyste de systémes
pour atteindre vos buts et prendre vos respansabilités
face au développement de I'application aux utilisateurs
finaux était...

élevé
significatif

élevé
suffisant

fréquemment
de fagon
satisfaisante
élevé
intéressant
importante

utile
recherchée

élevé
suffisant

dlevé
suffisant

élevé
suffisant

significatif

significatif

significatif
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faible

insignifiant

faible
insuffisant

rarement
de fagon
insatisfaisante

|

___ faible

___ ennuyeuse
___ sans importance
—_ inutile

non recherchée

___ faible
__ insuffisant

___ faible
__ insuffisant

faible
insuffisant

__ insignifiant

__ insignifiant

insignifiant



Le niveau d'influence que l'analyste de systémes avait
sur les opératians intemnes de votre service était. ..

Le degré auquel votre service a changé ou influencé les
services et/ou opérations de l'analyste de systémes
durant ia derniére périade de développement de

l'application était...

Des divergences d'opinion entre vous et I'analyste de

systémes sont survenues...

Lorsque des divergences d'opinion sont survenues entre
vous et l'analyste de systémes, l'argumentation soulevée
par l'analyste de systémes était. ..

Larsque des divergences d'opinion sont survenues entre
vous et l'analyste de systémes, vous pensez que
l'analyste de systéme pergevait votre argumentation

comme étant...

Ues solunons mutueliement acceptables ont été
obtenues lors des divergences d'opinion entre vous et

I'analyste de systémes. ..

Le nombre de conflits qui sont survenue entre vous et
I'analyste de systémes qui n'étaient pas régiés 3 votre

satisfaction était...

L'application que vous utilisez présentement est...

La formation que vous avez regue pour l'utilisation de
l'ordinateur et des périphériques de sortie (ex.: écran de
visualisation, imprimante, etc.) était...

La fermation regue pour ['utilisation de I'application

était...

Le temps requis par le service des systémes
d'information pour développer et mettre en opération

l'application était...

Le personnel de service des systémes d'information qui

supporte l'application est...

Le temps requis par le service des systémes
d'information pour répondre & vos requétes de
modifications de l'application était. ..

élevé
significatif

significatif

fréquemment

pertinente
précieuse

pertinente
précieuse

fréquemment

significatif
pertinent

facile d'utilisation
polyvalente
rapide

fiable

compléte
suffisante

compléte
suffisante

court
raisonnable

compétent
disponible
coopératif
attentionné

court
raisonnable
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Extrémement
Ni Fun, ni l'autre

incompléte
insuffisante

Extrémement

___ faible
insignifiant

I I Ne s'applique pas

insignifiant

rarement

non pertinenta
sans valeur

non pertinente
sans valeur

difficile d'utilisation

limitée
__lente
___non fiable

long

____ incompétent

___nondisponible
___ hon coopératif
___ non attentionné

|11

—__long

déraisonnable

[Vtm‘lln: tournez la page
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La documentation regue sur l'utilisarion de l'application compléte incompléte
érait.... 4 jour _ ___ dépassée
disponible - __ ___nondisponible
Les choix de sorties de I'application qui vous sont précis vagues
offertes (ex.: rapports, états des dossiers, documents, utiles inutiles
graphiques, etc.) sont... pertinents _ non pertinents
complets _ — ___ incomplets
flexibles _ rigides
Lorsque vous vous comparez 4 des collégues qui
n'utilisent pas d'applications informatiques, vous croyez plus productif . moins productif
que vaus étes... plus indépendant . moins indépendant
Vos chances de promotion basées sur votre expérience
de travail avec une application composée avec des
ordinateurs sont... bonnes _ mauvaises
Votre niveau de familiarité avec les opérations
manuelles avant l'application informatique était. .. élevé — faible
Votre degré de compréhension des applications
informatique avant d'étre impliqué dans le projet était... élevé - ___faible
Votre satisfaction générale en tant qu'utilisateur du
systéme et d'application pour l'utilisateur final est... satisfaisante insatistaisante

Les questions suivantes portent sur les solutions pertinentes & l'utilisateur final, sur l'entreprise, sur votre profil et sur votre
expérience de travail. Cette information sera utilisée seulement pour des fins statistiques et sera traitée de fagon confidentielle.

1. Quelle est la nature principale des activités de l'entreprise? (veuillez 'il vous plait ne cacher qu'une seule case)

Fabrication Commercialisation Secteur public
Soins de santé Assurances Education
Services financiers Autre (spécifiez)

2. Quel érait 'application pour lutilisateur final qui a été développée? (S'i/ vous plait veuillez indiquer les outils ou
languages de programmation utilise). Ci-dessous, vous trouver des exemples de solutions a l'utilisateur final
qui peuvent étre considérées. ..
Chiffrier (ex.: Excel, Lotus 1-2-3, Quattro Pro, etc.)
Base de données (ex.: dBase, Access, FoxPro, Paradox, etc.)
Simulateur (ex.: GPSS/H, etc.)
Communications (ex.: DoubleView, etc.)
Graphiques (conception technique - ex.: CAD, Carel Draw, etc.)
Graphiques (présentation - ex.: PowerPoint, Freelance Graphics, etc.)
Gesticn de temps, Allocation de ressources (ex.: Outlook, Organizer, et
. Applications basées sur I'lnternet (ex.: Java, HTML, Perl, etc.)
— Utils DSS (ex.: Cognos, Business Objects, etc.)
_ Applications Client Server(ex.: Oracle, Sybase, Visual Basic etc.)
__ Autre (S.V.P. spécifiez)
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3. Combien d'employés travaillent au sein de I'entreprise?

4. Quelle est votre champ de compétence? (S'il vous plait, ne cacher qu'une seule case)

___ Comptabilité ____ Ressources humaines  ___ Fabrication/Production
___ Recherche & Développement ___ Finance __ Systémes d'information
___ Marketing __ Ventes __ Administratien

__ Ingénérie ____ Aurre (specifiez)

5. Quelle est votre occupation (titre)?

6. Depuis cambien d'années occupez-vous ce poste?
7. Depuis combien d'années étes-vous d l'emploi de cette entreprise?
8. Depuis combien d'années dtes-vous une utilisateur final?

9. Veuillez indiquer le plus haut niveau de scolarité que vous avez complété?

Niveau secondaire ou moins CEGEP ou équivalent Certificate Universitaire
Baccalauréat Maitrise non complétée Maitrise complétée
Doctorat non complété Doctorat complété

10. Age:

11. Sexe: Homme Femme _____

Nous vous remercions de votre temps précieux cansacré 4 remplir ce questionnaire. Vas questions ou commentaires on seront
trés appréciés. Si vous le désirez, vous pouvez utiliser espace ci-dessous pour vas questions et commentaires.

Si vous désirez recevoir les résultats de cette étude, vous pouvez en faire a demande par courtier électronique d l'adresse suivante:
sodfa@sodfa.com oy veuillez laisser votre carte d'affaire dans l'enveloppe de retour qui est jointe su questionnaire ou
vous pouvez envoyer une noted  End User Computing Survey, care of DS/MIS Department
Faculty of Commerce and Administration Concordia University 1455 de Malsonneuve Blvd. W, Montreal Quebec H3IG 1M8
(les copies remplis de ce questionnaire peuvent aussi étre pastées i ladresse ci-haut)
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APPENDIX 9

Telephone Script

Good afternoon,

| My name is Nadine Wilson and I'm a graduate student at Concordia University in Montréal. Three ,
weeks ago, [ sent an envelope detailing research [ am conducting to complete my Masters Thesis. [am
examining the interaction between end-users and systems analysts within an end-user computing
environment. Consequently, the package [ sent included a questionnaire for end-users and another for

| systems analysts.
The purpose of this call is simply to re-iterate the importance of this research to me - without it, [ can’t
complete my thesis. ['d like to ask, please if you have not yet forwarded the questionnaire to please do

so. [ really appreciate any help that you can offer me.

Should you need further information, have any questions, or need more questionnaires, please do not {

hesitate to contact me at XXX-XXX-XXXX.

Thank you.
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APPENDIX 10

English and French Reminder Cards

L) October 27, 1999

“/ Three weeks ago, two questionnaires regarding the interaction between end-users and
systems analysts were sent to you. The purpose of this reminder is to simply re-iterate the
importance of this research to me - and the possible effect that the results of this study may have
on future end-user computing projects throughout Canada.

If you have already forwarded the questionnaires and they have been returned to me, please accept
my sincere thanks. If you are unsure whether they were retumned or not, [ would appreciate your
double-checking. It is extremely important that your organization be included in the study if the
results are to accurately represent the opinions of end-users and systems analysts throughout
Canada.

If by some chance, you did not receive the questionnaire, or it got misplaced, please call
. (514) 570-5936 and I will mail copies of both the cover letter and the questionnaires immediately.

Thank you for your assistance,

Nadine Wilson
MSc. Student, Concordia University

27 Octobre, 1999

La présente fait suite & deux questionnaires qui vous furent parvenus récemment et qui

vous ont permis de participer 4 un sondage traitant de ['interraction entre les utilisateurs et

les analystes de votre systéme d'informatique ainsi que I'implication de cette relation sur la réussite

de ce systéme. [l va sans dire que la participation de votre entreprise est d'une grande importance a

la réalisation de ce projet et affecte directement I’effet que produira cette étude sur les programmes
d’informatique partout au Canada.

Si vous avez déja répondu aux questionnaires et savez qu'ils furent dument retournés, je vous en
suis trés reconnaissante. Si par ailleurs vous n’en étes pas certain, auriez-vous |'obligeance de
vérifier. Je ne puis que vous réitérer I'importance d'inclure vos répanses a cette étude afin
d’obtenir les résultats de la plus haute fidélité, représentant les opinions précis des utilisateurs et
analystes a travers le Canada.

Si vous n’avez pas encore regu ces questionnaires, ou encore s'ils sont égarés, veuillez me
contacter au (514) 570-5936 et il me fera plaisir de vous en faire parvenir une copie dans le plus
bref délai, ainsi que la lettre qui |'accompagne.

Grand merci pour votre prompte coopération.

Nadine Wilson, candidate 4 la maitrise, Université Concordia
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APPENDIX 11

Survey Instrument Coding Directory

Section 1 - Systems Analysts responses

Data Element #
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(Participation)

(Participation in initiation of project)

(Actual Participation in initiation of project)

(Actual Objective Definition)
(Desired Objective Definition)
(Actual Report Development)

(Desired Report Development)

(Actual Manual Development)

(Desired Manual Development)

(Ditference Resolution)
(Resolution Satisfaction)
(Participation)

"

(Alternative Understanding)

(Alternative Consideration)

(Design Consultation)

(Reliance of End-Users)
(Reliance on Systems Analyst)
(Influence of End-Users)
(Influence of End-Users)
(Influence of End-Users)
(Influence on Systems Analyst)
(Conflict)

(Conflict)

(Conflict — SA defense)
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Field Description

appealing
fascinating
exciting
essential
sufficient
significant
sufficient
significant
sufficient
sufficient
high
significant
high
sufficient
high
significant
high
sufficient
frequently
satisfactorily
high
boring
unimportant
useless
undesirable
high
sufficient
high
sufficient
high
sufficient
significant
significant
significant
high
significant
significant
frequently
relevant
valuable
relevant
valuable

Values

0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-3
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8



43 (Conflict Resolution) frequently 0-8
44 (Conflict Resolution) significant 0-8
45 (Conflict Resolution) relevant 0-8

Section 1 — End-Users responses
Data Element # Field Description Values

Part1l 1 End-user Description * 0-7

The end-user definition was coded under the following scheme...

0: Empty variable
1: Non-programming end-user
2: Command-level user
3: End-user programmer
4: Functional support personnel
5. End-user computing support personnel
6: Data processing programimer
7. Other

Part2 1 (Participation) appealing 0-8
2 ! fascinating 0-8
3 ! exciting 0-8
4 ! essential 0-8
5 (Actual Initiation Participation) sufficient 0-8
6 " significant 0-8
7 (Desired Initiation Participation) sufficient 0-8
8 " significant 0-8
9 (Actual Objective Definition) sufficient 0-8
10 (Desired Objective Definition) sufficient 0-8
1t (Actual Report Development) high 0-8
12 ! significant 0-8
13 (Desired Report Development) high 0-8
14 " sufficient 0-8
15 (Actual Manual Development) high 0-8
16 ! significant 0-8
17 (Desired Manual Development) high 0-8
18 " sufficient 0-8
19 (Difference Resolution) frequently 0-8
20 " satisfactorily  0-8
21 (Resolution Satisfaction) high 0-8
22 (Participation) boring 0-8
23 " unimportant  0-8
24 " useless 0-8
25 " undesirable 0-8
26 (Requirement Understanding) high 0-8
27 " sufficient 0-8
28 (Requirement Consideration) high 0-8
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75

(Design Consultation)

(Reliance on Systems Analysts)
(Reliance of Systems Analysts)
(Reliance on Systems Analysts)
(Influence of Systems Analyst)
(Influence on Systems Analyst)
(Influence on Systems Analyst)
(Conflict)

(Conflict - SA defense)

(Conflict - EU defense)

(Contlict Resolution)
(Lack of Conflict Resolution)
{System)

(Training - hardware)

(Training - software)

(Technical Support time)

(Technical Support)

"

(Technical Support Response)

(Documentation)

(Qutput)

(Colleague comparison)
(Promotion possibility)
(Job familiarity)

(Job understanding)
(Overall satisfaction)
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sufficient
high
sufficient
significant
significant
significant
high
significant
significant
frequently
relevant
valuable
relevant
valuable
frequently
significant
relevant
easy to use
versatile
fast
reliable
complete
sufficient
complete
sufficient
short
reasonable
competent
available
cooperative
responsive
short
reasonable
complete
current
available
accurate
useful
relevant
complete
flexible

more productive 0-8

0-8
0-8
0-8
0-8
08
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8
0-8

more independent 0-8

good
high
high
satisfied

0-8
0-8
0-8
0-8



Section 2

Data Element # Field Description Values
1 Organizations Primary Business® 0-8
2 End-User Application® 0-11
3 Employees within the organization 0-9999
4 Functional area® 0-11
5 Title
6 Experience at position 0-99.99
7 Length of service 0-99.99
8 Experience as systems analyst/end-user 0-99.99
9 Educational Level® 0-8
10 Age 0-99
i1 Gender © 0-2

a. The respondents organization's primary business was coded using the following scheme...

Empty variable
Manufacturing
Merchandizing
Public Sector
Health Care
[nsurance
Educational
Financial Services
Other

OO\.IO\LI\J‘—L;JI\)-—-O

b. The end-user application being developed was coded using the following scheme...

Empty variable
Spreadsheet

Database Application
Simulation
Communications

Graphics (Technical Design)
Graphics (Presentation)
Time/Resource Monitoring
Web-based Applications

: DSS tools

10: Client Server Applications
11: Other

A AN AN el

c. The functional area of the respondent was coded using the following scheme...

Empty variable

Accounting

Personnel
Manufacturing/Production
Research and Development

U2
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Finance

Information Systems/Technology
Marketing

Sales

: General Management

10: Engineering

11: Other

O 00 ~1 O\ W

d. The level of education of the respondent was coded using the following scheme. ..

Empty variable

High school or less
CEGEP or equivalent
University certificate
Bachelors degree
Incomplete masters
Completed masters
Incomplete Ph.D.
Complete Ph.D.

0O~ O\NW =i r— O

e. The gender of the respondent was coded using the following scheme...
: Empty variable

0
1: Male
2: Female
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APPENDIX 12

Hypothesized Factors and Associated Scales

Hypothesized factor description Scale
Code Description
Participation Participation in development QIDE1 appeal
QIDE2 fascination
QIDE3 excitement
QI1DE4 essentiality
Level of participation in initiation of Q2DES sufficiency
project
Q2DE6 significance
Comparison of actual and desired Q3DE7 sufficiency
participation
Q3DES significance
Time spent determining objectives Q4DE9S sufficiency
Comparison of actual and desired time Q5DE!0 sufficiency
Level of participation developing reports Q6DE11 high
Q6DE12 significance
Comparison of actual and desired time Q7DE13 high
developing reports Q7DE14 sufficiency
Creation of user manuals Q8DE15 high
Q8DEI16 significance
Comparison of actual and desired in QIDEL7 high
creation of user manuals QI9DE!8 sufficiency
Conflict Resolution | Resolution of differences QIODE19 | frequency
QIODE20 | satisfaction
Satisfaction of resolutions QlIDE21 | high
Participation Participation in development Q12DE22 | interesting
QI2DE23 | importance
Q12DE24 | usefuiness
QI2DE25 | desirability
Involvement Understanding of alternatives requirements | Q13DE26 | high
Q13DE27 | sufficiency
Consideration of alternatives requirements | Q14DE28 | high
QI4DE29 | sufficiency
Design consultation QI5DE30 | high
QI5DE31 | sufficiency
Influence Reliance Ql6DE32 | significance
QI7DE33 | significance
Q1I8DE34 | significance
Level of influence on operations QI9DE35 | high
QI9DE36 | sufficiency
Extent of influence on operations Q20DE37 | significance
Conlflict Differences in opinion Q21DE38 | frequency
Argument defence Q22DE39 | relevancy
Q22DE40Q | value
Q23DE41 | relevancy
Q23DE42 | value
Conflict Resolution | Reaching of mutually agreeable solutions Q24DE43 | frequency
Number of differences not resolved Q25DE44 | significance
Q25DE45 | relevancy
System Success EUC application characteristics Q26DE46 | ease of use
Q26DE47 | versatility
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User training (hardware)

User training (end-user application)

Time for technical support

Technical support

Timeliness (modification time)

Documentation

Qutput

Perceived effect on job
Perceived effect on career
Familiarity

Experience
Overall satisfaction

Q26DE48
Q26DEA4S
Q27DES0
Q27DE5!
Q28DE52
Q28DES53
Q29DE54
Q29DES5
Q30DES6
Q30DES57
Q30DES58
Q30DES9
Q31DE60
Q31DE61
Q32DE62
Q32DE63
Q32DE64
Q33DE65
Q33DE66
Q33DE67
Q33DE68
Q33DE69
Q34DE70
Q34DET71
Q35DE72

Q36DE73

Q37DE74
Q38DE75

speed
reliability
completeness
sufficiency
completeness
sufficiency
amount
reasonableness
competency
availability
cooperativness
responsiveness
amount
reasonableness
completeness
currency
availability
accuracy
usefulness
relevancy
completeness
flexibility
productivity
independence
chance for
advancement
with manual
operation

with computers
satisfaction
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APPENDIX 13

Scale Matrnx

Qp\
)
N é’ ~ & ~
N $ 53 o < o &
) - o S & =~ & ¢ & o 2
Bipolar Adjectives & o § S S & S & N
Qm ~2‘§ 4_70 \'9 Q" @ & < &
& s > S r & & &
Sy & §F FFE S F s F

F §f §f & & § & & F

Q Q Q J Qg T + < oY
accurate ... finaccurate X X X X X
appealing . lunappealing X X
available ... lunavailable X X
competent ... Jincompetent X
complete . jincamplete X X X X X
cooperative ... luncooperative X X X X
current ... Jobsolete X X X X
easy to use . ldifficult to use X X
essential . |nonessential X X
exciting .. lunexciting X
familiar . |unfamiliar X
fascinating ... |mundane X
fast . [slow X X X
flexible .. linflexible X
frequently ... linfrequently X
good ... |bad X X X X
high . Jlow X X X X X
important . funimportant X X
interesting ... |boring X
more dependent . |less independent X
more productive ... |less productive X
reasanable .. lunreasonable X X X X X
relevant . lirrelevant X X X X X X
reliable ... |unreliable X
responsive . Junresponsive X
satisfied .. |dissatisfied’ X
short ... |lang X X
significant . |insignificant X X X X
sufficient ... linsufficient X X X X X
useful ... luseless X X X X X X X X X
valuable ... lworthiess X X X
versatile . llimited X X
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FACTOR: PARTICIPATION

RELIABILTIT

Q1DEL
Q1DE2
Q1DE3
Q1D=4
Q2DES
Q2DE6
Q4DES9
Q6DE11l
Q6DEL2
Q8DE1LS
Q8DEl6
Q12DE22
Q12DE23
Q1l2DE24
Q12DE25

Q2DE6
Q4DE9
Q6DE11l
Q6DE12
Q8DE1S5
Q8DEl6
Q1l2DE22
Q12DE23
Q12DE24
Q12DE25

Q8DE1l6

Q12DE22
Q12DE23
Ql2DE24
Q12DE25

Q1DE1

1.0000
.5418
.6230
L4464
L1561
.1643
.2978
.1683
.2439
.0732
L1217
L3213
.1789
.2096
.2468

Q2DE6

1.0000
.3114
L2131
.1968

-.0510

-.0177
.0943
.1289
.1276
.1403

Q8DE16

1.0000
.2929
.3485
.3194
.3286

N of Cases =

Reliabilicy Coefficients

Alpha =  .8542

APPENDIX 14

Correlation Matrices

Y ANALYS

Initial Correlation Matrix

Q1DE2

1.0000
. 6550
.5436
.2185
.2180
.2592
.3051
.2420
.0618
.1623
.3955
L2719
.2742
.2671

Q4DES

1.0000
.3587
.3031
.0225
.0672
.0581
.1407
.1234
.1420

Q12DE22

1.0000
.8747
.8710
.8139

87.0

15 items
Standardized item alpha

Is - SCALE

Q1lDE3

1.0000
.5591
.0435
.0157
.3183
.2166
.2167
.0998
.1951
. 2515
.1420
.1606
.1503

Q6DE1l

1.0000
.8392
.2386
.2334
.1939
.2394
.2460
.2212

Ql2DE23

1.0000
.9612
.9066

(A L P H A)
QlDE4 Q2DES
1.0000

.2552 1.0000
.2823 .8423
.4702 .3447
.3192 .2372
.3278 .2058
.1715 -.0945
.2370 -.0231
.2805 .0154
.3669 .0362
.3175 .0658
.4010 .0394
QEDE12 Q8DE1S
1.0000
.3295 1.0000
.3091 .9632
.1995 .3133
.2122 .3784
.2006 .3422
.2119 .3635
Ql2DE24 Q1l2DE25S
1.0000
.8928 1.0000
.8579



FACTOR: PARTICIPATION

Ql2DE25

1.0000

RELIABILITY ANALYSTIS - S CALE
Final Correlation Matrix

Ql2DE22 Q1l2DEZ23 Ql2DE24
Q12DE22 1.0000
Q12DE23 .8747 1.0000
Q12DE24 .8710 .89612 1.0000
Q12DE25 .8139 .90686 .8928

of Cases = 87.0

Reliability Coefficients 4 items
Alpha = Standardized item alpha
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FACTOR: INVOLVEMENT

RELIABILITY

Q3DE7
Q3IDES
Q5DELO
Q7DE13
Q7DE1l4
Q9DE17
Q9DE18
Q13DE26
Q13DE27
Q15DE30
Q15DE31

Q9DE17
Q9DE1S
Q1l3DE26
Q13DE27
Q1SDE30
Q1lSDE31

Q1S5DE31

Reliability Coefficients

Alpha =

Initial Correlation Matrix

Q3DE7

1.
.9062
.3030
.3156
.2506
.0280
.0852
.2180
.3202
.2817
.3181

0000

QSDE17

-
L.

Q1l5DE31

1.

N of Cases

0000

.9492
.0082
.0051
.0773
.0324

0000

ANALYSTIS

Q3DES

1.0000
.2395
.3374
.3100
.0514
.0815
.1199
.1875
.1870
.2162

QSDE18

1.0000
.0418
.0797
.1168
.1097

87.0

11 items

QSDE1lC

1.0000
.3788
.3909
.0556
L0213
.0501
.1910
.0439
.0944

Q1l3DE26

1.0000
.7947
.4820
.5318

Standardized item alpha

SCALE

(A L P HA)
Q7DEL3 Q7DE1l4
1.0000

.8730 1.0000
L2118 .2129
.2351 .2504
. 1655 . 0487
.1513 .0660
.2278 .1224
.2733 .1946
Ql3DE27 Q15DE30
1.04000
.4529 1.0000
.8527 .8914
.7883



Q15DE31

1.0000

.8660

FACTOR: INVOLVEMENT
RELIABILITY ANALYSIS - SCALE (AL
Final Correlation Matrix
Ql3DE26 Q1l3DE27 QlSDE30

Q13DE26 1.0000

Q13DE27 . 7947 1.0000

Q15DE30 .4820 .4529 1.0000

QlSDE31 .5319 .5527 .8914

N of Cases = 87.0
Reliability Coefficients 4 items
Alpha = .8640 Standardized item alpha
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FACTOR: INFLUENCE

RELIABILTITY ANALYSTIS - S CALE (A L P H A)
Initial Correlation Matrix

Ql4DE28 Ql4DE29S QléDE32 Q1l7DE33 Q18DE34

Q14DE28 1.Q000

Q14DE29 .7914 1.0000

Q16DE32 .2643 .2260 1.0000

Ql7DE33 .2241 .1464 .2283 1.00C0

Ql8DE34 .0300 -.0096 -.0089 .5103 1.0000

Q19DE35 .1002 .0038 -.0665 L1441 .4064

Q19DE3s6 .0616 .0738 -.1062 .2212 .4001

Q20DE37 .0431 . 1445 -.0212 .1839 L1197
QLl9DE35 Q19DE36 Q20DE37

Q19DE35 1.0000

Q1SDE3s .92713 1.0000

Q20DE37 .2089 .2485 1.0000

N of Cases = 87.0
Alpha = .6647 Standardized item alpha = .6563
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FACTOR: INFLUENCE

RELIABILITY

ANALYSIS - SCALE (AL P HA)

Final Correlation Matrix

Q18DE34
Q18DE34 1.0000
Q19DE35 .4064
Q19DE3E .4001

N of Cases =

Reliability Coefficients

Alpha =  .8170

Q19DE35 QLS9DE3é
1.0000

.9273 1.0000
87.0

3 items

Standardized item alpha
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FACTOR: CONFLICT

RELIABILITY ANALYSIS - SCALE (AL PHA)

Initial Correlation Matrix

Q21DE38 Q22DE3S Q22DE40 Q23DE4L Q23DE42
Q21DE38 1.0000
Q22DE39 .2064 1.0000
Q22DE40 .1927 .9067 1.0000
Q23DE41l L1721 .8218 .7337 1.0000
Q23DE42 .1814 .8001 .7182 . 5494 1.0000
N of Cases = 87.0
Reliabilitcy Coefficients 5 items
Alpha = .8744 Standardized item alpha = .8681
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FACTOR: CONFLICT

RELIABITLTITY ANALYSIS - SCALE (AL PHA)
Final Correlation Matrix

Q22DE39 Q22DE40 Q23DE41 Q23DE42

Q22DE39 1.0000

Q22DE40 .90867 1.0000

Q23DE41 .8218 L7337 1.0000

Q23DE42 .8001 .7192 .9494 1.0000

N of Cases = 87.0
Reliability Coefficients 4 icems
Alpha = . 9477 Standardized item alpha = .5486
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FACTOR: CONFLICT RESOLUTION

RELIABILITY ANALYSIS - SCALE (A L PHEA)

Initial Correlation Matrix

Q10DE1S Q10DE20 Ql1DE21 Q24DE43 Q25DE44

Q1lO0DE1S9 1.0000

Q10DE20 .7674 1.0000

Ql1DE21 .7218 .8450 1.0000

Q24DE43 .2952 .2929 .2538 1.0000

Q25DE44 .0820 -.0875 -.1181 .18390 1.0000

Q25DE45 .1991 .0252 .0088 .3652 .8390
Q25DE4S

Q25DE4S5 1.0000

N of Cases = 87.0
Reliability Coefficients 6 items
Alpha = .7294 Standardized :item alpha = L7312



FACTOR: CONFLICT RESOLUTION

RELIABILITY

ANALYSIS - SC

Final Correlation Matrix

Ql0DE19
Q1l0DElS 1.0000
Q10DE20 .7674
Ql1DE21 .7218

N of Cases =

Reliability Coefficients

Alpha = .9132

Q1l0DE20 QliDE21
1.0C00

.8450 1.0000
87.0

3 items

Standardized item alpha
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FACTOR: SYSTEM SUCCESS

Q26DE46
Q26DE47
Q26DE48
Q26DE49
Q27DE50
Q27DES51
Q28DES2
Q28DES3
Q29DES4
Q29DE55
Q30DES6
Q30DES7
Q30DE58
Q30DESS
Q31DE60
Q31DE61
Q32DE62
Q32DE63
Q32DE64
Q33DE6S
Q33DE66
Q33DE67
Q33DE68
Q33DE69
Q34DE70
Q34DE71
Q35DE72
Q36DE73
Q37DE74

Q27DES1
Q28DES2
Q28DES53
Q29DES4
Q29DESS5
Q30DES6E
Q30DES7
Q30DES8
Q30DESS
Q31DE60
Q31DE61

B

!

LITY

Q26DE46

1.6000
.5002
.6507
.7901
.2129
.2080
.3079
.3446
.5815
.4458
.4189
.3407
.3927
.2399
.4583
.3620

-.0100
.2827
.0549
.555¢6
.7489
.7488
.7770
.6781
.1056

-.0797
.2125
.5188

-.1225

Q27DES1

1.0000
.7692
.7366
.3588
.2186

-.0243

-.0633

-.0730
.0051
.2470
.2598

ANALYSTIS -

Initial Correlation Matrix

Q26DE47

1.0000
.6584
.5234
.1006
.2083
.2104
.1831
.2274
.1834
.4971
.4355
.4913
.3175
.1148
.3478
L3297
.3891
.1836
.6849
.7104
.7099
.6062
.6901
.0692

-.0933
.2757
.2707
.1265

Q28DES2

1.0000
.9764
.4622
.3038
.0691
.0234

-.0036
.0669
.3801
.2476
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Q26DE48

1.0000
.8073
.1841
.2555
.3606
.3243
.5014
.4029
.4355
.3726
.4196
.2459
. 4407
.6159
.1647
.3238
.0460
.6823
.5405
.5496
.7140
.5511
.1396

-.107S
.2322
.5402
.0261

Q28DES3

1.0000
.4799
.3283
.0582

-.0069

-.0269
.0537
.3680
.2250

QZ6DE49

1.c000
.3183
.2854
.4687
L4530
.6080
.5262
.5458
.5247
.5090
.3582
.5689
.4745
.0623
.3478
.0961
.5928
.7078
.6980
.8092
.7004%
.1617
-.0564
.2783
.7034
-.0287

Q29DES4

1.0000
L7279
.4073
.2819
.3330
.1874
.5477
.4581

Q27DESC

1.0000
.9556
.7850
.7417
.3627
.1980

-.0354

-.0435

-.0552
.0108
.2785
.1446
.4346
.3815
.3944
.0318
.21386
.1433
.1076
.2447
.2522
.0127
L5211
.1458

-.0387

Q29DESS

1.0000
.4861
.3602
.4100
.2246
.61689
.5605



Q32DE62 .4986 .5438 .5365 .2402 .0732

Q32DE63 .4186 .4948 .4878 .4437 .3376
Q32DE64 .3788 .51396 .5320 .3060 .1166
Q33DE6S .1005 .1828 .1802 .4293 .4342
Q33DE66 .2199 .2674 .2655 .4989 .3498
Q33DE67 .1458 .1807 .1794 .4547 .3454
Q33DEé68 .0922 .1905 .1914 .5496 .4483
Q33DE6S .2176 .2711 .2386 L4216 .2602
Q34DE70 .2742 .3755 .3650 .0436 .1938
Q34DE71 .0252 .0674 .0651 -.1384 -.0085
Q3SDE72 .5080 .4299 .378¢ L2226 .1629
Q36DE73 .1546 .3316 .3431 .3357 .2429
Q37DE74 -.0659 .0287 -.0261 -.2192 -.2480
Q30DESé Q30DES7 Q30DESS8 Q30DES9 Q31DE6&0
Q30DESE 1.0000
Q30DES7 .9489 1.0000
Q30DESS . 9596 .9400C 1.0000
Q30DESS .8531 .8808 .8484 1.0000
Q31DE6&0 .5950 .5415 .5030 .4585 1.0000
Q31DES1L .5767 L4496 .4570Q .3787 .8037
Q32DEs62 .0226 -.0478 -.0094 .0246 -.0201
Q32DE63 L3214 .2464 .2656 .2305 .2758
Q32DE6&4 .0352 -.0246 .0085 .0524 .0211
Q33DE6S .2641 .1414 .2331 .0078 .1200
Q33DE66 .3829 .3014 .3464 .1500 .2706
Q33DE6&7 .3895 .3099 .3516 .1568 L2770
Q33DE6S8 .5007 .4219 .4803 .3018 .3848
Q33DE6&S .3963 .37058 .3617 .1622 .2682
Q34DE70 L2773 .2655 .2784 .4643 .2232
Q34DE71 .0301 .0314 .0510 .1588 -.05883
Q35DE72 -.0227 -.0648 -.031s -.2193 .0846
Q36DE73 .2689 .3144 .217¢ .3o8s .2158
Q37DE74 -.0687 .0086 -.0253 .0449 -.2484
Q31DE61 Q32DE62 Q32DE63 Q32DE64 Q33DE6S
Q31DE61l 1.0000
Q32DE62 L1337 1.0000
Q32DE63 .3281 .7352 1.0000
Q32DE64 .0128 .9115 .8231 1.0000
Q33DE6ES .3102 .3046 .4692 .2792 1.0000
Q33DE66 .2561 .1348 .4173 .1888 .7563
Q33DE67 .2718 .0704 .3492 .1164 .7634
Q33DE68 .3780 .0828 .3654 .1324 .8374
Q33DE63 .2335 .0659 .2937 .0793 .6592
Q34DE70 .1352 .1500 .0964 .0533 -.0264
Q34DE71 -.1071 -.1449 -.1825 -.1977 -.2372
Q3SDE72 .1024 .2019 .3763 .1952 .2563
Q36DE73 .1647 .0270 .0678 .0252 .2983
Q37DE74 -.21489 -.0514 -.1393 -.0906 -.0795



Q33DE66 Q33DE67 Q33DE&8 Q33DE69 Q34DE70

Q33DE6é6 1.0000
Q33DE67 .9879 1.0000
Q33DEs8 .B645 .8843 1.0000
Q33DE6S .89134 .5098 .8154 1.0000
Q34DE70 -.0832 -.0992 .0238 -.0808 1.0000
Q34DE71 -.1905 -.19198 -.1877 -.2164 .4358
Q35DE72 .42867 .3738 .2354 .4316 -.2155
Q36DE73 .3483 .3632 .4856 .3462 .2560
Q37DE74 -.0589 -.0511 -.0895 L1272 .0991
Q34DE71 Q35DE72 Q36DE73 Q37DE74
Q34DE71 1.0000
Q35DE72 .1940 1.0000
Q36DE73 .0728 -.0475 1.0000
Q37DE74 .53390 .14582 .0690 1.0000
N of Cases = 36.0
Alpha = .9206 Standardized item alpha = .9220
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FACTOR: SYSTEM SUCCESS

RELIABILITY

Q26DE46
Q26DE46 1.0000
Q26DE48 .6507
Q26DE4S .7901
Q3CDES6 .4189
Q30DES7 .3407
Q30DESS .3927
Q33DE6&& .7489
Q33DES7 .7488
Q33DEES8 L7770
Q33DEE?S .6781

Q30DESS
Q30DESS 1.0000
Q33DE&6 .3464
Q33DEE7 .3516
Q33DE68 .4803
Q33DE6?9 .3617

N of Cases

Reliability Coefficients

Alpha = .9358

ANALYSTIS -

Final Correlation Matrix

Q2€DE48 Q26DE4S

~.0000
.8073 1.0000
.4355 .5458
.3726 .5247
.4196 .309¢0
.5408% .7078
.5496 .6980
.7140 .8092
.5511 .7004

Q33DE66 Q33DE6&7

1.0000
.9879 1.0000
.8645 .8843
.9134 .9099

36.0

10 items

Standardized item alph
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S CALE

Q30DESE

1.0000
. 9489
.9596
.3829
.3895
.5007
.3963

Q33DE68

1.0000
.8154

a = .9389

(AL PHA)

Q30DES7

1.0000
.9400
.3014
.3099
L4219
.3705

Q33DEsS

1.0000
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APPENDIX 15

Participation Data Dispersion and Distribution Information and Graphs

15 25 35

Participation: Q12DE22

0

1.5

25 35

Participation: Q12DE23

40

Mean=28
N=8700

304

20

Mean =27
0 N =87 00
15 25 35 85 % 15 25 as
Participationl Q12DE24 Participation: Q12DE25
Descriptive Statistics
N Mean Std. Skewness Kurtosis
Statistic Statistic Statistic Statistic Std. Error | Statistic Std. Error
Q120DE22: Participation 87 2.98 213 1.229 .258 415 511
Q12DE23: Participation 87 279 2.11 1.277 258 534 511
Q12DE24: Participation a7 2.77 2.12 1.317 .258 .583 511
Q12DE2S: Participation 87 27 1.93 1.594 258 1.891 511
Valid N (listwise) 87
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APPENDIX 16

Involvement Data Dispersion and Distribution Information and Graphs

50 50

404 404

Mean =29
N=8700

Mean
N=§

18 25 35 45

Invoivement; Q13DE26 Invoivement: Q13DE27

40 40

304

Mean = 3.2
N=8700

15 25 35 45 1.5 25 s

Invalvement: Q15DE30 Involvement: Q15DE31

Descriptive Statistics

N Mean Std. Skewness Kurtosis
Statistic Statistic Statistic Statistit;1 Std. Error | Statistic | Std. Error
Q13DE26: Involvement a7 2.90 1.72 1.275 .258 .898 511
Q13DE27: Involvement a7 290 1.75 1.384 .258 1.321 511
Q15DE30: Invoivement 87 337 2.15 .984 .258 -205 511
Q15DE31: Involvement 87 324 2.06 1.067 .258 156 511
Valid N (listwise) 87
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APPENDIX 16

Influence Data Dispersion and Distribution [nformation and Graphs

Mean 1.7
N=8700

15 25 35 45 15 25 15

Influence: Q18DE34 influence:Q190E35

30

204

10 4

Std. Dev = 1 99
Maan =168
N=8700

15 25 35

Influence: Q19DE36

Descriptive Statistics

N Mean Skewness Kurtosis
Statistic Statistic Statistic | Std. Error | Statistic Std. Error
Q18DE34: Influence 87 2.32 2.211 .258 5.804 511
Q19DE3S: Influence 87 3.68 744 .258 -.465 511
Q19DE36: Influence 87 3.63 867 .258 -.395 511
Valid N (listwise) 87

131



50

40

APPENDIX 18

Conflict Data Dispersion and Distribution Information and Graphs

Conflict: Q22DE39

Mean = 3.0
N = 87 CO

s

Canflict: Q23DE41

Mean 3 3.3
N = 8700

Descriptive Statistics

15

25 s

Canflict: Q22D0E40

15

25 s

Conflict:Q23DE42

Q22DE39: Conflict
Q22DE40: Conflict
Q23DE41: Conflict
Q23DE42: Conflict
Valid N (listwise)

N Mean Skewness Kurtosis
Stalistic Statistic Statistic Std. Error | Statistic Std. Error
87 2.97 2.011 .258 3.439 511
87 298 1.705 .258 2.281 511
87 3.32 1.438 .258 .994 511
87 343 1.350 .258 .859 511
87
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N 8700




APPENDIX 19

Conflict Resolution Data Dispersion and Distribution Information and Graphs

Mean=29
N=8700

14 23 32 4. 48
18 25 35 45 55 85 75

flict Resolution: Q10DE19
Confiic Confiict Resalution: Q10DE20

204

Std. Dev = 190
Mean 328
N=8700

15 25 s 45

Conflict Resolution: Q11DE21

Descriptive Statistics

N Mean Skewness Kurtosis
Statistic Statistic Statistic Std. Error Statistic | Std. Error
Q10DE19: Conflict Resalution 87 3.08 1.353 .258 .g64 511
Q10DE20: Conflict Resolution 87 287 1.568 .258 1.461 511
Q11DE21: Conflict Resolution 87 2.80 1.604 .258 1.902 511
Valid N (listwise) 87
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APPENDIX 20

System Success Data Dispersion and Distribution Information and Graphs

20

Mean=28
N =34.00
15 25 15 48 X 75
System Success: Q26DE46
k0
Mean=26
N z36.00

0 40 . 80

System Success:Q26DE49

20

15 23 13 43

System Success: Q30DES7

Mean 2 2.9
N =36800

15 25 15 45 55

ystem Success: Q260E48

Mean 2 2.6
N 23800
] 25 38 48 55 65 7§
System Success:Q30DES6
3
Mean 2.5
N=38.00
1.8 25 15 45 55 . 75

System Success:Q30DES8
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20 20

Mean =322 Mean =2t
N =16 GO N=3800
15 25 a5 f] 75
System Success:Q330E66 System Success:Q33DE67
20
10
Mean = 2.4 Mean=z25
0 N =38.00 N = 3800
15 25 15 45 15 25 EY] 45 55 6.5
System Success:Q33DEGS System Success:Q33DEES

Descriptive Statistics

N Mean Skewness Kurtosis

Statistic Statistic Statistic | Std. Error | Statistic | Std. Error
Q260E46 36 2.56 1.828 393 3.375 768
Q260DE48 36 2.94 1.538 .393 1.453 .768
Q26DE49 36 2.61 2215 393 4.293 .768
Q30DESE 36 2.64 2.189 393 4.132 768
Q30DES7 36 2.64 2.045 .393 3.890 768
Q30DES8 36 253 2.407 393 §5.319 .768
Q33DE66 36 2.19 2.786 393 9.014 768
Q33DE67 36 2.14 2.733 .393 8.664 .768
Q33DE68 36 244 2.080 393 4.668 .768
Q33DE6S 36 247 2.339 .393 6.542 .768
Valid N (listwise) 36
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APPENDIX 21

Scatter plots of Variables

Matrix of participation variable
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Matrix of influence variable
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Matrix of conflict resolution variable
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Matrix of system success variable
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