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Abstract 

 

A QoS-based Resource Selection Approach for Virtual 

Networks 

Saba Behrouznia 

The Internet has gained an outstanding success in a short amount of time and it became a critical 

infrastructure for accessing information and global commerce. With the help of the Internet and 

its new channels for connecting people a new way of communication has been established. 

Meanwhile, its great success leads to new limitations. The Internet consists of various network 

infrastructure providers with different objectives which makes emerging of new technologies or 

major architectural changes that require cooperative agreements, relatively impractical. While 

the current Internet architecture is not suitable for supporting many types of applications, 

network virtualization is considered as promising, yet challenging solution of these limitations. 

Network virtualization separates the role of traditional internet service providers (ISPs) into 

physical infrastructure providers (PIPs) responsible for deploying the physical infrastructure and 

service providers (SPs) offering end-to-end services to end users. Another motivation for 

network virtualization is the possibility to add value in the virtualization layer aiming to make 

use of new technologies (e.g. QoS schemes) and customizing existing technologies to adapt 

specific services (i.e. customizable networks). This provides the means to run multiple virtual 

networks on a shared substrate network simultaneously while each virtual network is customized 

for a specific use.  

The key challenge in virtual networks is the problem of assigning virtual nodes and links to 

physical resources. Virtual network mapping/embedding consists in finding the most suitable 

physical nodes and links in the physical network in order to map virtual network requests with 

certain constraints on virtual nodes and links. The goal of this thesis is to design and implement 

substrate network resource selection scheme to increase the overall efficiency of the virtual 

network embedding process and satisfy the set of predefined resource constraints. This work 

assumes the existence of a virtual infrastructure provider requesting virtual networks from 

physical infrastructure providers and proposes a selection algorithm based on service-oriented 

architecture. Our proposed virtual network embedding algorithm is a heuristic algorithm that 

considers static attributes along with dynamic attributes of nodes and links as well as end-to-end 

QoS constraints. 
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Chapter 1 

 

Introduction 

 

1.1 Motivation 

In short period of time, the Internet has gained a phenomenal success and it became a critical 

infrastructure for accessing information and global commerce. Internet has established a new 

way of communication by providing new ways of connecting people but its stunning success 

caused new limitation. Internet consists of various network infrastructure providers with different 

objectives which makes emerging of new technologies or major architectural changes that 

require cooperative agreement, relatively impractical (1). While the current Internet architecture 

is not suitable for supporting many types of applications, network virtualization is considered as 

promising, yet challenging solution of these limitations. 

Network virtualization refers to creation of several isolated logical networks that can coexist on 

the same infrastructure. Network virtualization leads to better flexibility, security and 

administration by allowing multiple heterogeneous network architecture to share a physical 

infrastructure. It separates the role of traditional internet service providers (ISPs) into 

infrastructure providers and service providers. The Infrastructure providers is responsible for 

deploying the physical infrastructure while the service providers offer end-to-end services such 

as layer 3 VPNS and VoIP to end users.  

From the business point of view, due to the high cost of deployment of physical networking, 

many service providers that could potentially offer different services may not be able to even 

enter the market. The network virtualization technology can be deployed and the physical 

resources could be partitioned into separate sections and form different virtual networks operated 

by different service providers.  This is helpful for those small players to enter the market and 

lease the resources of an existing network infrastructure and offer their services. Another 
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motivation for network virtualization is the possibility to add value in the virtualization layer 

aiming to make use of new technologies (e.g. QoS schemes) and customizing existing 

technologies to adapt specific services (i.e. customizable networks). This provides the means to 

run multiple virtual networks on a shared substrate network simultaneously while each virtual 

network is customized for a specific use (2).  

One of the main challenges for network virtualization is the dynamic discovery and selection of 

virtual resources that can be performed to form virtual networks. The virtual network (VNet) is a 

logical entity that is composed of virtual nodes that are connected by virtual links. VNet 

provisioning is mapping or embedding virtual nodes onto physical nodes and virtual links onto 

physical links or paths in order to create a virtual network. In a virtual network, the virtual 

infrastructure provider has to select and aggregate the virtual resources offered by physical 

infrastructure provider in order to create a virtual network on top of the existing physical 

network. To achieve this approach, there is a need for an efficient resource selection approach 

which considers both static and dynamic attributes in order to efficiently allocate resources from 

physical network to virtual network. 

The virtual network embedding problem is known to be NP-hard and most of the past researches 

are proposing either heuristic algorithms or unrealistically restricting the problem space. Unlike 

VPN (Virtual Private Network) which have standard topology, such as full mesh and hub-and-

spoke (3) virtual networks have diverse topologies. Moreover, in VNet provisioning problem, the 

VNet request has resource constraints such as CPU for nodes and bandwidth for links that the 

embedding has to satisfy. The other property that makes the embedding problem difficult is 

considering the dynamic arrival of VNet requests versus assuming that we know all the requests 

in advance (offline). After all, since the physical resources are limited, the embedding algorithm 

must perform admission control to manage the requests and reject those that can’t be embedded 

(4).  
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1.2 Thesis Objective 

The key challenge in virtual networks is the problem of assigning virtual nodes and links to 

physical resources. Virtual network mapping/embedding is to find the most suitable physical 

nodes and links in the physical network in order to map VNets with certain constraints on virtual 

nodes and links. The goal of this thesis is to design and implement substrate network resource 

selection scheme to increase the overall efficiency of the virtual network embedding process. 

Each VNet request contains certain static characteristic requirements which must be described 

for nodes and links. The resource selection scheme should be capable of matching static attribute 

requirements of the requests to each PIP network and select the best matching physical 

infrastructure provider (PIP). The network element can be a router, switch, access point or link. 

Static attributes of an element describes characteristics, properties and functions of an element 

such as node type (router, switch, access point, base station), interface type (Ethernet, optical 

fiber, radio, ATM) and link type (Optical, Coaxial, Microwave). 

Considering only static attributes of the elements in virtual network embedding is not enough for 

an efficient performance of the algorithm. Thus a cost-effective utilization of dynamic attributes 

is necessary in resource selection procedure. However, there are certain obstacles in order to 

acquire the precise values of those dynamic network attributes due to the instability nature of 

these attributes. Monitoring the dynamic attributes requires a significant monitoring cost and on 

the other hand the infrastructure providers are not willing to reveal their information to another 

business entity such as virtual infrastructure provider (VIP). Therefore, a resource discovery 

procedure should be able to obtain the most vital dynamic attribute information in order to 

deliver an efficient resource selection solution.     

The main Objective of solving the virtual network mapping problem is to both make efficient use 

of the underlying resources while satisfying the set of predefined resource constraints. 

This work assumes the existence of VIP requesting VNets from PIPs (2) and proposes a selection 

algorithm based on service-oriented architecture proposed in (5). Our proposed virtual network 

embedding algorithm is heuristic algorithm which considers static attributes along with dynamic 

attributes of nodes and links and end-to-end QoS constraints. 
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1.3 Thesis Contribution 

In this work we proposed an algorithm well-suited for the service-oriented network 

virtualization architecture. One of the contributions of our work is that a new class of global 

constraints has been proposed for the virtual network mapping problem, however, we assume 

that the requests are known in advance. Besides, we propose a node power-degree in our 

algorithm and consider the capacity of the substrate nodes in order to make the best use of the 

substrate network. We have also taken into consideration the end-to-end QoS attributes in the 

network and the path selection is performed base on the path with highest ranks. For better 

performance, we consider using path splitting in link mapping stage and compare the results 

with the algorithm that only utilize k shortest path for link mapping. 

1.4  Thesis organization 

The remainder of this thesis is as follows: 

In chapter 2, background and related work in virtualization, network virtualization and related 

business models are presented.  The detailed description of service-oriented network 

virtualization business model and architecture is discussed. In chapter 3, we present a complete 

survey of the current existing virtual network embedding algorithms and we compare them based 

on different metrics. In chapter 4, we proposed a QoS-based resource selection approach for 

virtual network in details. In chapter 5, the simulation of the algorithm is given along with the 

evaluation of the results. In chapter 6, we make conclusions and discuss the potential future 

work.   
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Chapter 2 

 

Background and Related Work 

 

2.1 Overview 

Network virtualization has emerged rapidly in order to become the alternative to the current 

Internet architecture. Network virtualization offers promising benefits and challenges and it has 

gained extensive popularity among researchers and commercial market. While network 

virtualization has been considered to be a relatively new concept, the original concept has been 

evolved throughout different applications such as VLANS, VPNS and overlay networks.  

2.2 Chapter Organization  

In this chapter we start by presenting the network virtualization concept and applications and 

then we discuss different business roles in network virtualization. We will also present the 

service-oriented network virtualization architecture that we have proposed our selection 

algorithm based on. 

2.3 Virtualization Concepts 

Virtualization has been used in different forms for many years. Virtualization refers to the 

abstraction between physical resources and their logical representation and may refer to different 

layers of a computer system or network.  

There are different forms of virtualization such as operating system virtualization, storage 

virtualization and network components virtualization. Virtual machines is a good example of OS 

virtualization while cloud computing is an instance of computational resource virtualization and 

MPLS technology is a type of links virtualization. One of the biggest challenges in virtualization 

is to provide the capability of pooling computing resources from clusters of servers and assigning 

virtual resources to applications on-demand. Ultimately, the goal of virtualization is to reduce the 

capital and operational costs. 
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Virtualization can be applied to operating system in which a virtual machine creates isolated 

execution environments and it could also refer to storage virtualization which is decoupling 

logical storage from physical storage. Virtualization could also be applied to network which 

allows the coexistence of multiple virtual networks on top of a shared physical network. Here we 

summarize the major applications of network virtualization  

 

2.3.1 Virtual Local Area Network (VLAN)   

VLANs consist of group of devices on one or more LANs that are configured (using 

management software) so that they can communicate as if they were attached to the same 

network, when in fact they are located on a number of different LAN segments. VLANs are 

based on logical connection instead of physical and they are extremely flexible. (6). 

2.3.2 Virtual Private Network (VPN) 

Virtual private networks are basic form of network virtualization which is limited to traffic 

isolation comparing to virtualized networks that offer administrative and customization of the 

network. A virtual private network is creating a private network which contains links over public 

or shared networks. VPN enables the users to establish a secure connection to a remote computer 

while using the routing infrastructure provided by the Internet (7). 

2.3.3 Programmable Network 

To enable on-demand services, the separation of communications hardware from control 

software is required. If that separation is in place, software can be programmed irrespective of 

the underlying hardware to deliver necessary functionalities. 

 

2.3.4 Overlay Network 

Overlay network is a network built on top of one or more existing networks. It adds an additional 

layer of virtualization. Best known example is Internet which connects local area networks, built 

on local area networks (phone line) and add an IP header to all packets.  
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2.4 Network Virtualization 

Network virtualization is a logical topology which consists of virtual nodes that are connected 

via virtual links. The highly diverse network application requirements have been a motivation for 

new networking technologies and also alternative architecture for the next generation Internet 

(8). This is expected to enhance the flexibility of subsequent network, diversity and 

manageability of the offered services and quality of services capabilities. Some of the virtual 

network applications are IPTV, online game and content distribution systems. Network 

virtualization separates control plane form data plane and as a result decoupling the role of 

traditional Internet Service Providers (ISPs) into two entities: Service Providers (SPs) and 

Infrastructure Providers (InPs). 

Virtual network is composed of two different components which are node virtualization and link 

virtualization. Node virtualization is virtualization of hardware resources and a single substrate 

node may contain a number of virtual routers. Link virtualization allows the transport of multiple 

separate virtual links over a shared physical link. 

  

2.5 Network Virtualization Design Objective 

First idea of network virtualization was developing virtual test-beds for evaluating new network 

architecture. Then a need for a fundamental change was necessary to allow networking systems 

with alternative architecture and different implementation coexist on a shared infrastructure 

platform and to make each VNet appear to a user as a dedicated physical network with dedicated 

resources, networking services and security policies. 

VNets can simultaneously support multiple network architectures, experiments and services (e.g. 

IPTV, VPNs, etc.) and they can be supplied as a service by VNet Provider(s) and delivered to 

VNet users to support their infrastructures and services. Virtualization layer allow forming 

customized networks without requiring for the internet service providers to reach an agreement 

to deploy new protocols. Network virtualization is relatively new research area and one of the 

challenges is how to allocate resources in infrastructure network to virtualized network.  
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2.6 Reference Business Model 

Network virtualization enables various networks sharing the same physical resources. Virtual 

networks can deliver different kinds of applications such as IPTV, live stream and online 

banking. The players in the network virtualization model are different from the traditional 

network model. In this section we present the business roles in the service-oriented network 

virtualization and their relations; further details on the business model are presented in (2). 

2.6.1 Roles in the reference business model  

There are five various roles involved in this business model and here we summarize these roles. 

Physical Infrastructure Provider (PIP):  The PIP owns and manages the physical network 

infrastructure and is responsible for deploying and maintaining physical network resources. The 

PIP is involved in the low level services (i.e. routing) and by using virtualization technology they 

can divide their physical resources into isolated virtual networks. Based on the customer’s 

requirements (i.e. topology, CPU and link bandwidth) the PIP set up the VNet from its resources. 

Service Provider (SP): The SP implements the network protocols on virtual networks to offer 

end-to-end services to the end users. The SP is no longer tied to setting up a costly infrastructure 

to offer his services. Instead, he can use service building blocks offered by Virtual Infrastructure 

provider (VIP) and offer value added services to the subscribers. 

Virtual Infrastructure Provider (VIP): The main role in this model is the virtual infrastructure 

provider (VIP) who finds and brings together virtual resources offered by the PIP and creates the 

virtual network. The VIP offers service building blocks and support SPs or other VIPs with these 

services and he doesn’t deal with subscribers. The services offered by VIP are used by SPs to 

compose new value added services and offer them to the subscribers.  

End Users: They have an agreement with SPs and they are the ultimate users of the value added 

services.  

Service and Resources Registry (SRR): This module acts as the mediators among PIPs and SPs 

and it collects all the information required for finding other parties. The job of this entity is the 

focus of our work that is modeled as a description and discovery framework. 
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The other advantage of this model is that it offers hierarchy of roles. For example, SP who offers 

value added services to the end user can further offer its resources to the other SPs and so on. As 

shown in Figure 1 Hierarchical relationship among different roles in service-oriented 

architecture, each instantiated virtual network could add components on the network below it and 

establishing a vertical hierarchy. VNets could also act as merging layer and give the ability of 

making use of heterogeneous networking infrastructures. This cooperation among PIPs that 

enable the interworking functionalities could be considered as a horizontal dimension. 

 

 

 

Figure 1 Hierarchical relationship among different roles in service-oriented architecture 
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2.6.2 Overview of service-oriented business model for virtual network 

Several factors such as the high cost of deploying infrastructure resources, economies of scale 

and the emergence of utility computing were the motivation behind proposing this architecture. 

This service-oriented architecture is a hierarchical model in which different levels of services are 

offered by various players. Service in this model comprises of value-added services offered to 

end users and also functionalities ranging from low level network resources functionalities to 

high level ones. Four levels of services offered in this model, essential services which refers to 

services delivered by physical Infrastructure provider such as routing and transport services, 

service enablers which consist of functions used for end-user services (e.g. session management 

and security) along with service building blocks are offered by virtual infrastructure provider 

This model is presented in Figure 2 and it proposes five different business roles; physical 

infrastructure provider (PIP), service provider (SP), virtual infrastructure provider (VIP) and 

consumer and services and resources registry (SRR).  Physical infrastructure provider (PIP) 

owns the physical network infrastructure and by using the virtualization technique it can isolate 

its resources into different partitions. The SP offers the value-added services and holds the 

agreement with the consumer while the VIP is responsible for finding virtual resources offered 

by PIPs and instantiate VNet. 

In a sample business scenario, a SP who wishes to offer QoS-enabled services to the end users 

requires a scalable virtual network in order to deploy its services. The offered services are 

designed to be consumed on-demand meaning the additional resources should be easily 

requested and added to improve the performance of the network.  The instantiated virtual 

network would advantage from having value added properties such as security and QoS schemes.  

The SP sends the VNet request with all the details related to the resources it requires. The VIP 

evaluates the VNet request and allocates the related required resources with the participation of 

the PIP. Finally, the SP has access to the VNet created in order to offer its services to the 

subscribers.  In the next section we discuss the architecture of the proposed framework.  
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Figure 2 Business model for service-oriented architecture as proposed in (5) 

   

2.6.3 Reference Architecture 

Figure 3 Service-oriented architecture shows the high level of the service-oriented architecture 

which composed of two levels of VNets. In this layered architecture the PIP is represented in the 

physical level, the VIP is represented at the first virtual level and the SP is represented at the 

second virtual level. The VIP who wishes to offer service building blocks sends his request to the 

PIP and after resource discovery the VIP is able to make its instantiated virtual network. The 

Service Provider who wants to offer end to end services to the subscribers negotiate with the VIP 

and build its service over the scalable virtual network so that if there is a need for additional 
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resources it can be easily requested and added to satisfy the requirements of the SP and improve 

the overall network performance.   

For managing the information transactions and organization a resource-broker approach has been 

offered. The introduced resource and service broker organizes the communications among 

different roles.  The resource broker is the entity through which the participant parties are able to 

publish their resources and discover other parties’ resources. It also provides the ability to select 

the best resources based on their characteristics and properties through the five-step embedding 

algorithm which is proposed in this work.     

In this thesis we propose a new algorithm for resource selection and embedding for virtual 

networking environments based on a service-oriented network virtualization architecture 

proposed in (2). In the following section we give a descriptive review on network virtualization 

mapping problem in general. 
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Figure 3 Service-oriented architecture (2) 
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2.7 Summary 

In this chapter we presented related works in VNet embedding problem. VNet embedding 

problem aims to utilize the substrate network resources in the most efficient way. A detailed 

explanation of the VNet business model and architecture was presented. We realized that five 

roles are involved in the studied VNet business model. Service provider who offers the end-to-

end services to the end user, physical infrastructure provider who offers the physical resources to 

the virtual infrastructure provider and the virtual infrastructure provider who wishes to instantiate 

the virtual network selects the best resources from PIPs and therefore build their virtual network. 

There is another role called broker who acts as the mediators among PIPs and SPs and collects 

all the information required for finding other parties. In the next chapter we present a complete 

survey in virtual network embedding problem and compared existing algorithms based on their 

objectives and the metrics they take into consideration.   
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Chapter 3 

Literature Review  

In this chapter we performed a complete survey for existing solutions for virtual network 

embedding problem and we compare different approaches based on different metrics.  

3.1 Network Virtualization mapping problem 

One of the main issues in network virtualization is an efficient utilization of substrate network 

resources which is dependent on efficient approach for virtual network embedding. Virtual 

network embedding refers to mapping virtual networks on physical substrate network resources. 

For each request made for creating virtual network the virtual network embedding is responsible 

for mapping virtual nodes on physical nodes and virtual edges onto one or more physical paths. 

The Virtual Network embedding problem is a NP-hard problem even considering the offline 

mode in which the requests are known in advance and most of the existing solutions are heuristic 

algorithms. Previous researches have certain limitations, some of them only consider specific 

constraints such as bandwidth (9) or they consider offline version of VNet requests (10)  or their 

work is limited to specific type of topologies such as hub-and-spoke (11).  

 This problem has gained a lot of attention in recent years (10, 12, 13, 14) due to the fact that the 

efficiency of the mapping algorithm can profoundly improve the number of VNets that can be 

placed on the physical resources and to reduce the consuming time. 

The objective of virtual network mapping is to accept more virtual requests and therefore make 

efficient use of the substrate network while satisfying the nodes and links’ resource constraints 

and reduce the embedding cost and increase the revenue for providers. Figure 4 Concept of 

virtual network mapping illustrates the concept of the virtual network mapping where a virtual 

network is embedded in a physical network. As seen in the picture, two virtual nodes from the 

same VNet are generally embedded in different physical nodes, while two virtual nodes from 

different virtual network can be embedded in the same physical node.  
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In the next part we will review resource discovery and allocation in network virtualization and 

we present three of the current existing algorithms and comparing them in terms of the technique 

and their approach along with their limitations. 

 

 

Figure 4 Concept of virtual network mapping 

 

3.2 Resource discovery and allocation in network virtualization  

 As discussed earlier in this work, various roles are involved in the network virtualization 

environment. The PIP (Physical Infrastructure Provider) who manages the physical network and 

offers its resources in order to create isolated slices using virtualized techniques. The SP 

(Service Provider) offers services directly to the end uses which could be either simple or the 



17 

 

combination of service building blocks. The VIP (Virtual Infrastructure Provider) searches for 

virtual resources and put them together to create virtual networks. The VIP works with SPs or 

other VIPs with services but he doesn’t have any direct agreement with end-users.  

In the service-oriented business model, PIPs are responsible for allocating a section of their 

resources to VIPs and VIPs allocate their VNets (offering service building blocks) to SPs.  This 

whole procedure is achieved via virtual network (virtual nodes connected by virtual links) 

embedding on one or more physical networks (physical nodes connected by physical links). This 

separation of roles allows each PIP only manages its physical infrastructure while each SP 

focuses on delivering the end-to-end services (requested resources from VIP) to the customers. 

VIP is responsible for creating virtual network based on SP request (15). 

In service-oriented network virtualization architecture virtual network embedding involves 

different steps and the cooperation of the business roles. We present the steps as follows: 

1. Resource Description: The PIPs offer their resources and the VIPs lease those that 

satisfy their requirements. PIPs require describing their resources (node and links 

characteristics) in order to facilitate the discovery step to retrieve information.  

2. Resource Publication: PIPs advertise their resources through the broker. Generally the 

description of the resources is stored in the repositories or a discovery framework so that 

they can be acquired by the VNet requestors. 

3. Resource Discovery: resource discovery is the phase when VIPs try to find the available 

resources in the underlying physical network. Resource discovery becomes ongoing step 

when various PIPs are involved and is delivered through a VNet request. A VNet 

requests delivers all functional and non-functional requirements of the VIPs to the broker 

who has the information of all the PIPs.  

4. Resource Selection: This phase is about finding a set of appropriate nodes and links in a 

way that the characteristics of the nodes and links in the VNet request could be fulfilled.    

5. Resource Negotiation:  In this phase the SPs negotiate with various providers in order to 

select the most suitable one. They consider both the properties of the resources and also 

the QoS attributes. 



18 

 

6. Resource Embedding: this phase is the process of allocating physical resources to VNet 

requester (16). 

In this work our focus is to propose an algorithm for resource discovery and selection. In the next 

part we will review the existing algorithms on resource discovery and mapping and in the next 

chapter we present our model. 

3.3 Current Existing Mapping Algorithms 

The main resource allocation challenge in network virtualization is the question of how to map 

virtual networks in physical networks and in the researches this problem is considered as virtual 

network embedding problem. The optimal resource allocation approach is necessary to provide 

customized end-to-end services to the customers. The performance of different algorithms can be 

compared based on various objectives (i.e. QoS, business revenue and acceptance ratio) (17). 

There are many different mapping algorithms proposed in the literature to solve the virtual 

network mapping problem. The main objective of these algorithms are making an efficient use of 

the substrate network, improving the business profit by increasing the number of successful 

mapping and making a fast and responsive framework. However, those applications that have 

specific constraints such as packet loss rate or delay (end-to-end QoS attributes) could suffer 

from the poor performance if paths with high packet loss and end-to-end delay are utilized. 

Moreover, in the service-oriented architecture many scenarios exist in which applications have 

different network constraints and have specific preferences for each of them. For example, one 

application may require shorter paths for fast packet forwarding and low packet loss for better 

throughput.   

 Hence, there are some challenges in this topic that makes it difficult such as constraint on link 

and nodes, which is mainly CPU for nodes and bandwidth for the links. There are some 

additional constraints such as node location, link delay and QoS attributes which hasn’t been 

addressed in most of the proposed algorithms. The other obstacle in network virtualization 

mapping is the online request, in most conducted researches the arrival of virtual requests are 

based on a distribution instead of arriving all at large mixture. It is also important for the method 

to cover various types of topologies instead of only consider some specific topologies (such as 

hub-and-spoke). A survey of network virtualization mapping algorithms could be found in (18).   
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3.4 Static vs. dynamic approaches 

In static approaches once the VNet request has been embedded to the substrate network, the 

selected physical resources will be fixed regardless of the actual consumption during the VNet 

lifetime. In dynamic approaches, the virtual network embedding is dynamically adjusted to adapt 

to some external conditions such as path splitting. 

3.5 Requirements for our virtual network embedding algorithm 

Based on the performed literature survey, our VNE algorithm has to cover certain requirements. 

The requirements for VNE algorithm are as follows: 

1. The VNE algorithm should support diverse topologies. Since virtual networks have 

diverse topologies, some of them (tree or hub-and-spoke) may be more common. 

2. The VNE algorithm should consider both functional and non-functional attributes of a 

node. Functional attributes are node type, interface type, operating system, virtual 

environment type, network stack type, storage type, lick virtual technique and link type. 

Non-functional attributes which could be called as time-variant ones are those that 

change over time such as bandwidth, delay, CPU and packet loss. 

3. In order to be practical, the VNE algorithm should handle requests as they arrive 

(dynamic requests) 

4. The algorithm should support ranking and reputation of resources based on their QoS 

attributes to ensure efficiency of the selection process. 

For the literature review, we surveyed 9 existing algorithm and compare them in the Table 1. 

Previous studies in virtual network embedding were limiting the problem scope in different 

ways. Some assumed that all the requests are known in advance (19) and (20), some works don’t 

consider the node constraints (21) and (22) while some don’t consider admission control (19, 20, 

11) or they only consider a specific topology (19). The VNE approaches can be categorized to 

static or dynamic approach, one-stage VNE algorithms and two-stage VNE algorithms. 

In (10) the authors proposed two types of virtual network assignments. Their objective was to 

provide a balanced link and node stress in the substrate network. The first one is the VNet 

assignment without reconfiguration (fixed through VNet lifetime) which is a basic scheme to get 
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near optimal substrate node performance and use it as a building block for other algorithm. The 

second algorithm is the VNet assignment with reconfiguration in which they developed a 

selective VNet reconfiguration scheme that prioritizes the reconfiguration for the most critical 

virtual networks (those on highly stressed nodes and links). In their work the main resource used 

by VNet nodes and links are CPU and bandwidth. The results show that reconfiguration only a 

subset of the most critical virtual networks reaches most of the benefits of dynamic 

reconfiguration while keeping the cost low.     

In (11), a topology-based approach is proposed which is a combination of backbone-star 

substrate network topologies based on traffic constraint virtual network design. Directional 

graphs make this solution suitable for geographical spare networks however they consider the 

offline problem in which the requests are already known in advance.  Their objective is to 

minimize the cost and they used the Mixed Integer Quadratic Programming to model their 

problem. The backbone-star topology consists of a backbone-node (single, centrally located 

node) and access node (has a single edge connecting it to backbone-nodes). Traffic constraints 

include termination constraint (describe the total traffic terminating at the virtual network’s 

access node), pairwise traffic constraint and distance constraint. The backbone node mapping is 

performed through these steps:  

1. Select an arbitrary mapping of backbone nodes  

2. Connect access nodes to backbone nodes (in each iteration)  

3. Find shortest paths between backbone node and access node  

4. Determine link capacities (linear programing)  

5. Find the best backbone node mapping.  

Constructing a complete VNet topology with defined link capacity from previous steps, now we 

explore alternative backbone node mapping with the same VNet topology and link capacity. The 

process continues from the second step using the best backbone node mapping and will stop 

when there’s no further improvement or a maximum number of iteration is reached. The 

limitation of this approach is that it assumes link capacities are sufficient to relax some 

constraints. 

In (4), instead of restricting the problem like (10) and (11) they made the substrate network more 

supportive of the VNet embedding problem. They propose a simpler algorithm that make more 
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efficient use of the substrate resources and include path splitting and path migration algorithms. 

They also consider online approach in which the requests arrive randomly and leave the substrate 

network after certain time. They classify four main properties of the virtual network embedding 

problem. 1. Online vs. offline request 2. Limitation of node and link constraints 3. Admission 

control (to reject the requests if the resources are not efficient) 4. Variation in virtual network 

topologies. For node mapping they consider the CPU and location constraints while for link 

mapping the bandwidth has been considered. They use a greedy algorithm to assign nodes in 

which they sort and prioritize requests based on their potential revenues and then process them in 

order of priority. Candidate substrate node for each virtual node is determined based on available 

resources and requirements. For each virtual node the substrate node with “maximum available 

resources” is allocated. To assign links, for each virtual node, the k-shortest paths are computed 

and bandwidth requirements are considered. If none of the path could satisfy the bandwidth 

request, the request will be put in the queue. In order to make more efficient link mapping, it’s 

better to make the physical paths shared by different virtual links rather than mapping of each 

virtual path completely to a single substrate path. In this approach, if a request arrives with a 

required bandwidth, but none of the substrate links have that specific bandwidth, the request will 

be rejected. While using path splitting allow the links with different capacities to serve the 

required bandwidth and support the VNet request which leads to the better resource utilization, 

reliability and load balancing.  

In (23), authors propose an approach to mapping the virtual nodes as closely as possible in the 

substrate network and then assigning virtual links to the shortest paths which satisfy their 

demands. To embed a new VNet, virtual nodes with bigger resource requirements are mapped 

first. They used k-shortest paths algorithm to find paths between each pair of nodes and the 

effect of varying k for k-shortest paths on different substrate networks is analyzed. If a VNet 

request is rejected, it is stored at the end of the requests queue so that it may possibly be mapped 

later. They consider admission control and online VNet request and they don’t limit the solution 

to any specific topology. The proposed approach in (4) utilizes node resources effectively but 

can make the nodes places far apart from each other and result in relatively longer paths. 

However, in (23) the solution focus on placing the virtual nodes as closely in the substrate as 

possible so the paths found for the virtual links mapping are the shortest in length.  
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The first proposal of a distributed approach was in (22) where two main entities, the substrate 

network and virtual network, are considered. The objective is to map virtual network requests on 

substrate networks efficiently while minimizing the cost. Unlike previous solutions the approach 

in this work is distributed on all the substrate nodes. The advantages of this multi-agent based 

approach are making the framework more robust by avoiding the single point of failure and 

allowing parallel high-speed processing of multiple VNet requests. The limitation of this work is 

the assumption of unlimited substrate network resource (CPU and bandwidth) and the offline 

assignment. A VNet mapping protocol is proposed to communicate and exchange messages 

between agent-based substrate nodes to achieve the mapping. Nodes handling the intelligent 

agents should be able to decide which mapping action to undertake. The solution is based on a 

VNet decomposition into elementary clusters (hub-and-spoke). Virtual nodes with higher 

capacities are selected as hubs and others as spokes. For mapping each hub-and-spoke cluster to 

substrate network, the substrate node with the highest capacity is selected as a root node and the 

hub node is assigned to it. Spokes nodes are then assigned by root substrate nodes based on a 

shortest path algorithm. After mapping all of the nodes and links, the cluster is removed 

(logically) and the same is repeated for other clusters. Selected substrate nodes need to 

communicate, collaborate and interact through a communication protocol to perform the above 

algorithm.  

PolyViNE (24) is a policy-based distributed inter-domain embedding framework. The authors 

deploy a distributed protocol that coordinated participant InPs and ensure competitive pricing at 

every step of the process. Each InP uses its own policies to take decisions without any external 

restrictions, however the framework creates a high level competition among all the InPs by 

introducing competitive bidding. The substrate network contains multiple InPs, each one 

contains various substrate nodes and links and the border nodes in each InP connect it to other 

InPs through inter-domain links. In their model the service provider advertises its request to a 

number of InPs and their response indicates the ability of each InP to embed the requested virtual 

network and related cost. The service provider chose the offer with the lowest cost and 

meanwhile, InPs can communicate with each other during the matching process, if one InP does 

not have enough resource it distribute the request to others (by using the location constraints to 

forward the request). InPs can jointly participate in the bidding process and together provide 

resource for a single VNet request. 
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In (25) the authors proposed an auction based approach in which a partitioning algorithm with 

the goal of minimizing the cost and satisfying the SP’s location constraints has been proposed. 

Their model is an open market model for automated service negotiation and contracting in 

network virtual embedding. The InPs in this model participate in a two-stage Vickery auction 

model. V-Mart offer an environment in which InPs can participate in a faithful and fair 

competition through auctioning over the VNet resources and for the SPs, it offers a customer-

driven (considering SP as customer) virtual resource partitioning and contracting engine. Their 

model is flexible and the SP has the freedom to choose the best contracting strategy among 

multiple InPs instead of choosing a set of service offerings with pre-specified configurations and 

levels of performance from the InPs. They also propose a fair Market and the negotiation 

between SP and InP is being performed in a way that the SP is protected from pricing 

manipulation of the InPs and the InPs are able to compete with each other in an open and secure 

manner. The model is automated in a way that the negotiation and contracting process is 

automated to handle quick and on-demand VNet request. They also claim to have an efficient 

model both in terms of running time and the number of auctioning iterations. In this model The 

SP send a Request including the virtual topology and the requirements on the virtual resources. 

Then, each VNet bidder (InP) has to indicate the virtual resources it is willing to host and the 

related cost done in 2 steps. First the VNet bidder performs embedding of the VNet. Second, the 

VNet bidder provides a price quote. Afterwards, the SP obtains a set of price quotes for each 

virtual resource from the VNet bidders and partitions the VN into multiple segments and attaches 

them to specific VNet bidders. When all the list of segments is sent to all of the VN bidders as 

well as the winning VNet bidder of each segment and the winning Vickery price, the InPs make 

one last sealed bid that is upper bounded by the winning quote. Finally, the final winner of each 

segment is determined by the SP and they make the contract. The two recent auction approaches, 

the auctioneer plays the role of a central entity leading to resemblance to a centralized 

architecture.  

In (26) the authors propose an aggregation-based discovery for virtual network environment. In 

this model, each InP has a monitoring agent which performs the task of monitoring aggregation 

values of certain dynamic attributes. InPs advertise their static attributes in a repository that can 

be reached by VnP. The aggregation values of certain dynamic attributes are monitored by a 
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Monitoring-Agent. They perform an initial filtering VNet requests over the set of the conditions 

that assure each VNet request satisfies certain set of basic requirements such as CPU and 

bandwidth. For each VNet request, max CPU requirement, total CPU, Max BW requirement and 

min total BW will be calculated and compared with their aggregation peers obtained from the 

substrate. Those substrates that cannot satisfy the requirement will be ignored by VNP and next 

one will be considered. Although Monitoring dynamic attributes make a heavy overhead on the 

network, it is highly needed in order to make an accurate embedding decision. To reduce the 

overhead instead of monitoring each single attribute individually they do the monitoring by 

calculating the aggregation of the monitored parameter. Aggregation values are calculated for 

individual substrate only after a change occur (successful VNet embedding, VNet departure); 

therefore, resources used for calculating aggregated do not impose a significant overhead. This 

approach gets more complicated when many VNPs are interacting with many InPs and the 

failure detection and capability of splitting VNets over multiple InPs are some of the challenges.    

Table 1 Comparioson among existin VNE algorithms 
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In (27) a discovery framework is proposed for 4WARD (28) model in which they deploy a 

clustering approach for resource discovery. Each element is described by two types of attributes: 

functional such as type of node, virtualization tool and the OS and non-functional attributes such 

as bandwidth, capacity, cost or QoS. The framework deploy an approach in which they cluster 

the resources information and demonstrate them in a tree structure called dendrogram, a sample 

is given in Figure 5. They perform the selection phase based on this approach. First they compare 

the root of the tree with the receiving resource requirement; if they match they move forward to 

the leaves of the tree. Otherwise, they reject the request and evaluate the next coming request.  
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Figure 5 Sample dendrogram (27) 

 

This approach facilitates the matching process by clustering the resources in a tree structure but 

it has its limitations. This framework doesn’t consider the non-functional attributes which vary 

with time due to the overhead that monitoring creates on the network. The other limitations of 

this framework is if multiple PIPs have the same attributes then there is not additional 

constraints to distinguish the resources such as location and cost and the VIP should deal with 

all of them.  

In (29) the authors apply Markov Random Walk (RW) model to rank a network node based on 

its available resource and topology attributes. For their first algorithm, they propose node 

mapping and link mapping as two steps of the network embedding as most of the researches in 

the literature. In node mapping stage they consider rank of the nodes and then use the shortest 

paths with un-splittable paths and solve the multi-commodity flow problem for splittable paths. 

They propose another algorithm which embeds both nodes and links in the same stage and use 

breadth-first search. 
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As shown in the Table 1, the existing algorithms for virtual network embedding are not 

satisfying our requirements and in this work we propose and evaluate our QoS-based resource 

selection approach for virtual network based on the given requirements.  

 

3.4 Summary 

In this chapter we presented a survey for existing virtual network embedding approaches. We 

presented the analyses and applications available in literature. It gives a brief and clear 

classification of virtual network embedding algorithm and explained approaches in detail. We 

have also compared the existing algorithms in terms of different approaches and the metrics they 

consider in their approaches. In the next chapter we present our QoS-based algorithms in detail 

along with the formulas used for node and link mapping. 
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Chapter 4 

QoS-based Resource Selection Approach for Virtual Networks 

4.1 Introduction  

Our proposed selection and embedding algorithm for virtual networking environments is based 

on the service-oriented network virtualization architecture presented in (5) and is a heuristic 

algorithm which considers static attributes along with dynamic attributes of nodes and links and end-to-

end QoS constraints. The resource broker proposed as part of this architecture allows the different 

roles to publish their resources and discover other role’s resources. The broker has to make use 

of an efficient mapping algorithm in order to discover the most suitable resources based on 

properties requested in the VNet request and select the resources accordingly. The selection 

algorithm is used in two levels within the network virtualization hierarchy. At the first 

hierarchical level, the VIP wishes to instantiate the VNet and sends the request to the broker and 

the broker who has the information of the PIPs selects the best resources using the algorithm. At 

the second level, the SP wishes to build VNet and use the service building blocks offer by the 

VIP. In this level the QoS attributes should be considered. For the second level, the algorithm 

ranks the services based on their QoS parameters and the selection is performed depending on 

the type of the requested service. For example some services need low delay while some services 

require high throughput. In this section we propose our embedding algorithm in service-oriented 

virtual network environment.  

4.2 Proposed Requirements 

Candidate selection is the process of selecting the best resources or in case of multiple PIPs, the 

best PIP by analyzing all physical node and links to find the optimum matching substrate 

resources to host the virtual ones. Based on the service-oriented architecture our algorithm has to 

cover following requirements: 

 The Selection Algorithm needs to consider both functional and non-functional attributes 

of a node. Functional attributes are node type, interface type, operating system, virtual 
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environment type, network stack type, storage type, link virtual technique and link type. 

Non-functional attributes which could also be called as time-variant ones are those that 

change over time such as bandwidth, delay, CPU and packet loss.     

 The algorithm has to rank the PIPs and VIPs based on the QoS of their services. 

 The algorithm should be dynamic and performs remapping if required. The example of 

dynamic nature of the model is a service provider who might deploy a new service at any 

time and maybe decides to terminate the service when it’s not as profitable.  

 It is desired to propose a simple algorithm as much as possible in order to avoid heavy 

computations.  

 

4.3 Resource Selection and Monitoring in Virtualized Network 

Candidate selection is the process of selecting the most suitable PIP by analyzing all the link and 

node resources to find the optimum matching substrate resources to host virtual resources. Upon 

receiving a resource discovery request, the broker selects the most appropriate resources that are 

aligned with the requirements as specified in the request and in return it identifies the list of the 

candidate resources. In the last stage of the algorithm (depending on the level of the 

virtualization) the QoS attributes of the offered services are ranked and considered in the 

selection procedure. The flowchart of the algorithm is given in Figure 6 Flowchart of the QoS-Based 

Approach for 

1. Input set for virtual network mapping algorithm 

2. Matching step which considers functional attributes of nodes and links 

3. Filtering step which considers non-functional attributes of nodes and links  

4. Aggregation algorithm in which  the link mapping occurs using K-shortest path and the 

characteristics of the paths are computed using specified function of the application     

5. Ranking which is related to the ranking of the links in PIPs based on their QoS 

constraints and resource allocation based on the requested service 

6. Selection which is the final stage of the algorithm and the selected substrate nodes and 

links will be identified 
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The algorithm in this work, models requests that are known in advance (offline requests) for 

virtual network instantiation on the substrate network. Each request specifies the topology of the 

virtual network, along with functional and non-functional attributes as well as the QoS 

requirements. The algorithm assumes that the customer will specify the characteristics of their 

resource requirements very clearly and the broker is responsible to advertise the available 

resources. The input consists of different scenarios and network topologies and we evaluate the 

algorithm for each of the scenarios. Certain metrics used for evaluation of the algorithm in terms 

of the efficiency and execution time. In the following, first we describe the requirements for the 

algorithm, and then we present the operation of the algorithm. At the end, different input sets for 

various scenarios and the metrics for evaluation purposes are discussed. 

The algorithm requires two types of inputs. Input for substrate network, which represents the 

physical infrastructures which host the virtual network. The other input consists of multiple 

virtual network requests which have to be embedded onto the physical network. In the request, 

all the functional and non-functional attributes of the nodes and links are given. There are also 

various constraints on both links and nodes. The substrate links have a limited bandwidth and the 

nodes have also limited processing power resources which make it hard to keep track of them all 

the time.  

After the arrival of the request, in matching phase the algorithms searches for functional 

attributes of the nodes and links and selects the nodes and links accordingly. Functional 

attributes are those attributes that are static and will not change during the time. The example of 

functional attributes is node type, OS type, virtualization environment and link type. 

After the matching phase, the algorithm filters the process by considering non-functional 

attributes such as CPU, BW, end-to-end delay and packet loss. In the filtering stage the node 

selection is performed based on the nodes that have the maximum available capacity among the 

substrate nodes to allocate the virtual nodes that require the largest CPU. For mapping the virtual 

links, the k-shortest path algorithm has been used and the substrate paths will be selected 

accordingly. The detailed description of the k-shortest path algorithm is given in the Appendix 

A. 
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In our algorithm, we introduce a ranking mechanism through which we rank the links in PIPs 

based on their QoS constraints and allocate the resources based on the ranking. For different 

applications offering different services to the end-users the QoS constraints are different. Based 

on the required service in the VNet request the algorithm perform the mapping to ensure the QoS 

requirement are satisfied and each VNet request benefits from whatever QoS attribute it requires 

the most. For example VoIP which represents voice over chat requires minimum delay while 

web which refers to the general web traffic requires low bandwidth, small delay and for online 

streaming services, we require a high bandwidth. Based on these assumptions the algorithm 

performs the ranking paths based on QoS attributes.   
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Figure 6 Flowchart of the QoS-Based Approach for Resource Selection in Virtual Networks 
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4.4 Modeling physical and virtual network 

The algorithm in this work models VNet requests that are already known in advance. All 

scenarios assume a complete knowledge of all virtual network resources that should be mapped 

into substrate resources. Each request specifies the topology of the virtual network, along with 

functional attributes and non-functional attributes and the QoS requirements. 

4.4.1 Substrate network model 

The substrate network is represented by an undirected graph denoted by G
s
(N

s
, L

s
, Cs 

n
, Cs 

l
)  in 

which the substrate nodes (N
s
) are modeled as the vertices of the graph and the substrate links 

(L
s
) as the edges. Each node in the substrate graph has attributes denoted as Cs 

n as follows: CPU 

C(n
s
) which denotes the available capacity of the physical node ns, location loc (n

s
) which is a 

coordinate of the physical nodes. The link attributes denoted as Cs 
l
 are as following: bandwidth 

b (l
s
) which denotes the available bandwidth capacity of the physical link ls, delay d (l

s
) and 

packet loss pl (l
s
) denote the delay and packet loss percentage of the physical link respectively. 

Consider P
s
 a set of substrate paths in the substrate network G

s
, the available bandwidth capacity 

AC (P) related to a substrate path P∈  P
S
 between two substrate nodes is calculated as the 

minimum residual capacity of all the links in the substrate path:  

AC(l
S
)=𝑏(𝑙𝑠) − ∑ 𝑏(𝑙𝑣)𝑙𝑣|𝐿𝑠                           (1)                   

AC(P) = min AC(l
S
),   l

S
 ∈ P         (2)  

4.4.2 Virtual network model 

The virtual network is also represented as G
v 
(N

V, 
L

V
, C v

n
, Cv 

l
)  in which virtual nodes are 

presented as N
V
 and virtual links as L

V
 .Each node in the VNet requests is associated with certain 

characteristics as follows: CPU C (n
V
), Bandwidth b (l

V
), the maximum delay allowed in the 

virtual links d (l
V
) and location of each node loc (n

V
). All the node attributes and link attributes 

in the virtual network request are denoted as C v
n
, Cv 

l
 respectively. 

Location in our model can be considered as specific policy for VIPs that may require the 

physical node to be in specified area. For this element we have taken into consideration the 

location of physical nodes and the desired location of the virtual nodes. We define a Distance 

denoted by D
V
 in the request which specifies how far a virtual node can be located from the 
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given location. Each virtual link l
v∈ L

V
, is associated with bandwidth b (l

V
), delay d (l

V
) and 

packet loss pl (l
V
). The adjacency matrix 3 and 4 represent the connectivity of the physical 

network and the virtual network. The rows and columns of the matrix represent the vertices of 

the graph with 1 or 0 depending on whether the related nodes are adjacent or not. 

(3) AM 
s
ij

      1, the physical node i is connected to j
 

            0, else 
 

(4) AM 
v
mn 

   1, the virtual node m is connected to n 

             0, else
 

4.5 Virtual Network Embedding Model 

Virtual network embedding is defined as a mapping denoting by MAP from G
V
 to a subset of G

S
 

such that the constraints in G
V
 are covered. MAP: (G

v
, C v

n
, Cv 

l
)→(G

s
,Cs

n
, C

l
s) 

The mapping consists of node mapping and link mapping stage as following: 

Node mapping:  MAP
N
: (N

v
,C v

n
) → (N

s
, Cs

n
) 

Link mapping:   MAP
L
: (L

v
,C v

l
) → (L

s
, C 

l
s) 

 

The left side of Fig.7 shows an example of the VNet request and the right side of it shows the 

VNet mapping solution. As the picture shows the nodes of the request are mapped to substrate 

nodes 1, 3 and 5. The virtual links (a, b) are mapped to the physical paths (1, 5) and (a,c) are 

mapped to physical path (1, 2, 3) and (b, c) are mapped to (3, 4, 5) with respect to CPU and 

bandwidth. 
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Figure 7. Example of VNet Mapping 

  

4.6 Objective Description 

The mapping algorithm may have multiple objectives. In this thesis, our objective is to find a set 

of substrate nodes subject to the requirements in the VNet request so that the total acceptance 

ratio and the revenue are maximized and the cost of the mapping is minimized. We have also 

taken the runtime into account and it is used in evaluation chapter (Chapter 5) to estimate the 

algorithm’s efficiency.  

4.7 End-to-end Virtual Resources’ Selection and Mapping Algorithm 

Our proposed mapping algorithm (30) consists of five different steps and in each step certain 

criteria have been considered. The five steps are as following: Matching, Filtering, Aggregation, 

Ranking and Selection that will be explained in detail in next section. Generally applications that 

the quality of the end-to-end services play an important role can benefit from the proposed 

algorithm such as customizable networks, layer 3 VPNs and VoIP. 

4.7.1 Matching 

Candidate matching is finding a set of available substrate resources based on functional 

attributes that comply with the requirements specified by the VNet request.  
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In a VNet request the virtual links and nodes topology and their requirements are given 

specifically. A virtual node could possibly be a virtual host or a virtual router/switch. A virtual 

link can map over multiple physical links forming a physical path. A virtual link is usually 

mapped to multiple physical paths so it can satisfy some of the constraints of the virtual link 

such as bandwidth constraints that cannot be satisfied using a single path. (31) 

In this phase only functional attributes which include typically the static parameters like 

operating system type, network stack, node/link type and virtualization platform are considered. 

The non-functional attributes which include real-time parameters (e.g. processing power, 

memory, and actual capacity) will be considered in the next steps of embedding. 

In the first step of the algorithm, we partition and organize the resource descriptions. We have 

divided the resource matching part into two sections, substrate resource adder and substrate 

resource finder. The substrate resource adder builds a tree based on the resource description by 

the PIP in such an order so it is known that which specification is being dealt in each layer of 

the tree.  We can easily add or remove resources whenever the PIP add or remove its resources. 

First we need to import the PIP resource specifications in the framework and then search 

through the data to select the most appropriate ones. 

Upon receiving a request the substrate resource finder search the tree based on the requested 

attributes. Then in each children of the tree it finds the nodes with the required specifications and 

stores the potential candidates. At the end, the intersection of all the potential candidates with 

required specifications is our output for this phase. The VIP uses this framework to discover and 

match available resources using the VNet request. 

 

A. The Matching Algorithm (substrate resource adder) 

1. Create the structure array with the specified resources and fill it according to their 

functional attribute as shown in Figure 8. 

2. At any time that a resource has been added to the service and registry we have to add it 

so it will be added among the resources for the coming virtual network request. 
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Figure 8 Substrate Resource Adder in Matching Step 

 

B. The Matching Algorithm (virtual resource finder) 

1. Upon receiving the request, Virtual Resource Finder start searching through the tree 

and for each specification it stores the candidate resources. 

2. After searching the whole attributes, the intersection of all the candidate resources are 

the resources that have all the specifications that has been requested. 

3. The output is all the resources with the requested functional attributes.  

 

For our model we consider the following functional attributes for node. Node type: virtual router, 

virtual switch, virtual access point, virtual base station, interface type: Ethernet, Optical/Fiber, 

Radio (Wife, WiMax), ATM, frame relay, operating system: Linux, windows, Solaris, UNIX, 

virtual environment type: VMware, Zen,  KVM, network stack type: TCL/IP, UDP/IP, IP/ATM, 

IP/Ethernet, storage type: SSD , HDD. The link functional attributes are as follows: link virtual 

technique: ATM, MPLS, Ethernet 802.1g, VLAN, link type: VLAN, SONET, 802.11. 
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4.7.2 Filtering  

When a virtual network request arrives, the substrate network has to determine whether to accept 

the request or not. If the request is accepted, then the substrate network selects the suitable 

resources for the VNet and allocates network resources on the selected substrate nodes and paths. 

Substrate network resources need to be measured and compared with the VNet requirements.    

Generally the physical nodes are used incompletely by some of the virtual requests and it is 

essential to calculate the remaining capacities of the substrate resources. AC (n
s
) denotes the 

available CPU capacity of the substrate node n
s
 ∈ N

s 

 AC (n
S
)=  𝑪(𝒏𝒔) − ∑ 𝒄(𝒏𝒗)𝒏𝒗|𝒏𝒔                   (3)       

Where n
V
|n

S
 denoted that virtual node n

v
 is hosted on the substrate node n

s
. The aim of node 

mapping is to select the node which has more collective bandwidth of outgoing links among 

multiple similar nodes (in terms of resource availability). The amount of available resource for 

substrate node n
s
 is defined by:  

AR(n
s
)= AC (n

S
) ∑ 𝐀𝐂(𝒍𝒔)𝒍𝒔∈𝑳(𝒏𝒔)                  (4) 

where L(n
s
) is the set of all adjacent substrate links of ns, AC(n

s
) is the  available capacity of ns 

and AC(l
s
) is the available BW resource for the substrate link l

s
. Available capacity of a substrate 

link l
s
  ∈ L

s
 could be derived from equation (5) 

AC(l
S
)= 𝒃(𝒍𝒔) − ∑ 𝒃(𝒍𝒗)𝒍𝒗|𝑳𝒔                         (5) 

where lv|Ls denoted that virtual link lV is hosted on the substrate link lS. The available 

bandwidth capacity of a substrate path P∈ P
s
 is 

AC(P)= min AC(l
S
)  , l

S∈  P                          (6) 

The VNet assignment has been decomposed into two major components node mapping and link 

mapping that will be explained in the next part. 
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A. Node mapping 

In node mapping each virtual node from the VNet request should map to a different substrate 

node In other words, it’s not possible to map two virtual nodes on the same physical node.  The 

constraints for node mapping are given in the following equations: 

C(n
V
)=< AC (MN(n

V
))                              (7)  

dis(loc(n
V
), loc(MN(n

V
))) =< D

v
               (8)  

Where dis(x,y) measures the distance between the location of two substrate nodes x and y. 

Algorithm 1: Virtual Network Node Mapping: 

1. Upon receiving a VNet request // Read the VNet request attributes and substrate network 

attribute from database 

2. Extract C v
n
, Cv 

l 
and

 
D

V 
from the VNet request 

3. While N
v
(i) ≠ 0 do  // while there are non-assigned nodes 

4. ∀ n
v
 ∈ N

v 
(i) do 

5. j=1  

6. Sort (N
s
(j)) // sort the selected nodes from matching algorithm according to node available  

resource (4)   

7. If   C(n
V
)=< AC (C(n

s
(j))) & dis(loc(n

V
), loc(MN(n

V
))) =< D

V  
  

8. ∀ n
s
 ∈ N

s 
(j) 

9. K=0 

10. While  (AC(C(n
s
)) >= C(n

V
)) 

11.  K=K+1 

12. End while  

13. nv
 → n

s 
// n

v 
assign to k-th n

s
 

14. AC (n
S
)=  𝐶(𝑛𝑆) − ∑ 𝑐(𝑛𝑉)𝑛𝑉|𝑛𝑆     

15. AR(n
s
)= AC (n

S
) ∑ AC(𝑙𝑠)𝑙𝑆∈𝐿(nS) // 14 and 15 update the available capacity and resource 

for the node ns 

16. Nv
(i)= N

v
(i)- n

v 
// remove the node nv from list of requested nodes 

17. Else  

18. j= j+1 // go to the next node 

19. go to 6 

20. end if  

21. end while 
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4.7.3 Aggregation 

The next step is to map an edge (l
V
 ∈ L

V
) on a substrate path (P

S
) containing one or more than 

one links. For link mapping we have used k-shortest paths algorithm for finding suitable edges. 

A. Link mapping 

In edge mapping each virtual link is mapped to a substrate path (or multiple paths). The 

substrate paths are those that connect the substrate nodes that have been preselected to host the 

virtual nodes. The constraint for link mapping is given by the following equation: 

AC(P
s
) >= b(l

v
)                                            (9) 

Algorithm 2: Virtual Network Edge Mapping: 

1. Take the request which has successfully passed the virtual node mapping stage.  

2. Create the adjacency cost matrix for the substrate network graph  

3. Search the k-shortest paths between the pair of nodes connected by the edge (mapped on 

nodes by the node mapping algorithm). The output of this algorithm is 

4. a. [shortestpaths]: the list of  K shortest paths  

5. b. [totalcost]: cost of the K shortest paths 

6. After obtaining the k shortest paths, the links of these paths along with their attributes are 

extracted from substrate network.  

7. For all the links of the paths calculate the available BW and delay and packet loss  

8. If  AC(Pi S) >= b(l
v
) & ∑ d(li S) <= d(l

v
) & ∑pl (li S) <=pl (l

v
)   

9. Select the ith shortest path which satisfies the edge demand (according to the edge mapping 

function, SPM).  

10. Call the Rank Function which ranks the paths based on end-to-end service level attribute 

(packet loss, end-to-end delay) and select the paths with the highest ranks 

11. If the edge request is satisfied, update available link capacities of the selected path 

according to (6) and GOTO 12 

12. If this was the last request, then, stop, else, call “node mapping algorithm”. 

In Aggregation, edge mapping solution assigns all edges to the substrate paths and each virtual 

link can be mapped on one or more physical paths. Edge mapping starts by finding edge disjoint 

k-shortest path for each edge of the VNet graph. Afterwards, resources as well as QoS attributes 

of links (delay, packet loss) on each of these paths are calculated and the paths having sufficient 

resources (satisfying the QoS according to the service in demand) are selected. At this point the 

algorithm calls the ranking algorithm and finally it selects the path which has the highest rank. 

Ranking is based on end-to-end service level attributes (max throughput, end-to-end delay) if 
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there are sufficient paths resources to satisfy the request of all the edges then the VNet is 

completely mapped and the request is satisfied. 

4.7.4 Ranking: 

In our work, we don’t monitor the network to measure the network parameters. We assume that 

the application providing QoS will require a performance monitoring and that the data acquired 

by such monitoring system could be used in simulation of the algorithm.  

We propose the ranking for end-to-end QoS attributes for our algorithm. Our purpose is to select 

paths with high quality; therefore, we assign related weight to the QoS parameters according to 

the requested service. After selecting the preliminary nodes and links we calculate the ranks for 

the links in instantiated virtual network and choose the ones with the highest rank to proceed 

with the embedding. We consider max throughput, end-to-end delay as the parameters in our 

simulation but here we give a general equation for the ranking concept based on (32). 

An application with ‘n’ QoS constraints is represented as P1,P2,…,Pn , and each is assigned to a 

specific weight, w1,w2,..,wn according to the importance of the constraints. Note that the addition 

of all the weights should be equal to 1. (w1+w2+…+wn =1) 

By assigning weights to the end-to-end attributes, the intention is that each attributes related to 

the constraints contributes to the quality of the path in proportion to its weight. For example 

VoIP and online gaming require low end-to-end delay while bulk file transfer require high 

throughput. 

According to the constraints (Pi) and the requested value (Ri) the equation 10 shows the quality 

of the path (Q).  

 Q= ∑
𝑃𝑖

𝑅𝑖

𝑖=𝑛

𝑖=1
 wi                                             (10) 

 

Q represents the ratio of the QoS attributes received by an application over the QoS attributes 

requested. The purpose of the ranking stage is to ensure that the algorithm favors high values of 

the metrics that are more important for the requested application. For example minimum end-to-

end delay is the most important QoS attribute for VoIP applications and should acquire the 

highest weight among other attributes.   
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4.8 End-to-end selection and mapping algorithm  

Given the detailed description of each stage of the algorithm, here are the main steps of the 

algorithm: 

Algorithm 3: End-to-end selection and mapping algorithm: 

1. Match all the functional attributes of the VNet nodes and links and specify the candidates. 

2. If no candidate is selected reject the request, go to step11 

3. Filter all the nodes and links from the substrate topology that meet the application non-

functional constraints  

4. If there is no node reject the request and go to step11 

5. Store the nodes and links of substrate nodes that fulfill the requirements  

6. From the VNet request, select a node to perform the embedding 

7. Find the shortest edges using k-shortest path among nodes discovered in step5 and compute 

the path characteristics using the aggregate functions  

8. If no link exists reject the request and go to step 11 

9. Compute the quality of the k-shortest path using equation (10) and based on the quality of 

the direct routes rank all the existing paths 

10. Select the nodes with highest degree (if multiple nodes exist) and the path with highest rank 

in terms of QoS attributes. 

11. If there is more request, go to step1, otherwise go to step 12 

12. If no request left, stop and return the selected nodes and links. 

 

4.9 Example Scenario 

We model the substrate network with 10 nodes with mesh topology (45 links) as shown in Figure 

9 Substrate network.  Numbers in squares represent the CPU, and numbers along the links 

represent the bandwidth. VNet request contains 5 nodes with 6 links along with other attributes 

(CPU, location, BW, Packet loss, delay) as in 10. 
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Figure 9 Substrate network 

 

Figure 10 Virtual network request 

 

After executing the algorithm, first functional attributes will be checked and selected candidates 

go to the next step witch is filtering. In filtering, according to the available capacity of the nodes 

and available resources (the nodes that are connected to more powerful links are considered with 
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higher available resources) the nodes will be filtered. At first, the available capacity of the 

substrate nodes is equal to their actual CPU. After each allocation the available capacity of the 

nodes will be updated and the CPU amount that has been allocated will be deducted from the 

available capacity of the node in the repository. After node selection, the nodes in the VNet 

request will be embedded with the selected nodes from the substrate network. In this step, the 

candidate nodes to host the virtual nodes are selected. 

 In the next step which is aggregation, the paths are selected based on k-shortest path and then 

other attributes, such as BW, delay and packet loss, of the links will be checked and the paths 

with suitable attributes will be selected. In the ranking step, the paths are given ranks based on 

the end-to-end QoS attribute (end-to-end delay, max throughput) according to the QoS 

constraints in the requested service the links with the higher ranks will be selected.  

Figure 11 depicts the mapping process for a sample substrate network and virtual network. The 

substrate network consists of five nodes and five links. The request consists of three nodes and 

three links. As the request arrives, the algorithm will identify the nodes and start searching for 

the candidate node (matching algorithm). As mentioned earlier, only the functional attribute of 

the nodes are considered in this step. Matching Algorithm’s output is all the candidate nodes 

considering only functional attributes. Then in the filtering algorithm, those nodes that possess 

enough capacity and higher bandwidth links attached to them, considering the location of the 

node, are selected for node mapping.  

When all nodes have been selected, it’s time to allocate the links between them. The aggregation 

algorithm performs this job by using the k-shortest path and other calculations regarding the 

available link capacity and QoS attributes such as delay and packet loss. If there is no substrate 

path that satisfies the requirement, the path splitting takes place. According to path splitting it 

will split the path into small bandwidth and then the mapping is performed. For example, if 

bw(ls) is the bandwidth of virtual link it will split into bw(ls)= bw(ls)/2. After splitting the 

bandwidth, virtual link will be mapped onto substrate path which satisfy the requirement. This 

process of link mapping continues until no virtual link is left. 
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Finally, algorithm has a ranking function which ranks the links according to the service the VNet 

user has asked for. For example, if the user needs to establish a voice service the delay of the 

links became more important while for a mail service the packet loss rate became more crucial. 

The algorithm ranks the links based on the requested service and mapped the links with higher 

ranks.  
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Figure 11 Example of mapping process 

4.10 Improving the performance using path splitting 

For improving the performance of the algorithm, we have adapted path splitting which helps to 

make a better use of the resources by allowing the substrate network to accept more VNet 

requests (12). By path splitting, the bandwidth of the path splits into multiple small bandwidths 

to satisfy the resource constraints. Fig 12 shows an example of path splitting (12). On the left 

side of the picture the virtual network request consisting of three nodes and two links arrives and 

the virtual nodes a, b and c, are mapped to physical nodes A, E and F. The links (a, b) and (a, c) 

are also mapped to the substrate paths (A, D, E) and (A, D, F). As seen on the right side of the 

picture, the next request arrives consisting two nodes d and e and a single link. The requested 

virtual link is 30 units and none of the existing path could satisfy the new requested bandwidth 
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and without using the path splitting it would get rejected. However, using path splitting the new 

request could be mapped to nodes D and E and the substrate network allocate 20 units of 

bandwidth on the path (D, E) and 10 on the path (D, G, H, I, E). 

 

Figure 12 path splitting example (12) 

With path splitting, we could get advantage of better resource utilization by connecting the small 

pieces of available bandwidth and let the substrate network to accept more VNet requests. It will 

also lead to better load balancing and reliability. A virtual link l with some capacity constraint, 

for example, Cl, is mapped into multiple paths in the substrate network such that the sum of 

reserved end-to-end bandwidth along the multiple paths is equal to Cl. The traffic is divided over 

the substrate paths as a splitting ratio, such as a ratio of 2:1 in the example in Figure 12. Under 

flexible splitting over multiple paths, the link-embedding problem can be reduced to the Multi-

commodity Flow Problem (MFP) (33). In fact, even having just two paths can significantly 

reduce the maximum load on a network, compared to solutions that limit the traffic flow to a 

single path [24, 19]. Path splitting has another advantage and it’s the existing of multiple paths 

that enable faster recovery from network failures. For example, if there is a failure in link or 

node, the network can easily switch the affected traffic to other paths by changing the splitting 
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ratios. In compare, in a single path setting, a failure requires establishing a new end-to-end path, 

leading to a more severe service disruption.  

4.10.1 End-to-end algorithm using path splitting 

Given the description for path splitting, in the link mapping stage, the k shortest paths are found 

by using the k-shortest paths algorithm using search on values of k until a path is found on the 

substrate network that satisfies the bandwidth requirement of the virtual link. If the substrate 

network allows the path splitting, we will use the multi-commodity flow algorithm to embed 

virtual links to the substrate links. It provides a multi-path routing solution for each virtual link 

using optimal linear programming. Algorithm 4 explains the end-to-end algorithm using path 

splitting in details. 

Algorithm4: End-to-end algorithm using path splitting: 

1. Match all the functional attributes of the VNet nodes and links and specify the candidates. 

2. If no candidate is selected reject the request, go to step11 

3. Filter all the nodes and links from the substrate topology that meet the application non-

functional constraints  

4. If there is no node, reject the request and go to step11 

5. Store the nodes and links of substrate nodes that fulfill the requirements  

6. From the VNet request, select a node to perform the embedding 

7. Find the shortest edges using k-shortest path among nodes discovered in step5 and compute the 

path characteristics using the aggregate functions  

8. If no link exists, then compute bw(l
s
)= bw(l

s
)/2 and repeat step 7 

9. If no link exists reject the request and go to step 12 

10. Compute the quality of the k-shortest path using equation (10) and based on the quality of the 

direct routes rank all the existing paths 

11. Select the nodes with highest degree (if multiple nodes exist) and the path with highest rank in 

terms of QoS attributes. 

12. If there is more request, go to step1, otherwise go to step 13 

13. If no request left, stop and return the selected nodes and links. 
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4.11 Summary 

 

In this chapter we present QoS-based resource selection approach for virtual networks. We 

explained node mapping and link mapping in details. For node mapping, we consider functional 

attributes and we perform a matching step based on that. In filtering step, the non-functional 

attributes have been taken into consideration and for link mapping bandwidth, delay and packet 

loss have been calculated. For link mapping step, k shortest path has been used and if no link is 

found we make use of path splitting in order to map the links more efficiently. In order to offer a 

better end-to-end service, we consider a ranking schema in which the paths are being ranked 

based on their QoS attributes and the service they offer and at the end of the selection process the 

links with highest ranks are selected.  At the end, we proposed another algorithm using path 

splitting which makes the network more reliable and offers better load balancing. In fact, having 

two paths can significantly reduce the maximum load on a network compared to solutions that 

bound the traffic to a single path. 
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Chapter 5 

Performance Evaluation  

5.1 Overview 
In the previous chapter, we have presented the QoS based resource selection algorithm along 

with detailed explanations of each step. The implemented prototype provides a mechanism for 

VIPs to select the best resources from PIPs and therefore build their virtual network. We have 

also presented an example of the whole mapping process. In this chapter, we evaluate the 

performance of the proposed algorithm using the Alevin framework (34) by introducing the 

related metrics and conducting simulation and we discuss the obtained results.  

We performed extensive experiments to evaluate the performance of the algorithms in terms of 

revenue, runtime and acceptance ratio. Each of the existing VNet embedding algorithms 

considers specific aspects in their work but the ultimate goal is to acquire higher acceptance 

ration and increase the revenue. From the presented evaluation results, we show that QoS-bases 

resource discovery algorithm with path splitting improves the overall performance in comparison 

to the algorithm without using path splitting. 

By conducting the experiments, we do not claim that we have the best implementation. However, 

since the response time of the algorithm depends on several factors (implementation platform, 

type of request, etc.) the purpose of these experiments is to demonstrate that the implemented 

algorithm is functional.  

5.2 Simulation Setup 

The algorithm has been developed using Java and Alevin framework. Alevin is an open source 

framework for the evaluation of various virtual network embedding algorithms. This simulation 

framework is built in order for researchers to add new VNE algorithms and it has a strong GUI. 

The workflow of the Alevin simulation framework is presented in Figure 13. The generated 

random topology from GTITM has been imported as the inputs. We have used a Linux operating 
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system in a virtual machine with 4.00 GB of RAM and quad core 3.1- GHz processor for 

simulations. For both substrate and virtual resource description (input scenarios) we opted to use 

XML. A sample of XML used in the algorithm is given in the appendix B. 

 

Figure 13 Workflow of the Alevin Simulation Framework (34) 

5.3 Topology Modeling  

One of the challenges in networks is to determine how to generate topologies for the virtual 

network requests and substrate network. Although networks are hard to model, the goal is to 

represent networks using graphs such that the key parameters are simulated closely with those of 

real networks. The graphs demonstrate all possible sources and destinations for data, usually 

presuming an endpoint is a source or destination at each node of the modeled graph. The edge of 

the graph represents the possible path from a node (source) to another node (destination).  

For simulation purpose we choose GT-ITM (Georgia Tech Internetwork Topology Models) (35) 

simulator and NS2 (Network Simulator2) to generate the network topology. GT-ITM has been 

commonly used for research purposes and it uses TCL scripting. The substrate network is 

configured to have 10 nodes for a small network, 50 for a medium sized network and 100 for a 

large network. The CPU of the nodes and Bandwidths of the links is uniformly distributed 

(between 50 to 100) with the simulator tools.  

The virtual network requests are considered in three sizes; small with 5 nodes, medium 10nodes 

and large 20 nodes. The CPU of all requests generated using the uniform distribution (from 20% 

to 80% of the substrate network) and link bandwidth requested are generated using the uniform 

distribution (from 20% to 80% of the substrate network). The settings of the substrate network 
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are shown in table 2 and the virtual network in shown in table 3. We consider an application with 

QoS requirements minimizing packet loss rate and end-to-end delay as the parameters in our 

simulation. Packet loss is the total number of packets sent minus the number of packets received. 

End-to-end delay is the average time taken by a data packet to reach the destination ∑ ( arrive 

time – send time ) / ∑ Number of connections.  

Number of substrate 

nodes 

10 50 100 

Number of substrate 

links 

45 200 500 

Substrate CPU, link 

BW 

A uniform distribution 

[50 100] 

A uniform distribution 

[50 100] 

A uniform distribution 

[50 100] 

Table 2. Substrate network settings 

Number of virtual 

nodes 

5 10 20 

Virtual node CPU and 

link BW 

Uniform distribution 

from 20% to 80% of the 

substrate network 

Uniform distribution 

from 20% to 80% of the 

substrate network 

Uniform distribution 

from 20% to 80% of the 

substrate network 

Arrival rate of virtual 

request 

5 per 100 time unit 5 per 100 time unit 5 per 100 time unit 

Duration time of 

virtual request 

Average of 1000 time 

unit 

Average of 1000 time 

unit 

Average of 1000 time 

unit 

Table 3. Virtual network settings 

GT-ITM uses three different graphs to generate the network: regular, flat random and hierarchy. 

In the flat random topology, a group of nodes distribute randomly with specific edge 
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probabilities such as Waxman model. In the hierarchy model, the topology is extended by 

connecting the smaller groups together to form a larger network. In this work we used transit-

stub method which is a type of hierarchy model. In this model, each routing domain is divided 

into transit or stub domain. Figure 14 shows a sample graph with 10 nodes and fully connected 

links created by GT-ITM. In order to visualize the graph create by GT-ITM we had to convert 

the output file (.gb) to NS2 format (.tcl) and display. 

 

Figure 14. Sample graph with 10 nodes and fully connected links 
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5.4 Performance Analysis 

After the creation of the network topologies, resources get assigned to the substrate nodes and 

links. For the evaluation of our algorithm, we have compared our two proposed algorithms in 

terms of acceptance ration, revenue and run-time and presented the results. 

5.4.1 Acceptance Ratio:  

Acceptance ratio is percentage of total VNet requests that have been accepted by the algorithm in 

a specific time. Every VNet request has its own resource requirements both in nodes and links 

and they have different topologies and added-value services but the ultimate goal of mapping 

algorithm is to maximize the number of the accepting VNet requests. The VNet request 

acceptance ratio calculation is shown in (11) and it states the overall performance of the 

embedding algorithm. It is calculated by the number of accepted VNet requests, L
′
, over the 

number of all VNet requests, L.   

AR 
VN

 =  L
′ 
/L                                                                                   (11) 

5.4.2 Revenue:   

The objective of our work is to maximize the revenue and minimize the cost of embedding in the 

long time. Revenue is important because it represents the profit of the embedding and it refers to 

the amount of money the customer pay for their network. As authors in (10) described, the 

revenue of a VNet request is calculated as equation (12). 

R(G
v
)=  ∑ 𝐵𝑊(𝑙𝑉∈𝐿𝑉 𝑙𝑉) + ∑ 𝐶𝑃𝑈(𝑛𝑉)𝑛𝑉∈𝑁𝑉                                   (12) 

5.4.3 Cost: 

 The other factor important in VNet embedding is cost for a VNet request and it is calculated as 

equation (13). 

 C(G
V
)= ∑𝑙𝑆∈𝐿𝑆 ∑ 𝐵𝑊(𝑙𝑉∈𝐿𝑉 𝑓 𝑙𝑣) +  

𝑙𝑠 ,  
𝑙𝑣 ∑ 𝐶𝑃𝑈(𝑛𝑉)𝑛𝑉∈𝑁𝑉         (13) 
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Where BW( l
V
) denotes the bandwidth of the virtual links, CPU(n

V
) denotes the CPU capacity of 

the virtual nodes and BW(𝑓𝑙𝑠
𝑙𝑣) denotes the total amount of bandwidth allocated on physical link 

l
S 

for virtual link l
V
. Cost of a mapping is the amount of substrate resources allocated to the 

virtual network request. 

For better understanding the calculation of the revenue and cost we present an example to 

demonstrate the evaluation of this metric. As shown in the Figure 15, the left graph is the VNet 

request and the right one is the substrate network. After the embedding of the VNet in the 

substrate, the revenue gained by the virtual network is R= (10+12+14) + (9+8+10)= 63 and the 

cost is C= (10+12+14) + (8*2 +9 + 10)= 71 

 

Figure 15 Example for calculating cost of the network 

 

5.5 Performance Evaluation of the Algorithm 

The Alevin framework supports the input scenarios as XML files into the VNE algorithm; 

therefore, it is easy to import different XML files into one VNE algorithm and compare the 

results. We have executed the algorithm using the sample XML file in appendix B and presented 

the results of the algorithm in Figure 16.  
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As previously described, the algorithm solves the VNE problem into two main stages; virtual 

node mapping which is performed in the first place and virtual link mapping which is performed 

after node mapping. In this way, the node and link mapping stages can be implemented 

independently of each other and the advantage is that the node and link mapping of different 

algorithms can be combined which might results in better performance.  For our evaluation 

purpose, we implemented the node mapping based on algorithm1 and for link mapping we take 

advantage of both k shortest path and path splitting and we will compare the obtained results 

later in this chapter. In edge mapping using k shortest path, virtual link mapping is implemented 

by connecting each pair of mapped virtual nodes by shortest path in the substrate network 

calculated using the Dijkstra algorithm. In case of not finding a path to satisfy the request, the 

bandwidth is divided by two and then the algorithm attempts to accommodate the links with 

smaller bandwidth onto the substrate network. Path splitting continues until a path is found to 

satisfy the request.  

 

Figure 16 Sample output of the algorithm using K shortest path 
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  5.6 Algorithm Evaluation 

Proposed VNet embedding algorithm increases the overall efficiency of VNet embedding 

process by utilizing static attributes of the network resources at the initial stage of embedding to 

filter requests before forwarding the VNet request to the selection phase. In the aggregation part, 

we compare the values of dynamic attributes for each resource which was already selected by 

matching process. Based on static attribute values, we filter PIP networks in order to shortlist a 

set of PIPs which satisfy basic embedding requirements. Then we forward the VNet resource 

requirement specifications to aggregation to select the best candidate based on dynamic attributes 

and the shortest path among the selected nodes from PIP. The main functions in our algorithms 

are as follows:  

 Retrieve information from the database  

 Match the nodes with similar functional attributes 

 Aggregate resource information to build the substrate and virtual network topologies and 

manage static and dynamic resource database 

 Ranking the selected links and selecting the nodes and links that satisfy the request, and 

 Provide up-to-date information to the repositories about virtual networks and information 

about the substrate and virtual resources.  

The substrate and virtual resources are described in XML format in order to make the 

modifications easy. In VNE problem it is important to consider the dynamic attributes which 

play a vital role during the virtual resource embedding process. The cost of accurate monitoring 

of these dynamic variables is high and there is always a tradeoff between accuracy and cost 

while monitoring the required network parameters for resource discovery. As some other works, 

here we assume complete availability of this information. 

For achieving the higher efficiency, we introduce the filtering phase to reject the VNet requests 

that cannot be satisfied while in most existing solutions this rejection is done in selection stage 

which is not efficient in terms of processing power and results. Initial filtering of VNet requests 

allow VIP to promptly inform the VNet user that certain requirements cannot be provided with 

the available resources of PIPs who are currently in contract with the VIP. 
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For the purpose of evaluation, we compare our two proposed algorithms. First, the QoS-base 

resource selection algorithm without path-splitting and QoS-base resource selection algorithm 

using path splitting as shown in Table 4. 

Table 4 Compared Algorithms 

ALGOROITHM DESCRIPTION 

1. A QoS-based Resource Selection 

Approach for Virtual Networks 

VNet embedding algorithms that map multiple 

VNet requests with functional and non-

functional attributes using K-shortest path 

2. A QoS-based Resource Selection 

Approach for Virtual Networks 

using path splitting 

VNet embedding algorithms that map multiple 

VNet requests with functional and non-

functional attributes using path splitting 

  

5.6 Observations 

We plot the performance metrics based on time for both QoS base approach for resource 

selection for virtual network without path-splitting and QoS approach for resource selection in 

virtual networks using path splitting to illustrate how each of these algorithms perform. The key 

observation is as following. 

1. Run-time is the average time of processing a VNet request using the mapping algorithm. While 

going through the aggregation the links among selected node have been found and selected to 

make the requested virtual network. For calculating the average run-time we measure the total 

running time for all VNet request and dividing that to the number of VNet requests. As shown in 

Figure 17, the average run time for the algorithm using path splitting is slightly larger than the 

one using k shortest path which was predictable. The reason is that algorithm using path splitting 

is more time consuming in terms of calculations since the bandwidth is recalculated (divided by 

a ratio) for the link mapping purpose. 
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2. As shown in Figure 18, QoS-based resource selection approach using path splitting leads to 

higher revenue. Using path splitting in algorithm, leads to the higher revenue in comparison with 

the algorithm without using path splitting since path splitting algorithm accepts and embeds 

more requests and therefore it will lead to larger revenue.  

3. The other metric we used for performance evaluation is acceptance ratio. Experiments in Figure 

19 show that the algorithm using path splitting leads to higher acceptance ratio. The reason is 

that in the algorithm using path splitting, the VNet request rejection is less comparing to the 

other algorithm. Algorithm using path splitting is capable of embedding the links that were 

rejected in other algorithm and therefore the algorithm embeds more VNet requests and the 

revenue is higher compare to the algorithm with using path splitting.  

 

Figure 17 Comparison for average run time  
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Figure 18 Comparison for revenue 

 

 

 

Figure 19 Comparison for acceptance ratio 

In conclusion, by using path splitting the algorithm accepts more requests and if there is no 

substrate path to satisfy the bandwidth requirement then path splitting splits the links into smaller 
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better resource utilization by accepting more requests. It increases the revenue and acceptance 

ratio of the algorithm by accepting and mapping of virtual network onto substrate network. 

5.9 Summary 

In this chapter, we presented the performance evaluation of the algorithms described in Table 4 

and compared the results based on runtime, revenue and acceptance ratio. We realized that using 

path splitting leads to better VNet mapping and improves both revenue and acceptance ratio. 

Moreover by using path splitting, the network can benefit from load balancing and reliability 

since having two paths can significantly reduce the maximum load on a network compared to 

solutions that limit the traffic flow to a single path. Having multiple paths could also be helpful 

in case of recovery from failure which happens in network. 
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Chapter 6 

 Conclusion and Future Work 

6.1 Conclusion 

Network virtualization has been a popular subject of work for researches in recent years. The 

technology allows overcoming the limitations of the current Internet architecture. Meanwhile, 

the resource discovery and selection requires more attention from the researchers in order to 

expand the virtual network utilization.  

Resource selection and embedding is one of the major problems in network virtualization and 

utilizing the substrate resources in the best possible way is the main challenge is this problem. 

The desired approach should consider different node and link characteristics and in case of 

service-oriented network, value the QoS attributes in the selection approach. 

Performing the evaluation of our algorithm in Alvein framework, we realized this framework is a 

very flexible and strong in terms of extensibility and therefore provides several interfaces to 

extend existing packages in order to implement novel VNE algorithms and simulation scenarios.  

6.2 Contributions of our work 

Virtual resources’ selection and embedding represents one of the key research issues in network 

virtualization and utilizing the substrate resources in the most efficient way is the main 

challenge related to this problem. The desired approach should consider resources’ dynamic 

attributes along with their static characteristics. In this work we concentrated on these 

characteristics and also take into consideration the QoS constraints in order to be able to select 

the best PIP to satisfy a VNet request. The proposed algorithms are suitable for the applications 

that the quality of the end-to-end services plays an important role, for example customizable 

networks, layer 3 VPNs and VoIP. 

In this thesis we proposed two algorithms based on the service-oriented network virtualization 

architecture. In proposed mapping algorithms, a new class of global constraints have been 
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proposed for the virtual network mapping problem. For node mapping, we propose a node 

power-degree in our algorithm and consider the capacity of the substrate nodes in order to make 

the best use of the substrate network. For better offering the end-to-end services, the end-to-end 

QoS attributes ranking has proposed in the network for selecting the paths with higher ranks in 

terms of QoS attributes. Moreover, for optimizing the selection procedure for resource 

allocation, we offer using path-splitting which results into better performance in terms of 

revenue and acceptance ratio. 

6.3 Future work 

In this work we don’t monitor the network to measure the network parameters and we assumed 

that this ability already exist in the framework. However, for future work we can deploy a 

monitoring agent in order to measure the network parameters and perform the simulation with 

more real data. 

The other aspect that could be worked on is considering the path migration in the VNet 

embedding problem that makes it more challenging. Moreover, our algorithm runs in a 

centralized manner, based on the assumption of only one infrastructure provider and required a 

central coordinator to maintain global substrate information which is not quite realistic in the 

context of the Internet.  
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Appendix 

Appendix A 

In this section we present the Dijkstra algorithm that can be generalized in order to find the K 

shortest path. 

Definitions 

 G(V, E): weighted directed graph, with set of vertices V and set of directed edges E, 

 w(u, v): cost of directed edge from node u to node v (costs are non-negative). 

Links that do not satisfy constraints on the shortest path are removed from the graph 

 s: the source node 

 t: the destination node 

 K: the number of shortest paths to find 

 Pu: a path from s to u 

 B is a heap data structure containing paths 

 P: set of shortest paths from s to t 

 countu: number of shortest paths found to node u 

Algorithm: 

*P =empty, 

*countu = 0, for all u in V 

insert path Ps = {s} into B with cost 0 

while B is not empty and countt < K: 

– let Pu be the shortest cost path in B with cost C 

– B = B − {Pu }, countu = countu + 1 

– if u = t then P = P U Pu 

– if countu ≤ K then 

 for each vertex v adjacent to u: 

http://en.wikipedia.org/wiki/Vertex_(graph_theory)
http://en.wikipedia.org/wiki/Edge_(geometry)
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– let Pv be a new path with cost C + w(u, v) formed by concatenating edge (u, v) to 

path Pu 

– insert Pv into B 
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Appendix B 

XML file sample used as input for the algorithm 
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