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Abstract 

Development of Semiempirical Models for Metalloproteins 

Bharat Kumar Sharma, Ph.D. 

Concordia University, 2016 

 

Theoretical models and computational techniques are useful for gaining insight into the 

interactions, movements, and functions of atoms and molecules, ranging from small chemical 

systems with few atoms to large biological molecules with many atoms. Due to the inability of 

force field methods to accurately describe different properties of metalloenzymes and the 

prohibitive computing cost of high-level quantum methods, computationally efficient models are 

needed. 

This dissertation describes the development of new quantum semiempirical models for 

metalloproteins. The original AM1 (Austin Model 1) based on the neglect of diatomic differential 

overlap approximations was re-parameterized to describe the structural and energetic properties 

of biomolecules that mimic the active sites of metalloproteins. The biologically inspired genetic 

algorithm PIKAIA was used to optimize the parameters for each chemical element. Structures 

and energies of various clusters analogous to complexes found in metalloproteins were prepared 

as a training set using hybrid density functional theory. Models were trained to reproduce all of 

the properties included in the small training set. The optimized models were validated for large 

testing sets that incorporate bigger complexes and related reactions. Finally, the optimized 

models were used to study biologically-relevant processes in condensed phase using molecular 

dynamics simulations. All the gas- and liquid-phase results from the optimized models were 

compared with original semiempirical models as well as available high-level theoretical and 

experimental results.  

Metal ions play crucial roles in biological systems. They actively participate in structural, 

catalytic, and co-catalytic activities of a large number of enzymes. The development of 

semiempirical models is divided into three parts. First, new AM1 parameters for hydrogen and 

oxygen were developed to describe gas-phase proton transfer reactions in water and static and 

dynamic properties of liquid water. Gas-phase results were compared with original AM1, RM1, 

and PM3 models, whereas liquid results were compared with original AM1, AM1-W, and 
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AM1PG-W models, and with available experimental results. It is found that the optimized model 

reproduces experimental data better than other available semiempirical models. Second, using the 

previously optimized model for hydrogen and oxygen, the AM1 model is re-parameterized for 

zinc and sulfur to describe important physical and chemical properties of zinc, water, hydrogen 

sulfide complexes mimicking structural motifs found in zinc enzymes. Metal-induced pKa shifts 

are computed for water and hydrogen sulfide, and compared with available theoretical and 

experimental results. Third, using previously optimized parameters for hydrogen, oxygen, and 

zinc, AM1 parameters for carbon and nitrogen are optimized to study proton transfer, 

nucleophilic attacks, and peptide hydrolysis mechanisms in zinc metalloproteases. 

Overall, the optimized models give promising results for the various properties of 

biomolecules in gas-phase clusters and in condensed phase. Particularly, the water model 

reproduces the proton transfer related properties in gas-phase and the structure, dielectric 

properties, and infrared spectra of liquid water. The zinc/sulfur model reproduces the hydration 

structure of zinc cation and zinc-bound hydrogen sulfide. Results for the coordination 

configurations of zinc solvated in water and in hydrogen sulfide confirm the versatility of the 

model. The optimized model for carbon and nitrogen improves the overall performance compared 

to AM1 and PM3. The optimized model for carbon and nitrogen reproduces structures and 

various energetic terms for zinc-ligands systems (representing the active sites of zinc enzymes) 

when compared to density functional theory results. The optimized model can be used to study 

metal-ligand reactivity in zinc enzymes. 
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1 Introduction 

1.1 Water 

Water is essential for human life and is arguably one of the most important molecules in 

physical, chemical, and biological systems. It performs different roles in living organisms, such 

as facilitating many chemical and biological reactions and participating to determine the structure 

and dynamics of proteins.
1,2

 Many biochemical reactions occur in liquid water. For instance, 

water is good at solvating different ions and participates in proton transfer reactions; it works as a 

temperature buffer due to its high specific heat capacity, and it is a metabolite in photosynthesis, 

digestion, and aerobic respiration. In many cases, water actively participates in the functions of 

protein, mainly by forming hydrogen bonds and sometimes accepting/donating a proton from/to 

the protein.
3
 Water has many anomalous properties including a complex phase diagram, a high 

dielectric constant, and a maximum density at 4C.
2,4

 Water is one of the most experimentally 

and theoretically studied liquids, and is still a fascinating topic for many researchers.
5–8

 

Many of water's anomalies are thought to be the result of hydrogen bonding.
9,10

 Hydrogen 

bonds and their orientation play crucial roles in determining the overall structure of water in its 

liquid and solid forms. Water retains its structural properties through hydrogen bonding.
11

 

Studying the diffusivity of water is very important to understand the transport related properties 

(e.g. water mass diffusion, hydrogen network relaxation, etc.) and these properties depend on the 

local structure and hydrogen bonding.
4
 Studying the dielectric properties help to understand the 

dielectric behaviour of water.
12

  

1.2 Description of H
+
 and OH


 in liquid water 

Protons (H
+
) and hydroxide ions (OH


) have been extensively studied in order to 

understand proton transport mechanisms in aqueous media, ranging from acid-base reactions to 

enzymatic proton transfer.
13–15

 These ions also actively participate in catalytic reactions in 

biological systems.
16

 Forming and losing strong covalent bonds between oxygen and hydrogen of 
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water molecule and weak hydrogen bonding between hydrogen and oxygen of inter water 

molecules in liquid create series of dynamically interconvertible hydrogen-bonded structures.
17

  

 Water often participates in chemical reactions by first decomposing into the more reactive 

species H
+
 and OH


. The tendency of the molecules to donate protons is measured by the acid 

dissociation constant. The acid dissociation constant, Ka, is the equilibrium constant of the 

reaction, which measures the strength of an acid in the solution. For the acid dissociation 

reaction, AH  A

 + H

+
, Ka is given in terms of concentrations of conjugate base [A


], proton 

[H
+
], and acid [AH] as Ka = [A


][H

+
]/[AH]. Ka values are often expressed in terms of pKa, which 

is defined as the negative logarithm of Ka (pKa = log Ka). A lower value of pKa means the 

compound is more acidic and has a higher tendency to release a proton. At standard ambient 

temperature and pressure conditions, the pKa of water is 14.
18,19

 Several factors play important 

roles in the decrease or increase of pKas of compounds in solution such as resonance, atomic 

radius, and electronegativity of atoms.
20

 Metal ions lower the pKa of bound water and enhance its 

acidity.  

Proton transport has crucial importance in a wide range of areas, from energy technologies 

(e.g. hydrogen fuel cells) to biological proton transport (e.g. H
+
-ATPase). Proton transfer 

reactions also play crucial roles in energy conversion processes such as photosynthesis and 

cellular respiration.
21

 The proton transport mechanism in water was first proposed in the early 

18
th

 century by von Grotthuss.
22

 He hypothesized a mechanism that would later on be understood 

as a transfer through a network of hydrogen bond by forming hydronium ions and water 

molecules. Several studies have been done to elucidate the mechanism of proton transfer in liquid 

water by including the structure of the hydronium ion using multi-scale empirical valance-bond 

methodology.
13,23–25

 

1.3 Description of hydrated metal ions 

 Metal hydration is defined as the transfer of a metal ion from the gas phase into water; for 

metal ion M
n+

, it is simply M
n+

(g) → M
n+

(aq). In aqueous solution, metal-water binding mainly 

depends on the nature of the metal ion and ion-dipole interactions.
26

 Since MO bonds are – 

according to Pauling's first rule
27

  electrostatic in nature, the coordination number of hydrated 
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metal ions can be estimated from the ratio of the metal ionic radius to the radius of the oxygen 

atom of water. The ionic radius of a water ligand is 1.34Å.
28

 The rM/rO ratios (rM and rO are ionic 

radii of the metal ion and oxygen in water respectively), expected coordination numbers, and 

configurations are presented in Table 1.1. The range of the rM/rO ratio estimates the coordination 

number and the corresponding configuration. The basic, expected coordination structure models 

are given in Figure 1.1. Due to specific electronic structures, a strong ability to form covalent 

interactions or a strong tendency to form cationic oxometal ions, some metal ions do not form 

regular hydration structures. 

 

Table 1.1: rM/rO ratio, coordination number and configuration of metal ions.
27

 

rM/rO Coordination number Configuration 

0.000-0.155 2 Linear 

0.155-0.225 3 Trigonal Planar 

0.225-0.414 4 Tetrahedral 

0.414-0.732 4 Square Planar 

0.414-0.732 6 Octahedral 

0.732-1.000 8 Square antiprism 

 

 

 

 

Figure 1.1: Basic hydration structures of a metal ion: (a) linear, (b) trigonal planar, (c) tetrahedral, 

(d) square planar, and (e) octahedral 
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 Experimental
29

 and theoretical
29,30

 results show that Li
+
 ions bind four water molecules in 

aqueous solution. Theoretical studies show that Na
+
 ions have a tendency to bind 5-6 water 

molecules, whereas K
+
 ions bind 5-8 water molecules in their first shell.

31,32
 Divalent alkaline 

earth metals have clear, well-defined hydration structures, with Be
2+ 

being tetrahedral, Mg
2+

 

octahedral, and Ca
2+

 square antiprism with coordination numbers 4, 6, and 8 respectively.
33–36

 

Experimental studies show that both Zn
2+

 
34,35

 and Fe
2+

 
37

 are hexa-coordinated in aqueous 

solution.  

 Structures of metal-ligand complexes depend on the metal and its oxidation state.
38

 The 

flexibility of a metal ion's coordination is one of the important factors for its catalytic roles in 

biological systems.
39,40

 The energy penalties for changing the coordination environment of 

divalent metal ions relative to their minimum energy coordination have been studied.
41,42

 The 

relative energies of hydrated metal ion complexes obtained from ab initio molecular orbital 

calculations (MP2 level of theory) for different coordination numbers are presented in Table 1.2. 

Energy penalties for changing coordination numbers of Be
2+ 

and Mg
2+

 are high. 

[Be(H2O)4]
2+

·2H2O is 22.0 kcal/mol more stable than [Be(H2O)6]
2+

, and Be
2+

 cannot form a 

stable penta-coordinated structure in its inner sphere. In the case of magnesium, [Mg(H2O)6]
2+

 is 

9.0 and 4.0 kcal/mol more stable than [Mg(H2O)4]
2+

·2H2O and [Mg(H2O)5]
2+

·1H2O, respectively. 

Due to the high energy penalties for Be
2+

 and Mg
2+

, their inner coordination spheres are fairly 

rigid. By contrast, Ca
2+

 and Zn
2+

 have more variable coordination numbers with very low energy 

penalties except in the case of [Ca(H2O)6]
2+

. Zn
2+

 has lower energy penalties than Ca
2+

 for 

changing coordination from higher (hexa) to lower (penta). Thus, Zn
2+

 is involved in a wide 

range of chemical reactions including reactions for which a change in coordination number is 

necessary.
43
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Table 1.2: Relative energies in kcal/mol of hydrated metal ion complexes. m and n are the 

numbers of water molecules in the first and second coordination shells, respectively. (Data are 

taken from references [41] and [42])  

Metal ion Energy [m,n] Energy [m,n] Energy [m,n] 

Be
2+

 0.0 [4,2] +22.0 [6,0]   

Mg
2+

 0.0 [6,0] +4.0 [5,1] +9.0 [4,2] 

Ca
2+

 0.0 [6,0] +8.2 [5,1] +15.0 [4,2] 

 0.0 [7,0] 1.4 [6,1] +4.0 [5,2] 

 0.0 [8,0] +1.0 [7,1] 0.5 [6,2] 

Zn
2+

 0.0 [6,0] +1.0 [5,1] +1.4 [4,2] 

 0.0 [5,0] +0.6 [4,1]   

 0.0 [4,0] +14.6 [3,1]   

 

1.4 Preferential coordination of metal ions 

Metal ions do not only activate or regulate the function of proteins by causing a change in 

the structure and/or serving as catalytic centers for chemical reactions, but they are also involved 

in protein stabilization, protein-protein interactions, and protein-ligand binding.
44

 Analyses of the 

local coordination environment of metal ions for their binding preferences with different types of 

ligands mainly containing oxygen, nitrogen and sulfur are discussed for Mg
2+

, Ca
2+

, and Zn
2+

. 

Cambridge Structural Database (CSD) analysis shows that both Mg
2+

 and Ca
2+

 have a strong 

tendency to bind with oxygen rather than nitrogen and sulfur.
42

 Zinc, however, can easily bind 

nitrogen and sulfur ligands (in addition to oxygen ligands). The binding preference of zinc for 

oxygen, nitrogen, or sulfur ligands depends on the coordination structure it adopts. For example, 

zinc tends to bind with nitrogen ligands in tetrahedral structures, whereas it favors the binding of 

oxygen ligands in octahedral structures.
42
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Table 1.3: Occurrence of ligands for a given coordination around Zn
2+

, Mg
2+

, and Ca
2+

 ions in 

protein structures. (Data from ref. [45]) 

Ligands/ 

coordination 

Zn Mg Ca 

3 4 3 4 5 3 4 5 6 

Cys (C) 24% 56% - - - - - - - 

His (H) 37% 26% 5% 3% 3% 1% - - - 

Asp/Glu (D/E) 25% 9% 37% 39% 22% 42% 42% 43% 43% 

Backbone 

Oxygen  3% 2% 28% 31% 41% 34% 34% 33% 34% 

Asn/Gln 

(N/Q) 2% 1% 5% 6% 9% 7% 8% 10% 10% 

Other 9% 6% 25% 21% 25% 16% 16% 14% 13% 

Table 1.3 lists the occurrence of different amino acid ligands around the metal ions Zn
2+

, 

Mg
2+

, and Ca
2+

 for a given coordination configuration.
45

 In a protein, a zinc ion normally binds 

with three or four amino acids, whereas Mg
2+

 binds with three to five amino acids and Ca
2+ 

binds 

with three to six amino acids. In line with the CSD analysis, Mg
2+

 and Ca
2+

 do not bind with 

cysteine at all and bind with histidine in a small fraction of total proteins. They prefer to associate 

with aspartic or glutamic amino acids and backbone oxygens. Zn
2+

, on the other hand, binds with 

both cysteine and histidine. Unlike Ca
2+

 and Mg
2+

, Zn
2+

 does not prefer to bind with backbone 

oxygen. Most of the time, zinc binds ligands in a tetrahedral configuration, whereas Mg
2+

 and 

Ca
2+

 bind in several configurations equally. The coordination numbers of metal ions decrease as 

size of ligands increases. Consequently, the coordination number of metal ions in proteins is 

lower than in water, because amino acid molecules have a larger size than water molecules. 

 The selectivity of metal ions towards biological donor ligands is very important for their 

specific roles. Pearson
46,47

 classified metal ions as ‘hard’ or ‘soft’ based on their size and 

polarizability. Hard metal ions (or hard acids) have a high positive charge, small size, and very 

low polarizability. Soft metal ions (or soft acids) have low positive charge, large size, and high 

polarizability. Pearson’s hard-soft acid-base theory
46,47

 enables the empirical ordering of metal 



7 

 

ions according to their preferences for organic ligands. Simply, it explains that hard acids tend to 

bind to hard bases, whereas soft acids tend to bind to soft bases. A recent study shows that hard-

soft acid-base theory can predict the selectivity of metal ions for biological donor ligands.
48

 

Being hard acids, Na
+
, K

+
, Mg

2+
, and Ca

2+
 tend to bind to hard bases such as carbonate, sulphate, 

and carboxylate ligands, whereas soft acids Cu
+
, Au

+
, and Ag

+
 favour binding to soft bases such 

as phenyl, thiol, and cyanide groups. Borderline acids Cu
2+

, Zn
2+

, Co
2+

, and Fe
2+

 bind to aniline, 

imidazole, pyridine, nitrite, etc.  

1.5 Metal ions in biological systems 

Metal ions actively participate in approximately one-third of all enzymes and they have 

numerous applications in biological processes.
44,49–52

 Na
+
 and K

+
 ions participate in controlling 

blood pressure, propagation of nerve impulses, and act as counter ions for DNA and 

membranes.
53–55

 Iron containing hemoglobin carries oxygen in blood,
49

 copper-containing 

proteins (e.g. plastocyanin) are involved in electron transport process during photosynthesis.
56

 

Metals are classified into three categories based on the amount in which they present in biological 

systems, namely bulk, trace, and ultra-trace. Sodium, magnesium, potassium, and calcium ions 

are abundant in biological systems, and they are considered as bulk metals. Iron, zinc and copper 

are trace metals, and barium, bromine, and scandium are ultra-trace metals. Despite the small 

amounts present in biological systems, these trace and ultra-trace ions play very significant 

functions.
44

  

1.6 Zinc metalloproteins 

Zinc is one of the most important metals in biological systems serving various functions 

performed by zinc metalloproteins. A zinc deficiency causes many health problems such as 

depression, Alzheimer’s and Parkinson’s diseases, diabetes, etc.
57

 In addition, a zinc deficiency 

can lead in serious impact on growth and on immune systems.
58

 Zinc binding sites are mainly 

classified into structural, catalytic, and co-catalytic.
59,60

 Examples of the structural and catalytic 

sites in zinc metalloproteins are shown in Figure 1.2. Generally, zinc binds four amino acids at 

structural sites and three amino acids and one water molecule at catalytic sites. Zinc also bridges 

with second metal ion (normally with either zinc or copper) for co-catalytic functions.
60
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Figure 1.2: Examples of structural and catalytic sites of zinc metalloproteins. The Zn
2+ 

active site 

is coordinated in (a) with four cysteines in breast cancer-associated protein 2 (PDB code: 2DGA), 

in (b) with two histidines and two cysteines in DNA-binding zinc finger (PDB code: 1A1J), in (c) 

with three histidines and one water molecule in carbonic anhydrase (PDB code: 1CA2), and in 

(d) with two histidines, one glutamate, and one water molecule in thermolysin (PDB code: 

1LNF). 

Generally in zinc metalloenzymes, the zinc cation is coordinated tetrahedrally with three 

amino acids and one water molecule. In this study, the aim is to develop theoretical models so 

that they can be applied to zinc metalloproteins to study various properties. Our target zinc 

enzymes are zinc hydrolases, mainly thermolysin, matrix metalloproteinases (MMPs), and 

carbonic anhydrases (CAs). These enzymes are widely studied, and they share similar binding 

site motifs. Reaction centers for all three classes are shown in Figure 1.3. The zinc ion mainly has 

two roles; first, it facilitates zinc-bound water to deprotonate, which allows zinc-bound hydroxyl 

to be involved in a nucleophilic attack of the substrate (which is carbon dioxide in the case of 

carbonic anhydrases), and second, zinc polarizes the carboxyl group involved in the peptide bond 

of the substrate. 
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Figure 1.3: The reaction center of Thermolysin, Matrix Metalloprotease, and Carbonic 

Anhydrase. Arrows indicate the physical motion of hydrogen and oxygen atoms. 

Thermolysin is a thermostable zinc enzyme. It serves important catalytic roles in the 

hydrolysis of peptide bonds. Thermolysin is an endopeptidase, an enzyme that catalyzes 

hydrolysis of peptide bonds. At the active site of thermolysin, the zinc cation forms a distorted 

tetrahedral configuration with three amino acid side chains (two histidines and one glutamate) 

and one water molecule.
61

 For catalytic roles, one water molecule is always present at the active 

site retaining the tetrahedral configuration.
62

  

Matrix metalloproteinases (MMPs) are involved in degradation of extracellular components 

and also have significant roles in cancer as markers.
63

 These enzymes also serve important roles 

in embryonic development, morphogenesis, reproductive tissue resorption, and 

remodelling/repair tissues.
64

 They are zinc endopeptidases as well. In MMP, peptide cleavage is 

realized through the following steps: proton transfer from zinc-bound water with the help of a 

neighbouring glutamate, following the nucleophilic attack on the carboxyl group of the peptide 

by the hydroxyl group bound to the zinc cation. From previous experiments, it has been 

confirmed that glutamate plays an important role in maintaining catalytic activity.
65

  

Carbonic anhydrase is a zinc enzyme, which aids in the conversion of carbon dioxide to 

bicarbonate and vice versa. In carbonic anhydrase, zinc facilitates zinc-bound water to 

deprotonate; zinc-bound hydroxide ion participates in the nucleophilic attack to the carbon of 

carbon dioxide, and converts carbon dioxide into bicarbonate.  
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1.7 Motivation and overview of the thesis 

Metal ions are involved in protonation/deprotonation of bound ligands and they stabilize 

clusters of negatively charged ligands.
66

 They participate in important local interactions resulting 

in global changes in protein structure such as metal-coupled protein folding/unfolding.
66

 As many 

of these interactions involve electrons motion, electronic structure theory methods are needed for 

accurate description of the motion of electrons in atoms and molecules. High-level quantum 

mechanical methods are computationally very expensive and only apply to systems with a few 

tens of atoms for molecular dynamic simulations of a few picoseconds. Picosecond time-scale is 

not long enough to see atom- or molecule-scale motions such as proton transfer, side chain flip, 

solute permeation.
67,68

 

Current state-of-the-art for molecular modelling of chemical reactions in proteins is the 

hybrid quantum mechanical/molecular mechanical (QM/MM) approach, in which the active site 

molecules (including metal-binding sites and molecules participating in the chemical reactions) 

are treated at a conventional DFT level and remaining atoms of the protein and the solvent are 

described using classical force fields. These techniques still require a significant amount of 

computing power and only effectively apply to molecular dynamics simulations for up to a few 

hundred picoseconds. In terms of computational cost, the most expensive part in the Hartree-

Fock based methods is to calculate and store the two-electron integrals.
69

 Semi-empirical (SE) 

quantum methods approximate many of these integrals by introducing empirical parameters to 

represent the approximations. These parameters are obtained by fitting empirical data obtained 

from experiments and/or high-level ab initio calculations. Because of the approximations, the 

computational cost of SE methods is reduced by more than three orders of magnitude when 

compared with a conventional DFT calculation. Hence, systems with a large number of atoms 

can be modelled using SE methods. SE methods can be used to describe the full active site of the 

protein including first and second shell amino acids. Using semiempirical models, we can easily 

simulate a system of a few hundred atoms for molecular dynamics simulations of a few 

nanoseconds that allows us to see proton transfer, amino acid side-chains relaxation, etc. 

Simulations on the nanosecond time-scale also allow examining how water molecules enter and 

exit the active site of the proteins. Because semiempirical methods have simplified mathematical 

formulations, one can easily develop reaction-specific
70,71

 SE models to reduce transferability 

issues and increase the performance of existing models. 
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The main focus of this thesis is to develop new SE models based on neglect of diatomic 

differential overlap (NDDO)
72

 approximations using the AM1 (Austin model 1)
73

 type 

Hamiltonian. These models are re-parameterized to reproduce the important structural and 

chemical properties of bioinorganic clusters containing zinc metal and biological molecules 

displaying zinc–binding motifs analogous to zinc metalloproteins. The models are used to 

reproduce the correct molecular structures and reaction energies of the metal-containing clusters. 

Various crucial properties (e.g. proton affinity, proton transfer, structural dynamics, hydrogen 

bonding, reaction and activation energies, and pKa values) will be analyzed in different systems 

(e.g. gas-phase clusters, liquid water, and metal solvated aqueous solutions). 

The work is divided into three main parts. First, AM1 parameters for hydrogen and oxygen 

are re-parameterized to describe proton transfer reactions in gas-phase as well as the static and 

dynamic properties of liquid water. Second, using previously optimized parameters for H and O, 

AM1 parameters for sulfur and zinc are re-parameterized to study zinc-water and zinc-cysteine 

binding in zinc metalloproteins. Third, using parameters for H, O, S, and Zn, re-parameterization 

of AM1 model for carbon and nitrogen is performed to study nucleophilic attacks on the 

backbone, peptide hydrolysis, and proton transfer reactions in zinc metalloproteases. The overall 

development workflow of SE models is shown in Figure 1.4. 
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Figure 1.4: Workflow for the development of semiempirical models for zinc metalloproteins. 

The thesis is divided into six chapters. Chapter 2 describes the methodologies, where 

mathematical formulations of SE models are briefly discussed. Genetic algorithms for SE 

parameterization, formulation of molecular dynamics simulations, and mathematical expressions 

for calculation of infrared spectra and pKa for different systems are also presented. Chapter 3 

presents the re-parameterization of the AM1 model for proton transfer reactions in water and 

validation of the models to describe the static and dynamic properties of liquid water. Chapter 4 

describes the re-parameterization of the AM1 model for describing various properties, including 

metal-induced pKa shifts, in zinc-water, and zinc-cysteine binding in zinc enzymes. Chapter 5 

presents the re-parameterization of SE models for peptide hydrolysis in zinc metalloproteases. 

Finally, Chapter 6 highlights the conclusions of the thesis and presents an outlook for future 

research. 
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2 Methods 

2.1 General formulation of quantum mechanical methods 

 The time-independent, nonrelativistic Schrödinger equation is written as 

 �̂�Ψ = 𝐸Ψ (2-1) 

where �̂�, 𝐸, and Ψ are Hamiltonian operator, energy eigenvalue and wavefunction 

(eigenfunction) of the system, respectively. 

The Hamiltonian for M nuclei and N electrons can be written as
74

 

 �̂� = −∑
1

2
∇𝑖

2

𝑁

𝑖=1

− ∑
1
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𝑀
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 (2-2) 

where i and j indicate the N electrons and A and B indicate the M nuclei in the system. The first 

two terms of eq. (2-2) are the kinetic energy of the electrons and nuclei A. The remaining terms 

give the potential energy. The first is a nucleus-electron attraction, the second electron-electron 

repulsion, and the third nucleus-nucleus repulsion energy term. MA is the mass of the nucleus of 

atom A, and ZA and ZB are the nuclear charges of atoms A and B. RAB is the distance between 

atoms A and B and rij is the distance between the i
th

 and j
th

 electrons. 2
  is the Laplacian 

operator.  

 The mass of the nucleus is much larger than that of electron, and the nuclei move much 

more slowly than the electrons. It is considered that electrons move in the field of fixed nuclei. 

All nuclear degrees of freedom (and the energy terms related) are treated as constant on the time 

scale of the electronic motion. Born-Oppenheimer approximation is the assumption that 

electronic and nuclear motion in the system can be separated. Using this approximation, we can 

separate total electronic and nuclear parts from eq. (2-2). As a result, 
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𝑀
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(2-3) 
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and constant nuclear repulsion term, electronic term , and total energy of the system become  

 𝐸nuc = ∑ ∑
𝑍𝐴𝑍𝐵

𝑅𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

 (2-4) 

 �̂�eleΨele = 𝐸eleΨele (2-5) 

 𝐸tot = 𝐸ele + 𝐸nuc = 𝐸ele + ∑ ∑
𝑍𝐴𝑍𝐵

𝑅𝐴𝐵

𝑀

𝐵>𝐴

𝑀

𝐴=1

 (2-6) 

The electronic wavefunction Ψele is a function of electron coordinates and the spin of N electrons 

of the system.  

 Ψele = Ψ(𝑟1, 𝑟2, ……… , 𝑟𝑁; 𝜔1, 𝜔2, ……… ,𝜔𝑁) (2-7) 

where 𝑟𝑖 is the position vector of i
th

 electron and 𝜔𝑖 is its spin. 

According to Hartree scheme
74

, the electronic wavefunction can be written as the product of N 

one-electron wavefunctions. As a result, the electronic Hamiltonian operator �̂�ele and electronic 

energy 𝐸ele reduced to 

 �̂�ele ≈ ∑ℎ̂𝑖

𝑁

𝑖=1

  and  𝐸ele ≈ ∑𝜀𝑖

𝑁

𝑖=1

 (2-8) 

where ℎ̂𝑖 is the one-electron Hamiltonian of i
th

 electron and 𝜀𝑖 is corresponding energy.  

However, since the electron has nonzero spin, it must obey the Pauli’s exclusion principle. 

According to Pauli’s exclusion principle, wavefunction must be antisymmetric with respect to 

exchanging any two electrons. Eq. (2-5) is only exactly solvable for one electron system and 

hence, it cannot apply for N-electron system. Hartree-Fock approximation allows us to estimate 

many particle solutions of N-electron wavefunction by antisymmetrized product of N one-

electron wavefunction 𝜒𝑖(x⃗ 𝑖). This product is also called Slater determinants ΦSD.  

 ΦSD =
1

√𝑁!
||

𝜒1(x⃗ 1) 𝜒2(x⃗ 1) … 𝜒𝑁(x⃗ 1)

𝜒1(x⃗ 2)
⋮

𝜒2(x⃗ 2)
⋮

𝜒𝑁(x⃗ 2)

⋮
𝜒1(x⃗ 𝑁) 𝜒2(x⃗ 𝑁) 𝜒𝑁(x⃗ 𝑁)

|| (2-9) 

The variational principle
74

 states that the ground state energy, 𝐸0, is always equal or less than the 

expectation value of the Hamiltonian, �̂�, with the trial wavefunction, ψtrial. i.e.  
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 𝐸0 ≤ ⟨ψtrial|�̂�|ψtrial⟩ (2-10) 

Thus, the minimum energy (energy of the ground state) is calculated by varying the trial 

wavefunction until the expectation value of the Hamiltonian is minimized. By invoking the 

variational principle, the best Slater determinants (the particular ΦSD, which yields the lowest 

energy) and Hartree-Fock (HF) energy can be found. The HF energy can be written as
74

 

 𝐸HF = ⟨ΦSD|�̂�|ΦSD⟩ = ∑⟨𝑖|ℎ̂|𝑖⟩

𝑁
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𝑖
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where, 

 ⟨𝑖|ℎ̂|𝑖⟩ = ∫𝜒𝑖
∗(x⃗ 1) {−

1

2
∇2 − ∑

𝑍𝐴

𝑟1𝐴

𝑀

𝐴

} 𝜒𝑖(x⃗ 1)𝑑x⃗ 1 (2-12) 

 ⟨𝑖𝑗|𝑖𝑗⟩ = ∬|𝜒𝑖(x⃗ 1)|
2

1

𝑟12
|𝜒𝑗(x⃗ 2)|

2
𝑑x⃗ 1𝑑x⃗ 2 (2-13) 

 ⟨𝑖𝑗|𝑗𝑖⟩ = ∬𝜒𝑖(x⃗ 1)𝜒𝑗
∗(x⃗ 1)

1

𝑟12
𝜒𝑗(x⃗ 2)𝜒𝑖

∗(x⃗ 2)𝑑x⃗ 1𝑑x⃗ 2 (2-14) 

Eq. (2-12), (2-13), and (2-14) are the contributions due to the kinetic energy and electron-nucleus 

attraction, Coulomb repulsion of electrons, and Hartree-Fock exchange energy resulting from 

quantum (fermion) nature of the electrons. In general, Hartree-Fock method does not count 

instantaneous electron-electron repulsion correctly, which results errors in the wavefunction and 

the correlation energy. Another problem of HF approximation is the definition of spin orbitals. 

To resolve this issue, a linear combination of atomic orbital (LCAO) approximation is normally 

used where molecular orbitals are written as the linear combination of atomic orbitals. 

 𝜒𝑖 = ∑ 𝐶𝑗
𝑖𝜙𝑗

𝑁AOs

𝑗

 (2-15) 

where 𝑁AOs are the number of atomic orbitals of the system, 𝜙𝑗 is the atomic orbital in the 

molecular orbital 𝜒𝑖, and 𝐶𝑗
𝑖 is the coefficient of atomic orbital 𝜙𝑗.  
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2.2 Density functional theory 

 DFT is a popular quantum mechanical methods used to compute the ground state 

electronic structure of many-body systems. DFT techniques are used for atoms, molecules, and 

solids to calculate different properties including molecular structure, electronic and magnetic 

properties, optical and vibrational properties, reaction paths etc.
74 

In DFT method, properties of 

many-electron systems can be evaluated using a functional which in this case is the spatially 

dependent electron density. Type of the DFT method, accuracy, and computational cost depend 

on the type of functional used. Some of the popular functional forms are local density 

approximation (LDA), generalized gradient approximation (GGA), and hybrid density functional 

techniques. In LDA, exchange and correlation functionals only contain terms related to electron 

density. LDA functional is computationally very fast to calculate. LDA performs well for 

systems where density varies slowly in space whereas, for strongly correlated systems, the LDA 

is very inaccurate.
75 

LDA does not account for van der Waal bonding and gives very inaccurate 

hydrogen bonding.
76

 Unlike LDA, GGA functionals use both value of electron density and its 

gradient. Comparative study of LDA and GGA shows that GGA gives remarkable accurate 

results compared to LDA for some properties of molecules including hydrogen bonding.
77 

For 

small to moderate-sized chemical systems, hybrid density functional techniques are often used. In 

hybrid methods, the exchange function is often written as a linear combination of the Hartree-

Fock exchange (eq. (2-14)) and a function (which is a function of electron density and its 

gradient). B3LYP
78 

is a widely used hybrid DFT method based on Becke’s 3-parameters 

functional (B3)
79

 with Lee, Yang, and Parr’s (LYP) nonlocal correlation.
80

 

In Kohn-Sham DFT formulation
81

, the exchange term in eq. (2-11) is replaced by exchange-

correlation functionals 𝐸XC[𝜌], which counts both exchange and correlation energies with 

exchange 𝐸X[𝜌] and correlation 𝐸C[𝜌] functionals. Then the final simplified form for Kohn-Sham 

energy is
74

 

 𝐸KS = ∑⟨𝑖|ℎ̂|𝑖⟩

𝑁

𝑖

+
1

2
∑∑⟨𝑖𝑗|𝑖𝑗⟩

𝑁

𝑗

𝑁

𝑖

+ 𝐸XC[𝜌] + 𝐸nuc (2-16) 

 𝐸XC[𝜌] = 𝐸X[𝜌] + 𝐸C[𝜌] (2-17) 
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  𝐸KS = ∑⟨𝑖|ℎ̂|𝑖⟩

𝑁

𝑖

+
1

2
∑∑⟨𝑖𝑗|𝑖𝑗⟩

𝑁

𝑗

𝑁

𝑖

+ 𝐸X[𝜌] + 𝐸C[𝜌] + 𝐸nuc (2-18) 

Hartree-Fock theory is a special case of Kohn-Sham density functional theory with 𝐸X[𝜌] given 

by the exchange integral (eq. (2-14)) and 𝐸C[𝜌] = 0. DFT method depends on the type of 

exchange and correlation functionals used. Explicitly,  

 𝐸XC
LDA[𝜌] = ∫ρ(r ) εXC ρ(r ) dr  (2-19) 

 𝐸XC
GGA[𝜌𝛼, 𝜌𝛽] = ∫ f(𝜌𝛼 , 𝜌𝛽 , ∇𝜌𝛼, ∇𝜌𝛽) dr  (2-20) 

 𝐸XC
B3LYP = (1 − a)𝐸X

LDA + a𝐸XC
λ=0 + b𝐸X

B88 + c𝐸C
LLYP + (1 − c)𝐸C

LDA (2-21) 

2.3 Semiempirical molecular orbital theory based on NDDO approximation 

Neglect of diatomic differential overlap (NDDO)
72

 methods rely on two main basic 

approximations. 

1. For closed and open-shell molecules, semiempirical formulation uses frozen core 

approximation, which means that the valence electrons move in the field of a fixed core 

composed of the nuclei and inner shell electrons. The valence shell molecular orbitals 𝜒𝑖 can be 

represented as a linear combination of atomic orbitals 𝜙𝜈, 

 𝜒𝑖 = ∑𝐶𝜈𝑖𝜙𝜈

𝜈

 (2-22) 

2. Overlap matrix 𝑆𝜇𝜈 = ∫𝜙𝜇(1)𝜙𝜈(1)𝑑𝜏1
82

 is unity if both atomic orbitals are equal otherwise 

null. Thus all the two centered overlapping integrals between orbitals on different atoms are 

neglected. All three centered and four centered two-electron integrals are completely neglected. 

The LCAO applications to Hartree-Fock approximation
82

 gives the secular Roothaan-Hall 

equation
83,84

  

 ∑(𝐹𝜇𝜈 − 𝑆𝜇𝜈𝐸𝑖)𝐶𝜈𝑖

𝜈

= 0 (2-23) 
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where 𝐹𝜇𝜈 and 𝐸𝑖 are Fock matrix and energy of corresponding molecular orbital.
82

 Coefficients 

𝐶𝜈𝑖 are evaluated using eq. (2-23). Fock matrix approximates the single-electron energy operator 

in a given set of basis functions. 

Following the NDDO approximation, overlap matrix 𝑆𝜇𝜈 is replaced with Kronecker-delta 

𝛿𝜇𝜈 which is 1 if 𝜇 = 𝜈 and 0 otherwise. Then eq. (2-23) becomes,  

 ∑(𝐹𝜇𝜈 − 𝛿𝜇𝜈𝐸𝑖)𝐶𝜈𝑖

𝜈

= 0 (2-24) 

For atomic orbitals 𝜙𝜇 and 𝜙𝜈

 

centered on atom A and atomic orbitals 𝜙𝜆 and 𝜙𝜎 centered on 

atom B (A), the matrix elements 𝐹𝜇𝜈 can be written as:
72

  

 𝐹𝜇𝜈 = 𝐻𝜇𝜈 + ∑∑𝑃𝜆𝜎(𝜇𝜈|𝜆𝜎)

𝐵

𝜆,𝜎𝐵

−
1

2
∑𝑃𝜆𝜎(𝜇𝜎|𝜈𝜆)

𝐵

𝜆,𝜎

          𝜇, 𝜈 both on 𝐴 (2-25) 

 𝐹𝜇𝜈 = 𝐻𝜇𝜈 −
1

2
∑∑𝑃𝜆𝜎(𝜇𝜎|𝜈𝜆)

𝐵

𝜆

𝐴

𝜎

         𝜇 on 𝐴, 𝜈 on 𝐵 (2-26) 

Density matrix 𝑃𝜆𝜎, two-electron integrals (𝜇𝜈|𝜆𝜎) and core Hamiltonian 𝐻𝜇𝜈 are given by
82

 

 𝑃𝜆𝜎 = 2∑𝐶𝑖𝜆
∗ 𝐶𝑖𝜎

occ

𝑖

 (2-27) 

 (𝜇𝜈|𝜆𝜎) = ∬𝜙𝜇
∗(1)𝜙𝜈

∗(1)
1

𝑟12
𝜙𝜆

∗(2)𝜙𝜎
∗(2)𝑑𝜏1𝑑𝜏2 (2-28) 

 𝐻𝜇𝜈 = 𝑈𝜇𝜈 − ∑ ⟨𝜇|𝑉B|𝜈⟩    𝐵(≠𝐴) 𝜙𝜇 , 𝜙𝜈 are on A (2-29) 

where 𝑈𝜇𝜈 is one electron matrix element. Total electronic energy of the valence electrons is
82

  

 𝐸ele =
1

2
∑𝑃𝜇𝜈(𝐻𝜇𝜈 + 𝐹𝜇𝜈)

𝜇,𝜈

 (2-30) 

The total energy of the molecule is the sum of electronic energy and core repulsion energy 

(𝐸𝐴𝐵
core) between the cores of A and B. 

 𝐸tot
mol = 𝐸ele + ∑ ∑ 𝐸𝐴𝐵

core

𝐴<𝐵𝐴

 (2-31) 
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The NDDO-based semiempirical models differ from one another according to the core repulsion 

function (CRF) terms, the type of basis set functions, and the parameterization techniques. Two 

commonly used models are modified neglected diatomic overlap (MNDO) model
85

 and the 

Austin model 1 (AM1)
73

 for which the CRFs are defined as 

 𝐸𝐴𝐵
core(MNDO) = 𝑍𝐴𝑍𝐵(𝑠𝐴𝑠𝐴, 𝑠𝐵𝑠𝐵)[1 + e−𝛼𝐴𝑅𝐴𝐵 + e−𝛼𝐵𝑅𝐴𝐵] (2-32) 

 𝐸𝐴𝐵
core(AM1) = 𝑍𝐴𝑍𝐵(𝑠𝐴𝑠𝐴, 𝑠𝐵𝑠𝐵)[1 + 𝐹(𝐴) + 𝐹(𝐵)] (2-33) 

 𝐹(𝐴) = e−𝛼𝐴𝑅𝐴𝐵 + ∑𝐾𝐴,𝑚e𝐿𝐴,𝑚(𝑅𝐴𝐵−𝑀𝐴,m)
2

𝑖

 (2-34) 

 𝐹(𝐵) = e−𝛼𝐵𝑅𝐴𝐵 + ∑𝐾𝐵,𝑛e
𝐿𝐵,𝑛(𝑅𝐴𝐵−𝑀𝐵,𝑛)

2

𝑗

 (2-35) 

𝑍𝐴 and 𝑍𝐵 are core charges of atoms A and B, 𝑠𝐴 and 𝑠𝐵 are s-type atomic orbitals, 𝛼𝐴 and 𝛼𝐵 are 

core-core repulsion term for atom A and atom B, and 𝑅𝐴𝐵 is the internuclear distance between 

atoms A and B. 𝐾, 𝐿, and 𝑀 are the amplitude, steepness, and displacement of Gaussian functions 

of atoms A and B. At most four Gaussian terms are used in AM1 with 𝑚 = 1, . . . ,4 and 𝑛 =

1, . . . ,4. These extra Gaussian terms differ AM1 from MNDO. PM3
86

 is another widely used SE 

methods, which is also based on NDDO approximations. Instead of four (as in AM1), PM3 uses 

only two extra Gaussian terms in the core repulsion function. 

The earliest SE method developed was the Hückel Molecular Orbital (HMO) method which 

was introduced to permit qualitative study of the purely -electrons systems in 1930.
87

 SE 

methods can predict correct structural, energetic and spectroscopic properties of molecular and 

solid-state systems. New SE methods are currently being developed for the applications to large 

complexes including proteins. Recent study shows that it is possible to use parameterized 

semiempirical methods (e.g. RM1BH: RM1 for biological hydrogen bonding) to investigate the 

weak interaction of biological systems especially binding energy calculation of hydrogen 

bonds.
88

 It is also shown that the addition of extra terms in the CRF improves the description of 

hydrogen bonds.
89–91

 For the enzymes that catalyze redox reactions, especially for redox-active 

elements iron and copper in their active sites, the semiempirical methods MNDO/d
92

 or AM1/d
93
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or modified semiempirical methods with spd-orbitals can be applied. The accuracy of 

semiempirical methods can be improved by modifying the core-repulsion function.  

2.4 Genetic algorithms for parameterization 

Genetic algorithms (GAs) are heuristic search techniques inspired from Darwin’s theory of 

evolution and natural selection. GA first constructs a random initial population of chromosomes 

(i.e. the parameters of the SE models) and evaluates the fitness of each member. A new 

population is created by breeding. Breeding is done by taking two fit chromosomes from parents 

and intermingling to create new offspring. The fitness of each member in new population is 

evaluated and the old population is replaced partially or completely. During the reproduction 

stage, two chromosomes from the gene pool are selected and two new chromosomes are created 

by random mutation and crossover.  

Crossover is the exchange of the genes between two parents to create the resultant 

offspring. It is done by swapping genes at randomly chosen positions (see Figure 2.1 (a)). During 

two-point crossover, two random splicing points are chosen along two parents string and string 

portion within selected splice points is exchanged. Crossover is a very powerful technique to 

have genetic diversity.  
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Figure 2.1: Examples of (a) two-point crossover and (b) mutation operations in genetic 

algorithms. 

Mutation is carried out by changing random genes in an individual (see Figure 2.1 (b)). It is 

done one at a time and fitness score is calculated each time. Only sequences with higher fitness 

scores are collected, if the fitness score is low, another mutation is performed. During the 

optimization, mutation can also help to avoid local minima coming from the population with 

similar chromosomes. 

In this work, a parallel version of PIKAIA,
94

 a genetic algorithm for function optimization, 

is used to optimize the parameters of the SE models. PIKAIA does not calculate the derivatives 

of the “goodness-of-fit” function with respect to the parameters, and thus it is one of the most 

computationally efficient genetic algorithms. PIKAIA uses decimal encoding. Decimal encoding 

is better than binary encoding because binary encoding uses platform-dependent functions in 

FORTRAN. PIKAIA offers different parameters such as a number of individuals in a population, 

a number of generations over which the solution is evolved, and a number of significant digits.  
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2.5 Molecular dynamic simulations 

Molecular dynamic (MD) is a powerful computer simulation technique in molecular 

modeling that enables to describe fluctuations of the molecular structures at the atomic level. In 

MD, Newton’s equation of motion is numerically solved to obtain trajectories. These trajectories 

are used to analyze structural changes, kinetics, and thermodynamic properties of the system. MD 

is often used to study biological processes such as protein folding/unfolding, ion transport, and 

enzymatic reactions. 

In MD, the position of particle 𝑖 at time 𝑡 + 𝛿𝑡, 𝑟 𝑖(𝑡 + 𝛿𝑡), is calculated using the 

previously known positions 𝑟 𝑖(𝑡) at time 𝑡 and 𝑟 𝑖(𝑡 − 𝛿𝑡) at time 𝑡 − 𝛿𝑡 using Verlet equation:
95

  

 𝑟 𝑖(𝑡 + 𝛿𝑡) ≅ 2𝑟 𝑖(𝑡) − 𝑟 𝑖(𝑡 − 𝛿𝑡) + 𝛿𝑡2
𝐹 𝑖(𝑡) 

𝑚𝑖
 (2-36) 

where 𝑚𝑖 is mass of particle and 𝐹 𝑖(𝑡) is the force acting on it. The force in eq. (2-36) is 

calculated as the negative gradient of the potential energy, 𝑈(𝑟 ). 

 𝐹 𝑖(𝑡) = −∇⃗⃗ 𝑖𝑈(𝑟 ) (2-37) 

Depending on how potential energy is calculated, MD simulations are divided into three 

main categories. They are molecular mechanics MD, quantum mechanics MD, and hybrid 

quantum mechanics/molecular mechanics MD. Three types of thermodynamic ensembles are 

commonly simulated.  

First, microcanonical (NVE), which keeps constant number of particles (N), constant 

volume (V), and constant energy (E) throughout the MD simulation. This technique is used to 

calculate dynamically sensitive properties (e.g. diffusion coefficients, dielectric constants, 

vibrational frequencies etc.). During NVE simulations, the system is not coupled to any external 

variables (thermostat, barostat). The movement of the atoms comes directly from equations 

(2-36) and (2-37). Second, canonical (NVT), which keeps constant number of particles (N), 

constant volume of the system (V), and constant temperature of the system (T) during the 

simulations. This ensemble is used preferably to calculate static properties (e.g. radial distribution 

functions, dipole moment distributions, free energy, hydrogen bonding, heat of vaporization, 

etc.). In NVT simulations, the equations of motion are modified to include coupling to a heat bath, 

adjusted to keep the temperature of the system around a target value. Third, NPT, which has 
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similar setup to NVT except volume of the system, which is allowed to change while keeping 

constant pressure (P). In NPT setup, a thermostat is used to keep the temperature around the 

target value and a barostat is used to keep the pressure around the target value. 

2.6 Calculation of infrared spectra 

Studying infrared (IR) spectra is very important to understand the microscopic dynamics of 

the system. As IR spectra are very sensitive to the local environment, the spectral lines give 

structural information about the system. The computed spectra from MD simulations can also be 

directly compared with the experimental spectra to validate the accuracy of the potential energy 

model 𝑈(𝑟 ). Infrared absorption spectra can be calculated from the time correlation function of 

the quantum mechanical total dipole moment of the system.
96

 In the Schrödinger picture, the 

infrared absorption coefficient per unit path length, in the limit of weak external field, is 

computed as
97

,  

 𝛼(𝜔) = [
4𝜋2𝜔

3𝑉ℏ𝑐𝑛(𝜔)
] (1 − 𝑒

−
ℏ𝜔
𝑘B𝑇) × ∑𝜌𝑖|⟨𝜓𝑓|�̂�|𝜓𝑖⟩|

2
𝛿(𝜔𝑓𝑖 − 𝜔)

𝑓,𝑖

 (2-38) 

where 𝑛(𝜔) is the refractive index as a function of wavelength 𝜔, 𝑉 is the total volume of the 

system, ℏ is the reduced Plank’s constant, 𝑐 is the speed of light, and 𝜌𝑖 is the probability of the 

system in 𝑖th
 state. �̂� is the total dipole moment operator of the system. 𝜓𝑖 and 𝜓𝑓are initial and 

final wavefunctions. 

With the Heisenberg picture of spectroscopy,
98

 eq. (2-38) can be written in terms of the 

Fourier transform of total dipole moment autocorrelation function:
97

 

 𝛼(𝜔) = [
4𝜋2𝜔

3𝑉ℏ𝑐𝑛(𝜔)
] (1 − 𝑒

−
ℏ𝜔
𝑘B𝑇) ×

1

2𝜋
∫ 𝑒−𝑖𝜔𝑡〈�̂�(0) ∙ �̂�(𝑡)〉𝑑𝑡

∞

−∞

 (2-39) 

 𝛼(𝜔) = [
4𝜋2𝜔

3𝑉ℏ𝑐𝑛(𝜔)
] (1 − 𝑒

−
ℏ𝜔
𝑘B𝑇) × 𝐼(𝜔) (2-40) 

where  

 𝐼(𝜔) =
1

2𝜋
∫ 𝑒−𝑖𝜔𝑡〈�̂�(0) ∙ �̂�(𝑡)〉𝑑𝑡

∞

−∞

 (2-41) 



24 

 

The dipole moment autocorrelation function in eq. (2-41) is entirely calculated from quantum 

dipole moment operator �̂�. However, in practice, the dipole moment autocorrelation function is 

calculated from classical dipole moment vector 𝑴. In the classical limit, 𝐼(𝜔) from eq. (2-41) 

becomes 𝐼cl(𝜔). 

 𝐼cl(𝜔) =
1

2𝜋
∫ 𝑒−𝑖𝜔𝑡〈𝑴(0) ∙ 𝑴(𝑡)〉𝑑𝑡

∞

−∞

 (2-42) 

However, to satisfy the “detailed balance” condition  

 𝐼(𝜔) = 𝑒
ℏ𝜔
𝑘B𝑇 𝐼(−𝜔) (2-43) 

a quantum correction factor 𝑄QC(𝜔) has to be introduced. The absorption coefficient can then be 

written as 

 𝛼(𝜔) = [
4𝜋2𝜔

3𝑉ℏ𝑐𝑛(𝜔)
] (1 − 𝑒

−
ℏ𝜔
𝑘B𝑇) × 𝑄QC(𝜔) ×

1

2𝜋
∫ 𝑒−𝑖𝜔𝑡〈𝑴(0) ∙ 𝑴(𝑡)〉𝑑𝑡

∞

−∞

 (2-44) 

A number of approximations have been proposed for 𝑄QC(𝜔), such as standard approximation 

(SA), harmonic approximation (HA), Schofield correction (SC), and Egelstaff approximation 

(EA).
97

 Among them, the harmonic correction factor is widely used.
97

 HA has the following 

form: 

 𝑄HA(𝜔) =

ℏ𝜔
𝑘B𝑇

1 − 𝑒
−

ℏ𝜔
𝑘B𝑇

 (2-45) 

With eq. (2-45), eq. (2-44) reduces in the following standard form
97,99

 

 𝛼(𝜔) = [
2𝜋𝜔2

3𝑐𝑉𝑘B𝑇𝑛(𝜔)
] × ∫ 𝑒−𝑖𝜔𝑡〈𝑴(0) ∙ 𝑴(𝑡)〉𝑑𝑡

∞

−∞

 (2-46) 

In this work, eq. (2-46) is used to compute absorption coefficient based on the autocorrelation 

function of the total dipole moment of the system. The total dipole moment, volume of the 

simulation box, and temperature are obtained from the MD simulations. 
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2.7 Calculation of pKa  

An acid dissociation constant (𝐾a) measures the strength of an acid in solution. It is also 

called acidity constant. In general, the acid dissociation reaction can be written as: 

 AH ⇌ A− + H+ (2-47) 

and the acid dissociation constant (𝐾a) is defined as the ratio of the product of concentration of 

conjugate base [A

] and proton [H

+
] to the concentration of compound [AH], i.e. 

 𝐾a =
[A−][H+]

[AH]
 (2-48) 

For practical reasons, 𝐾a values are often expressed in a logarithmic form. p𝐾a is defined as the 

negative logarithm with base 10 of the acid dissociation constant (𝐾a): 

 p𝐾a = −log10𝐾a (2-49) 

As 𝐾a, p𝐾a also characterizes the acidity of the compound. A lower value of the p𝐾a means that 

compound is a stronger acid. 

p𝐾a can be calculated using a thermodynamic integration method in which a mechanical 

constraint is used to fix an order parameter 𝑞, defined here as rAH, the distance between the 

leaving proton and the basic anion (the proton acceptor). For each value of order parameter, the 

average of Lagrange multiplier λ is calculated from which the mean force 𝑓(𝑞) is computed as 

 𝑓(𝑞) = 〈λ〉𝑞 −
2𝑘B𝑇

𝑞
 (2-50) 

The potential of mean force 𝑤(𝑞) is then computed relative to its value 𝑤(𝑞0) at some reference 

value 𝑞0 as 

 𝑤(𝑞) = −∫ 𝑓(𝑞′)𝑑𝑞′
𝑞

𝑞0

 (2-51) 

For 𝑞 = 𝑟AH, the inverse of the dissociation constant as a function of the integration parameter 𝑅C 

for the reaction AH  A

 + H

+
 is given by

100,101
  

 𝐾−1(𝑅c) = 𝐶0 ∫ 4𝜋𝑟AH
2  𝑒

− 
𝑤(𝑟AH)

𝑘B𝑇 𝑑𝑟AH

𝑅𝑐

0

 (2-52) 

where 𝐶0 is the standard concentration equal to 1M. The dissociation constant 𝐾a(𝑅c) of an acid 

in water is computed as
100,101
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 𝐾a(𝑅c) =
𝛼(𝑅c)

2

1 − 𝛼(𝑅c)
 

𝑁

𝐶0𝑉
 (2-53) 

where 𝑁 the number of reactive sites and 𝛼(𝑅c) is the dissociation fraction given by
100,101

  

 𝛼(𝑅c) = 1 −
∫ 4𝜋𝑟AH

2  𝑒
− 

𝑤(𝑟AH)
𝑘B𝑇 𝑑𝑟AH

𝑅𝑐

0

∫ 4𝜋𝑟AH
2  𝑒

− 
𝑤(𝑟AH)

𝑘B𝑇 𝑑𝑟AH
(𝑉1/3)/2

0

 (2-54) 

For clean water with N water molecules, the dissociation constant 𝐾w(𝑅c) is computed as
100,101

 

 𝐾w(𝑅c) = 𝛼(𝑅c) 
𝑁

𝐶0𝑉
 (2-55) 

Finally, the following formula is used to estimate the pKa values.  

 
p𝐾a = −log(𝐾a) 

p𝐾w = −log(𝐾w) 
(2-56) 

The values of p𝐾a and p𝐾w, depend on the choice of 𝑅c. The value of 𝑅c can be established using 

the pKa value of a known acid, and used to estimate the pKa of a substituted but similar acid, or 

the pKa of the same acid in a different chemical environment. This procedure allows us to 

calculate, for instance, pKa shifts induced by metal ligation. 
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3 Re-parameterization of AM1 semiempirical model for liquid 

water: hydrogen bonding and proton transfer reactions  

3.1 Abstract 

Because of their computational cost, applications of high-level quantum mechanical 

methods are limited to small or medium sized molecular systems. Semiempirical (SE) methods 

based on the neglect of diatomic differential overlap approximation represent an acceptable 

computational cost even for relatively large systems, provided they are tailored to reproduce the 

physical and chemical properties of interest. In this work, the standard semiempirical AM1 model 

is re-parameterized for describing the properties of liquid water and the structure and energetics 

of proton transfer reactions in water. SE parameters for H and O are optimized using a genetic 

algorithm to reproduce the geometries and energies of a set of compounds calculated from 

density functional theory, with a special emphasis on the hydrogen bonding geometries. The 

training set contains all conformations and transition structures of the water monomer, dimer, and 

trimer in their neutral, protonated, and deprotonated forms. The transferability of the optimized 

model is assessed for a large testing set of structures of water tetramers, pentamers, and 

hexamers. The optimized model, called AM1-LW, provides significant improvement over 

existing standard SE models. In contrast to other SE models, the AM1-LW model yields liquid 

water properties consistent with experimental data, including radial distribution functions, 

enthalpy of vaporization, self-diffusion coefficient, dielectric constant, and Debye relaxation 

time. Unlike AM1, AM1-W, and AM1PG-W models, the AM1-LW model also reproduces the 

infrared spectrum of liquid water with good agreement to experiment. The gas-phase and liquid-

phase results from AM1-LW suggest that the model offers a good alternative to study proton 

transfer reactions in water without altering the theoretical framework of standard SE models. 

3.2 Introduction 

Water is (arguably) the most important protic solvent in physical, chemical, and biological 

systems.
2
 It plays a key role in acid-base reactions in solution and participates in proton transfer 

reactions in biological systems by connecting proton donors and acceptors through hydrogen-

bonded networks and by changing energy level of solvated species.
2,16,102,103

 It remains a major 
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challenge to develop models of water that describe its unusual thermodynamics and dynamics as 

a neat liquid,
5
 as well as its protic character and its properties as a solvent for H

+
 and OH


 ions.  

Proton transfer mechanisms in water have been extensively studied,
13,23–25

 however, water-

mediated proton transfer reactions have been investigated only for a relatively small number of 

systems
16,104–106

. Since the mechanism of water-mediated proton transfer reactions depends on the 

specific arrangement of the acid and the base (and the hydrogen-bonded network of water 

molecules between the two), it is essential to develop a more practical modeling approach that is 

both computationally efficient and reliable for the purpose of describing water-mediated proton 

transfer reactions in various environments.  

High-level ab initio molecular dynamic (MD) simulations often yield some of the structural 

and dynamical properties and electronic structure of the liquid water in line with experimental 

values.
107–111

 However, due to the high computational cost of ab initio MD simulations, their 

application is limited to small to moderate sized systems.
112

 Despite the popularity of force 

fields
113–115

, they are inapplicable on electronic transition, electronic transport, and the reaction 

systems with bond breaking or forming.  

Semiempirical (SE) methods retain the salient features of quantum chemistry as they 

provide a description of the electronic structure and allow covalent bonds to be broken or formed 

while being computationally efficient even for large-scale systems. SE methods use quantum 

mechanical formulation to define the potential energy functions. They approximate many of two-

electron integrals by introducing external empirical parameters and thus expedite the numerical 

computations. These parameters are obtained by fitting empirical data from experimental and/or 

high-level ab initio methods. Because SE methods are computationally efficient, they can be used 

in molecular modeling of reactions, industrial designing of chemical syntheses, developing and 

evaluating of different methodologies and algorithms, gaining insight about electronic properties 

of any complexes, etc.
116

 SE methods can also be employed in quantum mechanical molecular 

mechanics (QM/MM) setup for examining various properties of very large systems of chemical 

or biological phenomena.
117,118

 

Standard SE methods such as AM1,
73

 PM3,
86

 and PM6
119

 are based on neglect of diatomic 

differential overlap (NDDO)
72

 approximations. These methods were widely used in the past, are 
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currently being used and improved. Re-parameterization of the SE molecular orbital methods is 

often required to overcome the shortcomings resulting from the inherent approximations of the 

methods. When properly parameterized, some of these methods have been shown to accurately 

describe molecular structure and non-bonded interactions.
120–124

 New SE methods are currently 

being developed and applied to study structures and thermodynamics of large complexes 

including proteins.
93,125–129

 

Traditionally, SE models have been parameterized to describe a few properties for a wide 

variety of organic compounds. Early SE models including the RM1 method
130

 were 

parameterized using this technique. For instance, RM1 has been parameterized to describe heat of 

formation, dipole moments, ionization potentials, and geometric variables (bonds and angles) of a 

large training set of 1736 organic and bioorganic complexes. More recently, new SE models are 

being developed and/or improved the existing SE models to describe properties for a specific 

class of systems.
93,123,124,127

 Since the original purpose of the parameterization of SE models is to 

reproduce the structural and energetic properties of small organic clusters, they fail to reproduce 

the structures and interaction energies of bioinorganic clusters. For example, AM1 and PM3 

work well for describing ZnN bonds of model complexes for carbonic anhydrase but does not 

reproduce the coordination number of sterically crowded ZnO complexes and underestimate 

ZnO interaction energies.
131

 Recent study shows that the re-parameterized SE methods (e.g. 

RM1BH) can be used to investigate the weak interaction of biological systems especially binding 

energy calculation of hydrogen bonds.
88

 With an emperical dispersion correction, SE models 

(AM1-D and PM3-D) improve the interaction energies of hydrogen-bonded model complexes for 

DNA pairs.
132

 The system-specific semiempirical methods are being currently developed to 

describe biological interactions accurately.
88,118,121,132,133

 

Most of the studies showed that the AM1 method does not correctly represent hydrogen-

bonding for hydrogen bonded systems.
134–137

 Water dimer, in ground state, has trans linear 

hydrogen-bonded configuration that is verified both experimentally
138,139

 and theoretically
140,141

. 

AM1, however gives a bifurcated structure in which the two hydrogen atoms of one water 

molecule coordinate the lone pair of the other one.
142–144

 As a result, molecular dynamic 

simulations of AM1 do not yield liquid water structure, coordination number, enthalpy of 

vaporization and condensed-phase dipole moment consistent with experimental values.
145

 Like 
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AM1, PM3 and PM6 do not reproduce condensed-phase water properties either.
146

 Several 

attempts have been done to improve the performance of SE methods for liquid water but only a 

small number of models capture only few properties of water.
118,124,145–147

 The performance of SE 

models on hydrogen-bonded systems can be improved by parameterizing new core-core repulsion 

function.
89,90,145

  

Since SE models are highly simplified quantum mechanical descriptions, their 

transferability to complexes and reactions falling outside the scope of the original 

parameterization is unreliable at best. For such systems, reaction-specific SE models need to be 

developed. Reaction-specific SE models usually address some of the poor transferability of 

standard SE methods.
123

 Some of the models describe the gas-phase proton transfer profiles but 

fail to retain the correct structural description of bulk water.
124,148

 Wang et al. have reported an 

approach for semiempirical parameterization based on genetic algorithms.
120

 This technique was 

used to develop two models for proton transfer reactions in water clusters: AM1-W, a re-

parameterization of the original AM1 model for water clusters, and AM1PG-W, a 

parameterization of an AM1-like model with a core repulsion function containing additional 

pairwise Gaussians.
120

 Both AM1-W and AM1PG-W models capture hydrogen-bonding energies 

and energy profiles of proton transfer reactions in gas phase water clusters better than AM1, 

PM3, and RM1 models. However, these models are not designed for capturing the properties of 

bulk liquid water. Therefore, a new SE model has to be developed that reproduce both gas phase 

properties and liquid dynamics of water.  

In this chapter, we report the re-parameterization of the original AM1 for describing gas-

phase proton transfer reactions and liquid water properties using the parameterization technique 

reported in our previous work.
120

 We use the same training and testing sets as in ref. [120] but we 

modify the error function to give higher importance to hydrogen-bonding geometry and yield 

improved liquid water structure. The transferability of the model is assessed for larger cluster 

systems that mimic biological proton transfer and/or proton transport processes. The model is 

further employed in molecular dynamic simulations to measure its capability at reproducing static 

(radial distribution functions, dipole moment distributions, enthalpies of vaporization, and 

hydrogen bonds) and dynamic (self-diffusion coefficients, dielectric constants, autocorrelation 

functions, and IR spectra) properties of liquid water. 
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3.3 Computational Methods 

3.3.1 Error function and parameterization procedure 

The semiempirical model using AM1 Hamiltonian
73

 was re-parameterized to reproduce the 

structural and energetic properties of water clusters as well as gas-phase proton transfer reactions. 

Special attention was paid to the geometry of the water dimer, which is critical for obtaining 

correct hydrogen-bonding structure in the liquid phase. AM1 parameters for hydrogen and 

oxygen were derived by fitting a set of properties obtained from hybrid DFT calculations at the 

B3LYP/6-311++G(2d,2p) level, which has been shown to give acceptable energetics for water 

clusters
149

 and is much faster than high-level methods such as MP2 and CCSDT. All DFT 

calculations were performed using Gaussian 09
150

 and semiempirical calculations were done 

using an in-house version of MOPAC 07.
151

 Parameterization was carried out using a set of small 

water clusters (here onwards training set), which consists of all possible stable conformations of 

water monomer, dimer and trimer in their neutral, protonated, and deprotonated forms. 

Geometries, proton transfer energies, proton affinities, transition state reactions, hydrogen 

bonding energies, and reaction energies were considered. 

Liquid water structure is highly sensitive to the hydrogen-bonding geometry, but AM1-W 

and AM1PG-W models were parameterized without any special consideration for these 

properties. As shown in Figure 3.1, Both AM1-W and AM1PG-W underestimate oxygen-oxygen 

distance of water dimer compared to DFT value. For OOM (angle between O⋯O and bisector 

(OM) of angle HOH of the H-bond receptor water), AM1-W overestimates and AM1PG-W 

underestimates. To get a reasonable liquid structure, explicit dimer bond and angle contributions 

were included in the error function. 
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Figure 3.1: Oxygen-oxygen bond distance and OOM (where M is a point on the HOH bisector 

of the hydrogen-bond accepting water) of water dimer obtained from AM1-W, AM1PG-W, 

B3LYP, and the AM1-LW models. 

The error function  is defined as the sum of deviations of various structural and energetic 

properties from their reference values. The properties include overall cluster structures (for mean 

square deviations (MSD)), bond distances (B) and angle (A) in water dimer, reaction energies 

(ER), proton affinities (EPA), activation energies (EA), hydrogen bonding energies (EHB), and 

proton transfer energies (EPT). The mathematical form of  is given by: 

 

 = 𝑊MSD ∑|𝑀𝑆𝐷𝑖|

𝑖

+ 𝑊B ∑|𝐵dimer
model(𝑖) − 𝐵dimer

ref (𝑖)|
2

𝑖

 

     +𝑊A|𝐴dimer
model(𝑖) − 𝐴dimer

ref (𝑖)|
2
+ ∑|𝐸R

model(𝑖) − 𝐸R
ref(𝑖)|

𝑖

 

     +∑|𝐸PA
model(𝑖) − 𝐸PA

ref(𝑖)|

𝑖

+ ∑|𝐸A
model(𝑖) − 𝐸A

ref(𝑖)|

𝑖

 

     +∑|𝐸HB
model(𝑖) − 𝐸HB

ref(𝑖)|

𝑖

    + 𝑊PT ∑[
1

𝑛PT
∑|𝐸PT

model(𝑖, 𝑘) − 𝐸PT
ref(𝑖, 𝑘)|

𝑛PT

𝑘=1

]

𝑖

 

 

(3-1) 

where WMSD (= 33 kcal/mol.Å
2
), WB (= 250 kcal/mol.Å

2
), WA (= 500 kcal/mol.rad

2
 ), and WPT (= 

2) are weight factors for corresponding quantities. Superscripts “model” and “ref” represent the 

calculated respective properties using optimized SE model and reference DFT results. 𝑛PT (= 5) 

is the number of points in each proton transfer (PT) profile. Proton transfer energies were 

calculated by scanning the H(donor)⋯O(acceptor) distance from 1.7 to 0.9 Å in steps of 0.2 Å 

while keeping O(donor), H(donor), and O(acceptor) collinear. 𝐸(𝑖, 𝑘) represents the energy of 

structure 𝑖 at position 𝑘 (=1 to 5) along the proton transfer energy scan.  
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Mean square deviations were calculated by aligning calculated structure from SE model 

to reference structure from DFT for all non-equivalent structures except OH
–
. In the error 

function, the covalent OH (donor) and noncovalent H(donor)⋯O(acceptor) bond lengths and the 

O (donor)H(donor)⋯O(acceptor) angle of water dimer (HOH⋯OH2) were included. Large 

weighting factors for bonds (WB) and angle (WA) were used to emphasize dimer structure. 

Reaction energies, proton affinities, activation energies, hydrogen bonding energies and proton 

transfer energies are calculated as previously.
120

 In MOPAC, geometry optimization termination 

criterion is set to GNORM = 1.0 kcal/mol/Å for the parametrization and to GNORM = 0.01 

kcal/mol/Å for the final assessment for all models (and for vibrational frequency calculations). 

A genetic algorithm approach was used to optimize the SE parameters set by using a 

parallel version of the PIKAIA program
94

. In a single PIKAIA run, the evolution of 100 number 

of individuals (each individual represents a set of SE parameters) in a population (within the 

search regions) were used for 300 numbers of generations. For each set of parameters, the fitness 

score is evaluated for the natural selection by fitness function, 1/(χ + 1). The set of parameters 

with highest score is collected in each PIKAIA run. A new generation of individuals is generated 

by breeding two good “parent” individuals. To increase the genetic diversity, new generations 

were obtained by the genetic crossover of the previous pair of individuals, followed by random 

mutation. 18 oxygen parameters were optimized followed by 14 hydrogen parameters. 

Parameters were initially set to their original AM1 values
73

(also see Table 3.1) and were allowed 

to change up to ±50% from their initial values. Three rounds of optimization, for each element, 

were needed to minimize the error value. The error value is further minimized by narrowing-

down the search region, allowing only ±20% change from the previous-round values. Three more 

rounds were performed in a similar way, over progressively narrower regions allowing ±10%, 

±5%, and ±1% change from previous values. Two rounds of optimization were needed to 

converge the error value. Finally, no improvement on the error value was observed and the 

parameterization was terminated. The transferability of the model was assessed for a large set of 

water clusters (here onwards testing set), which includes large water clusters of tetramers, 

pentamers, and hexamers in their neutral, protonated, and deprotonated forms. Exactly same 

training and testing sets are used for the parameterization as described in our previous work.
120
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3.3.2 Molecular dynamics simulations 

Semiempirical molecular dynamics (MD) simulations of liquid water were performed using 

the CP2K package
152

 for four different models namely original AM1, AM1-W, AM1PG-W and 

the optimized model. The CP2K code was modified for AM1PG-W implementation. For each SE 

model, 100-ps long MD simulations were performed in the canonical ensemble (NVT) with a time 

step of 0.5 fs. The first 10-ps of each simulation were discarded and the last 90-ps were analyzed. 

Static properties such as radial distribution functions, dipole moment distributions, enthalpy 

of vaporization, and hydrogen bonds were calculated from canonical ensemble (NVT) whereas 

dynamic sensitive properties namely self-diffusion coefficients, dielectric constants, dipole 

moment-time correlations, and IR spectra were calculated from microcanonical (NVE) ensemble. 

All MD simulations were carried out for 64 water molecules in a periodic cubic box of L = 

12.4138 Å, corresponding to experimental density = 1.0 g/cm
3
. The wave function convergence 

criterion was set to 10
-7

 au. Periodic Ewald summation was used to treat the long-range 

electrostatic interaction with 𝛼 parameter of 0.5 Å
-1

 and number of grid points of 25 for all 

directions with quadrupole expansion. The standard NDDO Klopman-Dewar-Sabelli-Ohno 

(KDSO)
153–157

 equation was used for the screening of the Coulomb interactions with interactions 

up to half of the box (L/2 = 6.2069 Å). In NVT simulations, massive Nosé-Hoover thermostat 

with a chain length of 3 and a time constant of 2000 fs were applied to all degrees of freedom to 

maintain constant temperature of 300 K. Same cutoff schemes as in ref. [146] were used for the 

MD simulations. 

10 independent multiple NVE simulations of 40 ps each (400 ps in total) were performed 

using each SE model (as explained above) from different starting points. The initial 

configurations for each 10 NVE simulations were selected from 10
th

, 20
th

, …,90
th

, and 100
th

 ps 

points of the 100-ps parent NVT simulations and dynamical properties were calculated and 

averaged. These multiple independent simulations were used to measure the convergence of the 

different properties. 
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Table 3.1: Optimized AM1-LW parameters compared with original AM1
73

 and AM1-W
120

 

models. Symbols have their usual meaning, as defined in references [73] and [120]. 

 AM1 AM1-W AM1-LW (this work)  

Parameter H O H O H O 

       

Uss (eV) 11.396427 97.83000 12.1942 128.1573 12.560002 124.312581 

Upp (eV)  78.26238  79.8276  79.588146 

s (au) 1.188078 3.108032 1.0574 3.4188 1.078537 3.497468 

p (au)  2.524039  2.5493  2.528886 

s (eV) 6.173787 29.27277 5.0625 36.2982 4.860006 37.859064 

p (eV)  29.27277  38.9328  37.180813 

Gss (eV) 12.848 15.42 14.7752 21.4338 14.331944 21.583836 

Gsp (eV)  14.48  18.6792  18.193541 

Gpp (eV)  14.52  17.5692  17.042124 

Gp2 (eV)  12.98  9.8648  10.338310 

Hsp (eV)  3.94  2.8368  2.811269 

 (Å
1

) 2.882324 4.455371 2.7670 5.7029 2.739361 5.799824 

K1 (eV) 0.122796 0.280962 0.0847 0.3484 0.049143 0.352574 

L1 (Å
1

) 5.0000 5.0000 6.6995 3.0000 3.953000 3.030000 

M1 (Å) 1.2000 0.847918 1.0320 1.0005 0.980400 0.974529 

K2 (eV) 0.00509 0.08143 0.0038 0.0497 0.003321 0.048729 

L2 (Å
1

) 5.0000 7.0000 6.4500 6.0900 8.256000 6.150900 

M2 (Å) 1.8000 1.445071 1.6020 1.9364 1.345680 1.841512 

K3 (eV) 0.018336  0.0260  0.021350  

L3 (Å
1

) 2.0000  2.0400  1.897200  

M3 (Å) 2.1000  1.1760  1.270080  
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3.4 Results and discussion 

The optimized parameters for hydrogen and oxygen are presented in Table 3.1. The 

optimized SE model is called AM1-LW (“AM1 for Liquid Water”). Original AM1 and AM1-W 

parameters are also presented for comparison. The AM1-LW parameters deviate from the 

standard AM1 values by 25% on average for hydrogen parameters and 23% on average for 

oxygen parameters, and by more than 50% for only two parameters (K1 and L2 for hydrogen). 

Large deviations have been reported in the literature for similar re-parameterization attempts. For 

example, in a force-matching re-parameterization of the PM6 model, Welborn et al.
147

 found that 

the 𝛼 parameter of hydrogen deviated by 631% from its original PM6 value
119

.  

3.4.1 Performance on gas-phase clusters 

As expected, the AM1-LW model performs better than other models for all properties of 

the training set. The AM1-LW model slightly underestimates an oxygen-oxygen distance (2.77 

Å) of water dimer but it gives an O⋯O–M angle (see Figure 3.1) of 121.8 consistent with the 

B3LYP result of 121.2. The performance of the AM1-LW model is compared with standard 

AM1, PM3 and RM1 models using DFT results as reference. Figure 3.2 reports the various 

energies associated with proton transfer reactions, the main target of this work. As shown in 

Figure 3.2(a) (training set) and Table 3.2, none of the AM1, PM3 and RM1 models satisfactorily 

reproduce proton affinities. The mean absolute error (MAE) for proton affinities is 1.66 kcal/mol 

for the AM1-LW model, but 20.78 kcal/mol for AM1, 15.37 kcal/mol for PM3, and 29.74 

kcal/mol for RM1. The AM1-LW model also gives small MAEs for both proton transfer energies 

(1.99 kcal/mol) and activation energies (1.81 kcal/mol). 

The transferability of the model is evaluated using the testing set. As shown in Figure 

3.2(d-f) and Table 3.2, the AM1-LW model shows significant improvement over AM1, PM3, and 

RM1. Both AM1 and RM1 have very large MAEs on proton affinity, proton transfer and 

activation energies. Overall, PM3 performs better on proton transfer and activation energies but 

fails to reproduce the proton affinities. Unlike other models, the AM1-LW model has excellent 

correlation with DFT (see Figure 3.2) on proton affinities, proton transfer, and activation energies 

with an overall MAE of 1.94 kcal/mol. The AM1-LW model underestimates PT energies for 5 of 
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the 50 points along the 10 proton transfer profiles of the testing set (see Figure 3.2(e)). These 

correspond to the 0.9-Å point of the PT profiles of protonated tetramers (two isomers) and 

pentamer and to the 0.9 and 1.1-Å points of the PT profile of protonated hexamer. The large 

errors in PT energies of these specific systems
158

 are associated with weak hydrogen bonding 

coming from the non-linearity of hydrogen bonds on the local structures. These large errors stem 

from the clusters adopting incorrect hydrogen-bonding structures once the excess proton is 

moved too close to its acceptor molecule. When proton is closed to the acceptor water, AM1-LW 

fails to retain linearity of hydrogen bonds between proton donor and acceptor water molecules 

during proton transfer scan. In case of protonated hexamer, it also loses its initial Eigen 

conformation to adopt a conformation in which the two water molecules not directly involved in 

the proton transfer form a hydrogen bond. The large errors in energies coming from the breaking 

old and forming new hydrogen bonding were also previously reported.
120

 Only AM1PG-W model 

reproduces these specific PT profile.
120

 The gas-phase performance of AM1-W and AM1PG-W 

models are explained in details in our previous work.
120
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Figure 3.2: Performance of AM1, PM3, RM1, and AM1-LW (this work) on training set (panels a 

to c) and testing set (panels d to f). SE results are plotted against DFT results and diagonal dotted 

lines indicate perfect correlation. The cluster structures for which proton affinities were 

calculated are shown inside panels a and d.  
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Table 3.2: Mean absolute errors from AM1, PM3, RM1, and AM1-LW (this work) relative to 

DFT results. N is the number of corresponding terms used in the error function. Combined 

average error (average of average training and testing sets errors) is also reported. 

   Mean absolute errors (kcal/mol) 

  

N 
AM1 PM3 RM1 

AM1-LW 

(this work) 

Training set 

Proton affinity 6 20.78 15.37 29.74 1.66 

Proton transfer energy 4×5=20 6.05 4.13 11.26 1.99 

Activation energy 12 9.27 7.15 19.67 1.81 

Testing set 

Proton affinity 6 20.68 14.86 39.68 1.98 

Proton transfer energy 10×5=50 12.86 6.75 9.61 3.20 

Activation energy 28 19.42 9.16 13.09 0.98 

Combined average error 14.84 9.57 20.51 1.94 

 

 

3.4.2 Structure of liquid water 

Figure 3.3 presents radial distribution functions (RDFs) of liquid water simulated with 

AM1, AM1-W, AM1PG-W, and AM1-LW models in comparison with neutron diffraction 

experiment.
159

 The locations and amplitudes of different features of the RDFs, as well as the 

coordination numbers (CNs), are presented in Table 3.3. CNs are calculated by integrating 

𝑔OO(𝑟) from origin to first minimum. As shown in Figure 3.3(a) and Table 3.3, the AM1, AM1-

W, and AM1PG-W models do not reproduce experimental 𝑔OO(𝑟) profile correctly. AM1 gives a 

first shell centered at 2.77 Å in line with experiment but fails to reproduce the positions of the 

second and third shells. Moreover, the first peak of 𝑔OO(𝑟) is too broad and extends unusually far 

(𝑟OO
min1 = 4.06 Å), which results in a high OO coordination number of 10.40, compared to the 

experimental value of 4.5.
110,159

 AM1-W gives sharp “ice-like” 𝑔OO(𝑟), yielding a low O-O 
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coordination number of 3.72, the overall signature of a very rigid hydrogen bond network. 

AM1PG-W gives a split first shell coming from a mixture of linear hydrogen bonds (with 𝑟OO ~ 

2.6 Å and 𝑟OH ~ 1.7 Å) and of bifurcated hydrogen bonds in which the two molecules have their 

dipoles aligned (with 𝑟OO ~ 3.1 Å and 𝑟OH ~ 2.3 Å). The broadening of first shell results in a large 

coordination number of 11.04 from AM1PG-W. By contrast, AM1-LW gives 𝑔OO(𝑟) consistent 

with experiment with a first peak, 𝑟OO
max1 around 2.67 Å and 𝑔OO

max1 of 2.78 in good agreement 

with experimental position of 2.73 Å and 𝑔OO(𝑟) of 2.75 (see Figure 3.3(a) and Table 3.3). The 

model also returns both 𝑟OO
max2 and 𝑔OO

max2 values accurately in comparison with experimental 

values for second shell as well. The estimated first-shell OO coordination number from the 

AM1-LW model is 4.85 in good agreement with experimental value of 4.5.
110,159

 

Distributions 𝑔OH(𝑟) and 𝑔HH(𝑟) for AM1 (Figure 3.3(b) and Figure 3.3(c)) are 

consistent with a liquid that forms weak hydrogen bonds, with a strongly shifted and poorly-

defined first peak for 𝑔OH(𝑟) and a broad 𝑔HH(𝑟) first peak. AM1-W gives strongly ordered 

hydrogen bonding characteristics. AM1-LW shows balanced hydrogen bonded structure of water 

in a good agreement with experiment.  

Because many properties of water stem from the structure and stability of its hydrogen 

bond network, it is important to check which models yield a correct number of hydrogen bonds. 

Two water molecules are assumed to be hydrogen bonded when the distance between two oxygen 

atoms is less than or equal to 3.5 Å and the O–H⋯O angle is less than or equal to 45.
160

 As 

shown in Table 3.3, AM1 and AM1PG-W give small number of hydrogen bonds per water 

molecule. AM1-W (3.82) and AM1-LW (3.30) yield average hydrogen bonds per water 

molecules in a good agreement with experimental value of 3.58
161

 than AM1 (2.24) and AM1PG-

W (2.44). AM1-LW shows a good improvement in describing general solvation structure of 

liquid water by reproducing collective features of 𝑔OO(𝑟), 𝑔OH(𝑟), and 𝑔HH(𝑟). 
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Figure 3.3: Radial distribution functions for OO, OH, and HH pairs of liquid water from AM1, 

AM1-W, AM1PG-W and AM1-LW (this work) models. Experimental data taken from ref. [159] 

are also included for the comparison. 
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Table 3.3: Results of NVT simulations of liquid water and comparison to experiment. 

Experimental RDF data are taken from ref. [159] 

Methods 𝑟OO
max1 

[Å] 

𝑔OO
max1 

 

𝑟OO
min1 

[Å] 

𝑔OO
min1 𝑟OO

max2 

[Å] 

𝑔OO
max2 CN CNHB Hvap 

[kcal/mol] 

 

Expt. 2.73 2.75 3.36 0.78 4.52 1.16 4.5
a
 3.58

b
 10.5 ± 0.3

c
  

AM1 2.77 2.85 4.06 0.73 5.19 1.28 10.40 2.24 9.0  

AM1-W 2.66 6.93 3.06 0.29 4.40 1.58 3.72 3.82 17.3  

AM1PG-W 3.10 1.97 4.38 0.84 5.74 1.11 11.04 2.44 8.0  

AM1-LW  

(this work) 2.67 2.78 3.69 0.89 4.53 1.15 4.85 3.30 12.1  

a. Reference [110,159]      b. Reference [161 ] (at T = 298 K)      c. Reference [162] (at T = 25) 

3.4.3 Enthalpy of vaporization 

Enthalpy of vaporization is calculated from average intermolecular interaction energy 𝐸int 

using the following formula:
145,163

 

 ∆𝐻vap = −𝐸int + 𝑅𝑇 (3-2)  

where R is the gas constant and 𝐸int is defined in terms of 𝐸𝑛, the average potential energy of 𝑛 

interacting water molecules during a molecular dynamics simulations of liquid water, and of 𝐸1, 

the potential energy of single water in gas phase, and is calculated as: 

 
𝐸int = 

〈𝐸𝑛〉 − 𝑛 𝐸1

𝑛
 (3-3) 

As shown in Table 3.3, enthalpies of vaporization are within ±2.5 kcal/mol of the experimental 

value of 10.5±0.3 kcal/mol
162

 for all models except AM1-W. AM1-W (17.3 kcal/mol) 

significantly overestimates the enthalpy of vaporization compared to experimental value.  
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3.4.4 Dipole moment distribution in liquid water 

To check the polarization effects in condensed phase, dipole moments of water monomer 

and dimer in gas-phase and monomer in liquid water are analyzed. The average dipole moment of 

monomer in liquid water is calculated from NVT MD simulations.  

Table 3.4 summarizes the calculated dipole moments compared to experiment and Figure 

3.4 shows the dipole moment distribution of water monomer in liquid water as predicted from 

AM1, AM1-W, AM1PG-W, and AM1-LW models. While all models describe some amount of 

molecular polarization, some models get polarized more. During the development of AM1 

model, dipole moment of water was included in the error function. As a result, with no surprise, 

AM1 yields the gas-phase dipole moment of water monomer but does poorly for the liquid-phase. 

As shown in Table 3.4, despite reproducing the dipole moment of water monomer, AM1 model 

underestimates for both gas-phase water dimer (2.32 D) and water monomer (2.04 D) in liquid 

water. AM1-W model gets polarized the most, going from 2.75 D in gas phase to 3.40 D in liquid 

phase, likely due to its overly strong hydrogen-bonding character.
164

 AM1PG-W model however 

overestimates dipole moment for gas-phase water monomer, but yields dipole moment of water 

dimer and monomer in liquid water of values 2.66 and 2.97 D in consistent with experimental 

value of 2.64 and 2.90 D respectively. It is noticed that the small O···O–M angle in water dimer 

(see Figure 3.1) from AM1PG-W causes decrease in dipole of water dimer (2.66 D) than water 

monomer (2.71 D). The AM1-LW slightly overestimates the dipole moment of gas-phase water 

monomer and dimer and yields dipole moment of monomer in liquid that lie between AM1-W 

and AM1PG-W values as shown in Figure 3.4. 
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Table 3.4: Gas-phase dipole moment of water monomer and dimer and dipole moment of 

monomer in liquid phase. 

Methods Dipole moment (Debye) 

 

Monomer Dimer Monomer in liquid 

Expt. 1.85
a
 2.64

b
 2.9 ± 0.6

c
 

AM1 1.86 2.32 2.04 

AM1-W 2.75 3.45 3.40 

AM1PG-W 2.71 2.66 2.97 

AM1-LW (this work) 2.75 3.05 3.18 

a) Reference [165] 

b) Reference [166] 

c) Based on partial atomic charges estimated from X-ray diffraction data [167] 

 

 

 

 

Figure 3.4: Distribution of the monomer dipole moment in liquid water at T = 300 K. 
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3.4.5 Self-diffusion coefficient  

Self-diffusion coefficient of liquid water is calculated from the long-time limit of the 

mean square displacement of the oxygen atoms, using the following formula: 

 

𝐷PBC = lim
𝑡→∞

1

6𝑡
〈
1

𝑁
∑[𝒓O,𝑖(𝑡) − 𝒓O,𝑖(0)]

2
𝑁

𝑖=1

〉 (3-4) 

Mean square deviation over the delay time is calculated from the last 30-ps of each 40-ps 

microcanonical simulation. Since self-diffusion coefficient measures the linear growth of mean 

square deviation, the 𝑡 < 5 ps range and the poorly sampled 𝑡  25 ps range are ignored for the 

linear fit. The self-diffusion coefficients DPBC obtained from AM1, AM1-W, AM1PG-W, and 

AM1-LW (this work) are presented in Table 3.5. As diffusivity of the liquid strongly depends on 

the simulation system size, it is requisite to incorporate finite-size effects on DPBC.
168

 Since we do 

not have access to the viscosities of the different models (which are needed to calculate finite 

system-size correction factors
168

), it is more straightforward to compare our DPBC results with the 

DPBC value to be expected from the experimental diffusion coefficient and viscosity. As shown in 

Table 3.5, the self-diffusion coefficient of water from AM1-LW (0.37 Å
2
/ps) is higher than the 

experimental value (0.18 Å
2
/ps). AM1 and AM1PG-W give high self-diffusion coefficient. The 

low value of self-diffusion coefficient from the AM1-W reflects the condensed-phase of water is 

overly structured. The sharp RDFs in Figure 3.3 also support this conclusion. AM1-LW, 

however, shows great improvement over other SE models, including PM3 (0.78 Å
2
/ps) and PM6 

(1.28 Å
2
/ps).

146
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Table 3.5: Average temperatures, self-diffusion coefficients, static dielectric constants, and 

Debye relaxation times of liquid water. 

Methods TNVE [K] DPBC [Å
2
/ps] 𝜖 𝜏𝐷 [ps] 

Experiment   0.18
a
 78.4

b
 8.5

c 

AM1 305 ± 3 0.46 31.7 ± 2.0 1.2 

AM1-W 310 ± 3 0.01 35.1 ± 9.0 200 

AM1PG-W 302 ± 3 0.83 116.6 ± 6.6 1.3 

AM1-LW (this work) 298 ± 2 0.37 95.4 ± 9.6 6.7 

 

a. Experimental self-diffusion coefficient (0.23 Å
2
/ps

169
) minus the finite size 

correction
168

 that would apply to a system of 64 molecules (0.05 Å
2
/ps) 

b. Reference [170] 

c. Reference [171] 

3.4.6 Static and dynamic dielectric constants 

The dielectric constant of the liquid, 𝜖, is calculated using the following formula:
172

 

 
𝜖 = 𝜖∞ +

4𝜋

3𝑉𝑘𝐵𝑇

(〈𝐌2〉 − 〈𝐌〉2)

𝜀0
 (3-5) 

where 𝜖∞ = 1 is the dielectric constant of vacuum, 𝐌 is the total dipole moment of the 

simulation box, V is the volume of the simulation box, T is the temperature of the system, 𝑘𝐵 is 

Boltzmann constant, and 𝜀0 is the permittivity of vacuum. The static dielectric constants obtained 

from Eq. (3-5) using different models are shown in Table 3.5. As dielectric constant grows with 

the amplitude of the dipole moment fluctuations, the models, which yield correct molecular 

dipole moment of water, tend to estimate the correct dielectric constant. The dielectric constant 

versus molecular dipole moment curve shows about 50% difference in dipole moments can lead 

as much as six times differences in the dielectric constant.
173

 The AM1 gives the correct gas-

phase dipole moment of water monomer, but yields low dielectric constant of water, which is 
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likely due to the underestimation of molecular dipole moment of water in liquid. Despite yielding 

a larger and more realistic number of hydrogen bonds, the AM1-W model underestimates the 

dielectric constant, going against the generally expected trend.
174

 AM1PG-W and AM1-LW 

models show significant improvement on reproducing dielectric constant over other models. 

These improvements are partly due to their performances on yielding dipole moment of water in 

liquid. For instance, the AM1-LW model slightly overestimates the dielectric constant with value 

95.4 in comparison to experimental value of 78.4. The overestimation may arise from the slightly 

overestimation on dipole moments of monomer in liquid water. Figure 3.5 shows the running 

average dielectric constants with errors as a function of simulation time. It is observed that the 

convergence of dielectric constant is very slow for all models except AM1.  

 

Figure 3.5: Convergence of the estimated static dielectric constant as a function of time as 𝐌(𝑡) 

is accumulated. Horizontal dashed line shows the experimental value. Dotted lines are the 

running estimated standard errors from independent multiple simulations (see Section 3.3.2 for 

details). 
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Frequency dependent dielectric constant draws some insight of relaxation dynamics of the 

liquid and dipole moment orientational dynamics. Frequency dependent dielectric constant is 

calculated using the following relation:
175–177

 

 
𝜖(𝜔) − 𝜖∞

𝜖0 − 𝜖∞
= 1 − 𝑖𝜔ℒ𝑖𝜔[ϕ(τ)] (3-6) 

where ℒ𝑖𝜔 denotes the Laplace transform of the normalized autocorrelation function ϕ(τ) of the 

system’s total dipole moment. ϕ(τ) is defined as following: 

 

ϕ(τ) =
〈𝐌(τ) ∙ 𝐌(0)〉

〈|𝐌(0)|𝟐〉
 (3-7) 

 

 

Figure 3.6: Time autocorrelation function ϕ(τ) of total dipole moment of the system. Black line 

represents a single exponential decay using the experimental Debye relaxation time 𝜏𝐷=8.5 ps 
171

. 

 

Figure 3.6 shows the autocorrelation function of total dipole moment of the system 

calculated from Eq. (3-7). ϕ(τ) decays quickly for AM1 and AM1PG-W but very slowly for 
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AM1-W. The slow decay of ϕ(τ) for AM1-W is consistent with the fact that the model has 

almost no diffusivity (see Table 3.5). Since ϕ(τ) decays exponentially, Debye relaxation time 𝜏𝐷, 

which is a key parameter for describing solvation dynamics,
178

 is calculated from the long range 

exponential fit of ϕ(τ) as
175

 

 ϕ(τ) = A e−τ/𝜏𝐷 (3-8) 

The shape of ϕ(τ) based on experimental Debye relaxation time (𝜏𝐷 = 8.5 ps) is also presented in 

Figure 3.6. As shown in Figure 3.6, the AM1-LW model slightly underestimates the Debye 

relaxation time as compared to experimental value. The AM1-LW model also captures the 

signature of the fast damped oscillations and the second relaxation process. The existence of 

these two-relaxation modes in liquid water is consistent with previous study on dielectric 

relaxation in liquid water.
179

 The calculated Debye relaxation times are presented in Table 3.5. It 

is found that AM1 and AM1PG-W yield very low Debye relaxation times of 1.2 and 1.3 ps 

respectively and AM1-W gives very large value of 200 ps. Unlike other models, the AM1-LW 

model yields a Debye relaxation time of 6.7 ps in good agreement with the experimental value of 

8.5 ps. 

The dynamics of the liquid can be studied from the frequency-dependent dielectric 

constant. The frequency-dependent dielectric constant is written as 𝜖(𝜔) = 𝜖′(𝜔) − 𝑖𝜖"(𝜔), 

where the real part 𝜖′(𝜔) describes dispersion and the imaginary 𝜖"(𝜔) describes absorption 

characteristics of the liquid.
180

 More importantly, the complex part describes the radiative transfer 

of microwave radiation in water. Figure 3.7 presents frequency dependent dielectric constant of 

water from the AM1-LW. Despite the overestimation of the static dielectric constant, the AM1-

LW model captures the overall features of both real and imaginary dielectric constants as a 

function of frequency. More importantly, it reproduces imaginary part at low frequency range, 

which is crucial for describing absorption spectra. 
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Figure 3.7: Real (solid) and imaginary (dotted) parts of frequency-dependent dielectric constant 

for water obtained from the AM1-LW model (this work) using Eq. (3-6), compared to 

experiment. Experimental curves are taken from ref. [177]. 

3.4.7 Harmonic vibrational frequencies and infrared spectra 

Table 3.6 presents vibrational frequencies of the water monomer and dimer calculated for 

different SE models. Experimental/ab initio values are also presented for comparison. In the case 

of the dimer, vibrational modes are presented for both proton-acceptor (A) and proton-donor (D) 

water molecules. Compared to experimental vibrational frequencies, AM1 systematically 

underestimates the frequencies of symmetric (sym) and anti-symmetric (anti) modes and 

overestimates the frequencies of bending modes indicating bonds are too flexible and angle is too 

stiff. AM1-W systematically overestimates the frequencies of both symmetric and anti-symmetric 

modes and underestimates bending mode while AM1PG-W underestimates all frequencies. Even 

though vibrational frequencies were not explicitly adjusted during the parameterization of AM1-

LW, as shown in Table 3.6, the AM1-LW model notably improves the accuracy of vibrational 
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frequencies for both water monomer and dimer in comparison with reported experimental/ab 

initio results. 

 

Table 3.6: Vibrational frequencies of water monomer and dimer predicted from different SE 

models. Experimental/ab initio values are taken from reference [181]. 

Methods Monomer Dimer 

 1(sym) 

cm
1

 

2(bend) 

cm
1

 

3(anti) 

cm
1

 

13 

cm
1

 

rms 

cm
1

 

1(sym) 

cm
1

 

2(bend) 

cm
1

 

3(anti) 

cm
1

 

rms 

cm
1

 

Expt./ 

ab initio 

3832.2 1648.5 3942.5 110.3 

 3797 (A) 

3718 (D) 

1669 (A) 

1653 (D) 

3899 (A) 

3881 (D) 

 

AM1 3518.4 1879.1 3588.7 70.3 303.8 

3490 (A) 

3489 (D) 

1878 (A) 

1900 (D) 

3575 (A) 

3574 (D) 

284.5 (A) 

263.1 (D) 

AM1-W 3950.2 1312.9 4055.3 105.1 215.5 

3856(A) 

3489(D) 

1387 (A) 

1458 (D) 

3986 (A) 

4084 (D) 

173.8 (A) 

209.5 (D) 

AM1PG-W 3669.2 1515.1 3754.3 85.1 163.1 

3597 (A) 

3400 (D) 

1513 (A) 

1547 (D) 

3699 (A) 

3773 (D) 

186.5 (A) 

203.3 (D) 

AM1-LW 

(this work) 

3921.1 1492.9 4024.9 103.8 113.9 

3857 (A) 

3610 (D) 

1527 (A) 

1552 (D) 

3979(A) 

4032 (D) 

100.3 (A) 

122.0 (D) 

 

Table 3.6 also reports 13 = 3  1, the frequency shift between the symmetric and 

antisymmetric stretching modes of the water monomer. The models with more flexible bonds 

(AM1 and AM1PG-W) underestimate the frequencies shift, while the models with more rigid 

bonds (AM1-W, AM1-LW) AM1 and AM1PG-W models yield symmetric and antisymmetric 

frequency bands, which are unrealistically close to each other (small 13). Even though 13 

from AM1-W is closer to experimental value, both symmetric and anti-symmetric frequencies are 

highly overestimated. Compared to experimental value (110.3 cm
−1

), the AM1-LW model (103.8 

cm
−1

) gives agreeable value of 13. The root mean square deviations rms of all three 

vibrational frequencies 1, 2, and 3 are also calculated from four different SE models. As shown 
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in Table 3.6, the AM1-LW model gives lowest rms of 113.9 cm1
 for water monomer, and 

103.3 cm1
 (acceptor) and 122.0 cm1

 (donor) for water dimer. The accuracy of the models for 

vibrational frequencies increases in the order AM1 < AM1-W < AM1PG-W < AM1-LW. 

The dynamical properties of liquid water are further investigated by calculating the 

infrared (IR) absorption spectrum. The IR absorption coefficient is calculated from the Fourier 

transform of the autocorrelation function of the total dipole moment of the system. The product 

of absorption coefficient α(ω) and refractive index 𝑛(ω) can be written as
97,99

 

 
α(ω)𝑛(ω) =

2𝜋𝜔2𝛽 

3𝑐𝑉
× ∫ 𝑑𝑡 〈𝐌(𝑡) ∙ 𝐌(0)〉𝑒−𝑖𝜔𝑡

+∞

−∞

 (3-9) 

 

where 𝛽 = 1/𝑘B𝑇 (𝑘B and 𝑇 are the Boltzmann constant and temperature), 𝑉 is the volume of the 

system, and 𝑐 is the speed of light in vacuum. The quantum time-correlation function is 

calculated from the classical function by applying a harmonic quantum correction factor 𝑄HA of 

the form:  

 
QHA =

𝛽ℏ𝜔 

1 − 𝑒−𝛽ℏ𝜔
 (3-10) 

 

It was found that a harmonic quantum correction factor performs better than the Kubo
182

 and the 

Schofield
183

 corrections in capturing IR spectra of water. As previously reported,
97

 harmonic 

correction factor satisfies the fluctuation-dissipation theorem and restores the detailed balance 

condition.  

IR spectra of liquid water calculated from AM1, AM1-W, AM1PG-W, and AM1-LW 

models are shown in Figure 3.8 along with experimental spectrum. AM1, AM1-W, and AM1PG-

W models do not reproduce the experimental IR spectra and hence they are not discussed further. 

Unlike other models, AM1-LW yields a nature of the spectrum with good agreement to 

experiment. The shape of the spectrum regardless of intensity is similar to experiment especially 

in the low frequency region below 1000 cm
1

 that corresponds to librational modes. The positions 

of libration, HOH bending and OH stretch modes are approximately 760, 1590 and 3390 cm
1

 

respectively which are within 100 cm
1 

of experimental values of ~650, ~1650, ~3400 cm
1

.
184

 

Previous studies show that OH stretch frequency of liquid water is highly correlated with OO 
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distances and intermolecular OH distances between hydrogen-bond donor and acceptor water 

molecules.
185–187

 AM1-LW results for the diffusivity and vibrational frequency shows the model 

captures the translational, rotational, and vibrational motions of the liquid water. 

 

 

 

Figure 3.8: IR spectrum (arbitrary units) of liquid water obtained from AM1, AM1-W, AM1PG-

W and AM1-LW models in comparison with experiment
188,189

. 

3.5 Conclusion 

A re-parameterization of AM1 model, called AM1-LW, has been presented for describing 

gas-phase proton transfer reactions of water and structure of liquid water. Various gas-phase 

properties from the AM1-LW model were compared with standard semiempirical models (AM1, 

PM3, and RM1). The AM1-LW model shows a great improvement over standard models in 

reproducing a number of gas-phase properties of water, including proton transfer related 

quantities. 
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From the molecular dynamics simulations, it is found that the AM1-LW model provides 

improved accuracy for various static and dynamical properties of liquid water over AM1, AM1-

W, and AM1PG-W models. In particular, the AM1-LW model better reproduces the 

experimentally observed structure of liquid water. The AM1-LW model yields OO coordination 

and enthalpy of vaporization in agreement with experiment, which reflects the balance of 

polarization and dispersion interactions. Sensitive dynamical properties such as self-diffusion 

coefficient, dielectric constant, and Debye relaxation time were also investigated. Compared to 

other models, AM1-LW shows a great improvement on reproducing some of the properties of 

water. Interestingly, the AM1-LW model reproduces the imaginary part of dielectric constant at 

lower frequency range, which leads to infrared spectrum line shapes of water in good agreement 

with experimental spectrum.  

The results from this work confirm that the poor performance of the SE models can be 

improved without modifying the original Hamiltonian, by adopting a powerful enough 

parameterization technique and minimizing a more specific error function. A recent study from 

Welborn et al.
147

 also suggests that properly parameterized SE methods can yield correct 

structural and electronic properties for water in both gas and liquid phases and concluded that the 

poor descriptions from NDDO based SE methods are coming from the poor parameterization 

strategies.
147

 Despite having a few limitations, the AM1-LW model shows marked improvement 

over other SE models. Hence, AM1-LW is more suitable to the study of condensed-phase 

properties of water and represents an excellent compromise between computational cost and the 

accuracy. Future work will be aimed at developing reaction-specific semiempirical models to 

describe the structural and chemical properties of biological systems in which water plays an 

essential role.  
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4 Development of semiempirical models for zinc-water and zinc-

cysteine binding in metalloproteins 

4.1 Abstract 

Zinc plays crucial roles in biocatalysis and in stabilizing protein structure. In principle, 

zinc-catalyzed enzymatic reactions and zinc binding in proteins can be modeled using high-level 

quantum methods. However, due to their very high computational cost, these methods are 

prohibitive to the study of zinc metalloproteins. Quantum mechanical semiempirical methods 

based on the neglect of diatomic differential overlap approximation introduce empirical 

parameters for many expensive integrals in ab initio methods, which make calculations fast while 

retaining acceptable accuracy. We aim to develop a semiempirical model for Zn that correctly 

describes the hydration structure of Zn
2+ 

and the metal-induced pKa shifts for ligands in Zn
2+

 

complexes mimicking the active site of some zinc-metalloproteins. The standard AM1 

semiempirical model is re-parameterized to reproduce structural properties and energetics 

(complexation energies, ligand-exchange energies, proton transfer energies, and proton affinities) 

of a set of compounds (the training set) calculated from hybrid density functional theory 

[B3LYP/6-311++G(d,p)]. The training set contains Zn
2+∙H2O, Zn

2+∙H2S (model for cysteine), and 

H2O/H2S ligand exchange reactions in hexa- and tetra-coordinated Zn
2+ 

complexes, in both their 

neutral and deprotonated forms. Semiempirical parameters for Zn and S are optimized using a 

genetic algorithm approach. Parameters for H and O are used from our previous study on proton 

transfer in water (see Chapter 3). The transferability of the model is assessed for a large set of 

Zn
2+∙(H2O)n∙(H2S)m complexes (with n + m = 4, 5 or 6) (the testing set). The optimized model 

provides a significant improvement over standard AM1 and PM3 models for both training and 

testing sets. For instance, the average unsigned error in reaction energies from the optimized 

model is 2.27 kcal/mol compared to 30.30 (AM1) and 22.30 (PM3) kcal/mol in the training set 

and 4.02 kcal/mol compared to 24.29 (AM1) and 48.18 (PM3) kcal/mol in the testing set. The 

optimized model is used to simulate the hydration structure of Zn
2+ 

and it yields correct 

hexacoordinated hydration structure with average Zn⋯O distance of 2.13 Å in good agreement 

with the experimental value of 2.06 Å. The model is further applied to study the metal-induced 

pKa shift of water and hydrogen sulfide in liquid water. The optimized model yields pKa of zinc-
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bound water of 9.0 and zinc-bound hydrogen sulfide of 2.0 in excellent agreement with available 

experimental/theoretical results. The optimized model can be a reliable semiempirical model to 

study different structural and catalytic mechanisms at the active sites of zinc metalloproteins. 

4.2 Introduction 

Metal ions are important for their biological functions of metalloproteins. They activate or 

regulate the function of proteins by causing change in structure or sewing catalytic center and are 

also involved in protein stabilization, protein-protein interactions, and protein-ligand 

binding.
57,190–192

 Zinc is the second most abundant metal in biological systems, after iron. It plays 

crucial roles in biocatalysis and in stabilizing protein structures. Zn also involves in regulatory 

and transport mechanisms.
193

 For catalytic roles, zinc is often selected over other divalent ions 

because of its flexible coordination geometry, fast ligand exchange (with a water exchange rate 

around 10
7
-10

8
 sec

1
),

194
 Lewis acidity, and lack of redox activity.
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Upon binding to the ligands, Zn
2+

 increases ligands’ acidity. Zn-bound water plays crucial 

roles in the catalytic sites of Zn
2+

 proteins. Generally, Zn
2+

 binds one water and three amino acids 

in catalytic active sites but binds four amino acids in structural active sites.
195

 . Common binding 

motifs of Zn
2+

 enzymes at catalytic sites include His/His/His/H2O (e.g. metallo--lactamase, 

carbonic anhydrase), and His/Asp/Asp/H2O (e.g. histone deacetylases) and structural sites include 

Cys/Cys/Cys/His (e.g. nucleocapsid p7), Cys/Cys/Cys/Cys (e.g. breast cancer-associated protein 

2).
196

 A recent survey on the coordination environment of zinc showed that cysteine and histidine 

account for ~72% and ~25% of total coordinating ligands respectively.
192

 While Zn
2+

 normally 

binds four ligands in a tetrahedral geometry in protein active sites,
197,198

 it has the ability to form 

higher (up to 6) coordination geometries in few proteins.
199,200

 Understanding the hydration 

structure of Zn
2+

, the change in water acidity upon binding to Zn
2+

, and the effect of additional 

ligands on the pKa shift of water have particular interest to protein chemistry. Study of Zn
2+

 

binding water also helps for gaining insight into binding features of Zn
2+

-ligand complexes and 

biological importance in zinc metalloproteins.  

In proteins, Zn
2+

 binds cysteine preferably to any other amino acid. The ionization state of 

the functional thiol group of cysteine is highly sensitive to the local protein environment because 

its pKa value (7.4) is closed to physiological pH.
193

 The interaction of cysteinate R–S
–
 lone pair 
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with Zn
2+

 has a particular interest as it determines the nature of the interaction (e.g. electrostatic 

or covalent or ionic) and the soft characteristics of the ligand in zinc metalloenzymes.
201

 To 

understand the zinc-ligand interactions analogous to metal binding in protein, very high-level 

quantum mechanical methods are often used for small biomolecular clusters mimicking the 

functional groups found in zinc metalloprteins.
202–204

 

State-of-the-art studies of the catalytic roles of Zn
2+

 in proteins uses hybrid quantum 

mechanics/molecular mechanics (QM/MM) approaches, where the active site of the protein is 

described with a quantum mechanical theory and the rest of the system is defined with classical 

mechanics. While classical mechanical force-field methods allow for studying the structural 

dynamics of proteins, they typically do not allow bond breaking and cannot be used to study 

reaction mechanisms. That is, force fields cannot be used to study reactions at the catalytic site of 

the enzymes. Moreover, current widely used force-fields CHARMM,
205

 AMBER,
206

 and 

OPLS
207,208

 are designed for the protein residues, not for the metal centered reaction centers. 

Recently new force fields are being developed to study solvation structure of Zn
2+

 in water
209

 and 

zinc-ligand interactions (binding coordination energies and zinc-ligand binding distances) in 

metalloproteins
198,210–214

. Because of the inherited limitations of force field methods, these 

methods are only applicable to study hydration free energy and structural dynamics of ions in a 

solvent. Semiempirical (SE) methods are based on the Hartree–Fock formalism, but use 

approximations to avoid computationally expensive steps and introduce empirical parameters 

fitted from empirical data. SE methods tend to reproduce correct structures and energetics of the 

biomolecules.
118

 Thus, SE methods provide a compromise between the computational costs of ab 

initio quantum mechanical calculations and the electrons-related limitations of force fields. 

Standard SE models based on the neglect of diatomic differential overlap (NDDO) 

approximations
72

 such as AM1
73

 and PM3
86

 were developed to reproduce the structural and 

thermochemical properties of small organic compounds, however, they inadequately describe 

zinc-ligands (for example, Zn⋯O or Zn⋯S) interactions.
131,204,215

 To improve the accuracy of the 

SE models, reaction-specific re-parameterization of original SE models are often carried 

out.
93,133,216–219

 In this work, we optimize the standard AM1
73

 SE model for zinc metalloproteins. 

The parameters for Zn and S are optimized to reproduce the structural properties and energetics 

(complexation energies, ligand exchange energies, proton affinities, and proton transfer energies) 
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of zinc-complexes that mimic the active sites of zinc metalloproteins. For hydrogen and oxygen, 

previously optimized AM1 parameters, to study proton transfer in water, are used.
220

 The 

optimized model is then used to explore the solvation structures of zinc ion in liquid water and 

zinc ion in liquid hydrogen sulfide and the influence of zinc-coordination on ligands’ pKa. 

4.3 Computational Methods 

Re-parameterization of SE models was done in three steps. First, the training set of a small 

set of model compounds to represent the active site of the zinc metalloproteins was prepared. 

Second, the parameterization procedure was carried out in a similar manner as reported in the 

previous work
120,220

 using the training set. Third, the transferability of the optimized model was 

assessed by applying on the large set of compounds named as the testing set.  

Finally, the optimized model was subjected to gas- and liquid- phases simulations on zinc 

binding ligands. The performance of the optimized model was compared with original AM1
73

 

and PM3
86

 models for both gas- and liquid-phase results along with available theoretical and 

experimental results.  

4.3.1 Preparation of training set and gas phase calculations 

Optimization of the AM1 parameters for Zn and S was performed based on the gas-phase 

properties of molecular complexes mimicking the active site of zinc proteins. The training set 

contains structural and energetic properties associated with biomimetic complexes of Zn
2+

, 

H2O/OH
–
, and H2S/HS

–
 (models for neutral and deprotonated cysteine) and H2O/H2S ligand 

exchange reactions in hexa- and tetra-coordinated Zn
2+ 

complexes. In addition, neutral and 

deprotonated H2S…H2O binary complexes and proton transfer profiles in H2S…H2O were also 

included in the training set. The compounds and associated reactions used in the training set 

during the parameterization are presented in Figure 4.1.  

Gas-phase DFT calculations were performed on B3LYP/6-311++G(d,p) level of theory 

using Gaussian 09
150

 and semiempirical calculations were done using MOPAC 07.
151

 During 

geometry optimization in MOPAC 07, the termination criteria GNORM was set to be 1 

kcal/mol/Å during the parameterization and was set to be 0.01 kcal/mol/Å for the final 
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assessment of the SE models. The final optimized coordinates from DFT were used as the initial 

coordinates for SE geometry optimization.  

 

Figure 4.1: Compounds and reactions used in the training set. (A) Complexation of simple binary 

complexes in their neutral and deprotonated forms (B) Ligand exchange reaction in hexa-

coordinated zinc complexes and (C) Tetra-coordinated zinc complexes in their neutral and 

deprotonated forms including ligand exchange reaction in the neutral form. The numbers (1-5) 

identify the complexes used for complexation energies. Deprotonation reactions (labeled “–H
+
”), 

proton transfer reactions (labeled “PT”), and ligand exchange energies (shown by numbers 6 and 

7) 
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Since proton transfer mechanisms play crucial roles in chemical and biomolecular 

processes in the living organism, it is important to have a model, which also reproduces proton 

transfer profiles. One way to incorporate this is by reproducing the proton affinity of the model 

compounds of the active sites of the proteins. The proton affinity, 𝐸PA, was calculated as 

following: 

 
𝐸PA

DFT = −∆𝐸 − 𝑍𝑃𝐸 +
5

2
𝑅𝑇 

𝐸PA
SE = −∆𝐻 + 𝐻f(H

+) 

(4-1) 

where E is electronic energy, ZPE is zero-point correction energy, R is gas constant, and T is 

temperature. ∆𝐸 and ∆𝐻 are the differences in electronic energy and heat of formation between 

the protonated and deprotonated forms of the complex. For SE models, experimental heat of 

formation of proton [𝐻f(H
+)= 367.2 kcal/mol]

221
 was used to calculate proton affinity. Proton 

transfer profiles were calculated by scanning the distance between H(donor) and O(acceptor) in 

H2S ⋯ H2O complex (going from H2S ⋯ H2O to HS
 ⋯ H3O

+
) from 2.0 to 1.0 Å in the steps of –

0.25 Å while keeping S(donor), H(donor), and O(acceptor) collinear. Five points (each represents 

as the k
th

 constraint) along the proton transfer energy profiles were calculated, from the energy 

difference between k
th

 constraint complex [𝐸(𝑘)] along the proton transfer energy scan and the 

energy of the complex for H(donor)⋯ O(acceptor) distance of 2.0 Å [𝐸(0)] as: 

 
𝐸PT(𝑘) = 𝐸(𝑘) − 𝐸(0) (4-2) 

4.3.2 Error function and parameterization procedure 

The SE parameters for Zn and S were obtained by minimizing the error function given by  

  = 𝑊S ∑|𝑀𝑆𝐷𝑖|

𝑖

+ 𝑊B ∑|𝐵model(𝑗) − 𝐵ref(𝑗)|
2

𝑗

 

     +𝑊R ∑|𝐸R
model(𝑖) − 𝐸R

ref(𝑖)| + 𝑊PA ∑|𝐸PA
model(𝑖) − 𝐸PA

ref(𝑖)|

𝑖𝑖

           

    + 𝑊PT ∑[
1

𝑛PT
∑|𝐸PT

model(𝑖, 𝑘) − 𝐸PT
ref(𝑖, 𝑘)|

𝑛PT

𝑘=1

]

𝑖

 

(4-3) 
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where 𝑊S (10
3
 kcal/mol/Å

2
) is a weighting factor for mean square deviations (𝑀𝑆𝐷) in molecular 

structures, 𝑊B (10
4
 kcal/mol/Å

2
) is a weighting factor for bond lengths (𝐵), 𝑊R (50) is a 

weighting factor for reaction energies (𝐸R), 𝑊PA (50) is a weighting factor for proton affinities 

(𝐸PA), and 𝑊PT(50) is a weighting factor for proton transfer energies (𝐸PT). The units of 

weighting factors were chosen in a way that the value of the error function is in kcal/mol. 

𝑛PT = 5 is the number of points along each proton transfer profile. Superscripts “model” and 

“ref” represent SE and DFT results. 𝑗 = 8 represents the number of Zn⋯O/S bonds in [Zn
2+

∙H2O] 

(one bond), [Zn
2+

∙H2S] (one bond), and [Zn
2+

∙6H2O] (six bonds) complexes. 𝑖 represents complex 

index and 𝑘 (= 1 to 5) represents each constraint point on the PT scan. The error function contains 

17 mean square deviations in structures, 8 Zn⋯O/S bonds, 10 proton affinities, 5 proton transfer 

energies, and 7 reaction/complexation energies (see Figure 4.1). 

12 parameters for Zn were first optimized followed by the 21 parameters for S. Original 

AM1
73

 parameters for both Zn
222

 and S
223

 were used as initial parameters and allowed ±50% 

change from their original values during the optimization. Previously optimized H and O 

parameters for proton transfer reactions in water were used for the elements hydrogen and 

oxygen.
220

 A parallel version of PIKAIA, a biologically inspired genetic algorithm with the 

evolution of 100 individuals for 300 generations, was used to optimize the set of SE parameters. 

Once PIKAIA was started, fitness was evaluated for all chromosomes (here chromosomes are SE 

parameters) in the population and parameters set with maximum fitness score was collected. New 

generations were obtained by the genetic crossover of the previous pair of individuals, followed 

by random mutation. Three rounds of parameterization were needed to converge the error value. 

The parameterization was repeated by reducing the search region to only ±20%, ±10%, ±5% and 

±1% change from previously optimized parameters for each element. Only two rounds needed to 

decrease the error values for each reduced search space. Finally, no improvement on the error 

value was found and the parameterization was stopped and the final optimized parameters for 

zinc and sulfur were collected.  
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Figure 4.2: Testing set. Arrows show the ligand exchange reactions where hydrogen sulfide 

replaces zinc-bound water one at a time from hexa-, penta-, and tetra-coordinated complexes. 

1H
+
 (one from H2O), 2H

+
 (one from H2O, one from H2S), and 3H

+
 (two from two H2O, one 

from H2S; two from two H2S deprotonation results H2O leaving first coordination shell) indicate 

one, two and three deprotonated structures associated with the shown parent structures. 

The optimized model was tested for its transferability on reproducing structural and 

energetics of associated to the complexes that composed of hexa-, penta-, and tetra-coordinated 

binary and tertiary zinc complexes with H2O and H2S (see Figure 4.2). Three classes of ligand 

exchange reactions were considered as shown in Figure 4.2. First, ligand exchange reactions in 

hexacoordinated zinc-bound complexes where each H2O was replaced by one H2S at a time. All 

possible, cis, trans, facial, and meridional, structural configurations were included. Second, 

similar ligand exchanges in penta- and tetra-coordinated zinc complexes were also included. Six 

proton affinities (one in Zn
2+

∙4H2O, two in Zn
2+

∙3H2O∙1H2S, and three in Zn
2+

∙2H2O∙2H2S) were 

computed (see Figure 4.2). During a geometry optimization, it is observed that some of the 

ligands leave the coordination with zinc. Only complexes, for which all ligands are stable in the 

first coordination shell of zinc, were considered. Zn
2+

∙6H2S and Zn
2+

∙5H2S structures do not form 
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stable structures, and thus they were discarded. 20 mean square deviations in structures, 6 proton 

affinities, and 18 ligand exchange reactions between water and hydrogen sulfide were included in 

the testing set. 

4.3.3 Molecular dynamics simulations 

Molecular dynamics (MD) simulations were performed with the CP2K package
152

 using 

AM1, PM3, and the optimized model. Four systems are simulated using each model; Zn
2+

 in 63 

water molecules, Zn
2+

-H2S and Zn
2+

-SH
–
 solvated in 62 water molecules, and Zn

2+
 solvated in 63 

hydrogen sulfide molecules. All simulations were performed with the canonical ensemble (NVT) 

using a cubic box of 12.38 Å of side (16.75 Å of side for zinc solvated in liquid H2S) with 

periodic boundary conditions. Each system was simulated for 40-ps (10-ps equilibration and 30-

ps production) with a time step of 0.5 fs. The simulations were performed at T = 300 K, 

controlled using a massive Nosé-Hoover thermostat with a chain length of 3 and time constant of 

2000 fs. 

4.4 Results and discussion 

The optimized parameters for S and Zn are presented in Table 4.1 along with parameters 

for H and O from previous work.
220

 

4.4.1 Performance on gas-phase clusters 

Figure 4.3 (panels a to e) shows, in comparison to DFT results, the performance of AM1, 

PM3 and the optimized AM1 model on Zn⋯O/S bond lengths, mean square deviations in the 

overall geometries, proton affinities, reaction energies, and proton-transfer energy profiles of the 

training set complexes. As expected, the optimized model has better correlation with DFT results 

than AM1 and PM3 (see Table 4.2). Although the optimized model underestimates the Zn-S bond 

length (Figure 4.3 (a)), it yields a small average unsigned error (AUE) in bonds of 0.03 Å, 

compared to 0.06 Å for AM1 and 0.07 Å for PM3. The model also shows AUEs on proton 

affinities and reaction energies of 4.53 and 2.27 kcal/mol, compared to 15.13 and 30.30 kcal/mol 

for AM1 and 7.86 and 22.30 kcal/mol for PM3. 
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Table 4.1: Optimized AM1 parameters for S and Zn. Parameters for H and O obtained from our 

previous work are also presented.
220

 Symbols have their usual meanings as found in reference 

[73]. 

Parameters H O S Zn 

Uss (eV) 12.560002 124.312581 45.503774 18.409395 

Upp (eV) 
 

79.588146 48.725822 14.386244 

s (au) 1.078537 3.497468 2.045720 2.170903 

p (au) 
 

2.528886 1.826787 1.320255 

s (eV) 4.860006 37.859064 4.854272 1.249800 

p (eV) 
 

37.180813 7.686882 5.141664 

Gss (eV) 14.331944 21.583836 16.376114 8.305369 

Gsp (eV) 
 

18.193541 5.011686 8.193452 

Gpp (eV) 
 

17.042124 14.582090 13.641224 

Gp2 (eV) 
 

10.338310 10.059431 12.571464 

Hsp (eV) 
 

2.811269 3.616781 0.589834 

 (Å
1

) 2.739361 5.799824 2.278671 1.498274 

K1 (eV) 0.049143 0.352574 0.354839 
 

L1 (Å
1

) 3.953000 3.030000 6.051865 
 

M1 (Å) 0.980400 0.974529 1.255455 
 

K2 (eV) 0.003321 0.048729 0.013484 
 

L2 (Å
1

) 8.256000 6.150900 5.360431 
 

M2 (Å) 1.345680 1.841512 0.695556 
 

K3 (eV) 0.021350 
 

0.015632 
 

L3 (Å
1

) 1.897200 
 

11.150605 
 

M3 (Å) 1.270080 
 

1.240743 
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Figure 4.3: Performance of AM1, PM3, and the optimized models on small clusters of the 

training and testing sets. The dotted diagonal and inclined solid lines inside the figures represents 

the correlation of SE results with respected to DFT. Black, red, blue and pink symbols denote for 

AM1, PM3, This work and B3LYP results. 
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Figure 4.3 (f-h) presents performance of the optimized models at reproducing structures, 

proton affinities, and reaction energies in comparison with the performance of AM1 and PM3. As 

shown in Figure 4.3 (f-h) and Table 4.2, the optimized model gives low mean square deviations 

in cluster geometries in reference to B3LYP optimized geometries. Compared to AM1 and PM3, 

the optimized model yields proton affinities and reaction energies in better agreement with 

B3LYP results. The optimized model yields average errors for MSDs, proton affinities and ligand 

exchange reactions of 0.41 Å
2
, 2.42 kcal/mol and 4.02 kcal/mol respectively. In comparison, the 

original AM1 model shows errors of 0.82 Å
2
, 5.08 kcal/mol, and 24.29 kcal/mol and the PM3 

model gives average errors of 1.20 Å
2
, 13.00 kcal/mol, and 48.19 kcal/mol. The optimized model 

yields three incorrect ligand exchange energies, which are associated with the facial and 

meridional configuration of Zn
2+

∙3H2O∙3H2S going to cis Zn
2+

∙2H2O∙4H2S. The large errors in 

energies are due to the distorted structure of cis-Zn
2+

∙2H2O∙4H2S, where one H2S leaves the first 

coordination shell and forms new hydrogen-bond with another H2S. Other large error is coming 

from the ligand exchange from trans- Zn
2+

∙2H2O∙4H2S going to Zn
2+

∙1H2O∙5H2S. As previously, 

large error in energy is coming from the severe distortion of octahedral structure of 

Zn
2+

∙1H2O∙5H2S, where one H2S leaves first coordination shell and forms a hydrogen bond with 

another H2S. From a biological standpoint, these hexacoordinated zinc clusters with four or five 

sulfur-containing ligands have limited significance.
200

 For both AM1 and PM3, the large errors 

are due to distorted structure. Moreover, PM3 (1.29 Å) gives shorter HS than B3LYP (1.35 Å) 

in H2S. The large errors in proton affinities in zinc-bound water complexes from PM3 may arise 

from incorrect Zn⋯OM angle (M is the point on HOH angle bisector), which is 31 smaller 

than in B3LYP structures. 
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Table 4.2: Average unsigned errors for each property used in the training and testing sets.  

 Properties N* 

 

Average unsigned errors 

  AM1 PM3 This work 

Training set 

MSDs (Å
2
) 17 0.53 0.21 0.16 

Bonds (Å) 8 0.06 0.07 0.03 

Proton affinities 

(kcal/mol) 
10 15.13 7.86 4.53 

Proton transfer 

energies (kcal/mol) 
5 4.21 2.21 2.92 

Reaction energies 

(kcal/mol) 
7 30.30 22.30 2.27 

Testing set 

MSDs (Å
2
) 20 0.82 1.20 0.41 

Proton affinities 

(kcal/mol) 
6 5.08 13.00 2.42 

Reaction energies 

(kcal/mol) 
18 24.29 48.19 4.02 

          *
N represents the number of terms used in the error function 

 

 

Figure 4.4: Zn⋯S
0
/S

1
 distances of the Zn

2+
∙2H2S∙2HS


 complex as obtained from B3LYP (a, 

italic), PM3 (a, normal), the optimized model (a, bold; two different Zn⋯S
0
 distances of 2.64 and 

2.75 Å are found), and the original AM1 model (b, normal). The latter model predicts a wrong 

geometry of the complex.  
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In Zn
2+

∙4H2S, all models predict tetrahedral geometry with Zn⋯S distances of 2.52 (AM1), 

2.39 (PM3), and 2.47 Å (the optimized model) in good agreement with 2.46 Å for B3LYP. Two 

different bond distances (Zn⋯S
0
 and Zn⋯S


) are found in the Zn

2+
∙2H2S∙2HS


 complex (see 

Figure 4.4). As presented in Figure 4.4, PM3 significantly underestimates Zn⋯S
0
 (2.42 Å) 

distance and slightly overestimates Zn⋯S

 (2.29 Å) as compared to the B3LYP values of 2.85 

and 2.24 Å respectively. However, AM1 produces a distorted tetra-coordinated structure, where 

one hydrogen atom is shared by two sulfur atoms. The optimized model yields Zn⋯S
0
 (2.64 and 

2.75 Å) and Zn⋯S

 (2.26 Å) bond distances in good agreement with the B3LYP values.  

In the case of Zn
2+

∙4HS

, both AM1 and the optimized model yield comparable four 

Zn⋯S

 bond distances of 2.46 and 2.44 Å, respectively, consistent with B3LYP value of 2.45 Å. 

However, PM3 shows a smaller value of 2.39 Å. Two different values of S⋯Zn⋯S angle are 

observed with values 106 and 116 in B3LYP optimized structure. Compared with DFT values, 

AM1 underestimates one with 104 and overestimates the other with 121. Despite 

underestimation of bond lengths, PM3 reproduces both angles of values 108 and 112 consistent 

with DFT results. The optimized model reproduces both angles (108 and 111) in good 

agreement with B3LYP values. This suggests that the optimized model yields gas-phase 

structures of zinc-H2S complexes in their different charged states in good agreement with B3LYP 

results. 
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Figure 4.5: Radial distribution functions of (a) ZnO and (b) ZnH pairs for zinc solvated in 63 

water molecules from AM1 (black), PM3 (red), and the optimized (blue) model in comparison 

with ab initio (dotted green) results
224

.  

4.4.2 Hydration structure of Zn
2+

  

Consistent with experiment
225

 and ab initio results
224

, all three SE models predict an hexa-

coordinated hydration structure for Zn
2+

. Figure 4.5 shows the calculated ZnO and ZnH radial 

distribution functions (RDFs), 𝑔ZnO(𝑟) and 𝑔ZnH(𝑟). As shown in Figure 4.5 (a) and Table 4.3, 

the three SE models give 𝑔ZnO(𝑟) that displays a well-separated, sharp first peak centered at ~2.2 

Å, in good agreement with experimental (2.06 Å)
225

 and ab initio (2.12 Å)
224

 values. Relative to 

ab initio results, the PM3 model underestimates the intensity of the first peak of 𝑔ZnO(𝑟). The 

trend in the intensity of the first peak (AM1 > optimized model > PM3) is consistent with the 

trend in binding affinity predicted by the models for the Zn
2+

-H2O dimer (112.4, 104.1, 67.8 

kcal/mol). The function displays a second peak that, compared to the first peak, is broad and less 

intense. All three models yield well-defined second solvation shell of zinc ion. It is somehow 

surprising that AM1 also reproduces position of the second peak, given that it poorly describes 

hydrogen bonding between water molecules. The peaks in the 𝑔ZnO(𝑟) are well separated and in 

fact, we have not observed any exchange for the ion’s first shell water molecules within the 40-ps 
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simulation time. The three models yield similar 𝑔ZnH(𝑟) (see Figure 4.5 (b) and Table 4.3) and 

reproduce well-defined first and second solvation shells similar to the ab initio function. 

 

Table 4.3: Characteristic values of radial distribution functions obtained from NVT simulations of 

zinc ion solvated with 63 water molecules using AM1, PM3, and the optimized model in 

comparison with theoretical and experimental results. 𝑟max1 and 𝑟max2 are the locations of first 

and second maxima on each curve. 𝑁O is the oxygen coordination number, integrated from 𝑟ZnO 

equal to zero to the first minimum on each curve.  

 

Methods 

ZnO ZnH 

𝑟ZnO
max1 

[Å] 

𝑟ZnO
max2 

[Å] 
𝑁O 

𝑟ZnH
max1 

[Å] 

𝑟ZnH
max2 

[Å] 

Ab initio MD
a 
 2.12 4.24 6 2.75 4.92 

AM1 2.20 4.50 6 2.77 4.92 

PM3 2.23 4.34 6 2.66 4.95 

This work 2.17 4.32 6 2.73 4.95 

Expt.
b
 2.06  6   

AIMD and 

AIMD/MM
c
 

2.18, 2.19 4.22, 4.31 6 2.75, 2.77 4.62,4.71 

 (a) Ref. [224]                  (b) Ref. [225]      (c) Ref. [226]  

4.4.3 Zn
2+

 in liquid hydrogen sulfide 

AM1 and PM3 do not consistently reproduce gas-phase zinc-sulfur bond lengths
131

 (also 

see Figure 4.4). To explore zinc-sulfur coordination in condensed phase, the overall solvation 

structure of zinc ion in liquid hydrogen sulfide is studied from AM1, PM3, and the optimized 

model. The radial distribution functions, 𝑔ZnS(𝑟) and 𝑔ZnH(𝑟), along with respective running 

coordination numbers are analyzed.  

As shown in Figure 4.6 (a), PM3 and the optimized model show a clearly defined first 

solvation shell. AM1 however, displays no clear separation between the first and second 
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solvation shells. B3LYP calculations suggest that ~30 kcal/mol is liberated when zinchydrogen 

sulfide complex goes from tri-coordination to tetra-coordination and that zinc does not form a 

stable penta-coordinated complex. This suggests that zinc prefers to bind four hydrogen sulfide 

molecules instead of three or five. In proteins, 40% of all tetrahedrally coordinated zinc atoms 

bind four cysteines.
227

 A survey on metal binding protein coordination also shows that zinc binds 

only three or four cysteines.
45

Thus, it is expected, from the MD simulations, that zinc binds four 

hydrogen sulfide molecules in the first coordination shell. However, both AM1 and PM3 favor 

zinc binds five hydrogen sulfide molecules in the first solvation shell (see Table 4.4). Unlike 

AM1 and PM3, the optimized model yields a well-defined first solvation shell in which zinc 

binds four hydrogen sulfides. Unlike PM3 and the optimized model, AM1 also shows early 

second solvation shell around 3.70 Å showing strong zinc-sulfur interactions. As shown in Figure 

4.6 (b), AM1 and the optimized model show clear first maxima and minima of 𝑔ZnH(𝑟) but not 

PM3. 
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Figure 4.6: Radial distribution functions, g(r), of ZnS (panel a) and ZnH (panel b) for zinc 

solvated in 63 hydrogen sulfide molecules at T = 300 K from AM1 (black), PM3 (red), and the 

optimized model (blue). Dotted lines represent n(r), the corresponding running coordination 

numbers. 
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Table 4.4: Characteristic values of radial distribution functions obtained from NVT simulations of 

solvation of zinc ion in liquid hydrogen sulfide of 63 molecules using AM1, PM3, and the 

optimized model. Symbols have their usual meanings. 

 

Methods 

ZnS ZnH 

𝑟ZnS
max1 

[Å] 

𝑟ZnS
max2 

[Å] 
𝑁S 

𝑟ZnH
max1 

[Å] 

𝑟ZnH
max2 

[Å] 

AM1 2.51 3.70 5.0 2.93 4.62 

PM3 2.46 4.02 5.0 3.29 5.18 

This work 2.42 4.64 4.0 2.89 5.68 

 

4.4.4 Zinc-bound H2S/HS

 in water 

MD simulations using AM1, PM3, and the optimized model were performed on zinc-bound 

H2S and zinc-bound HS
-
 solvated in 62 water molecules. Figure 4.7 presents the radial 

distribution functions, 𝑔ZnO(𝑟), and running integration numbers, 𝑛(𝑟), of zinc-oxygen pairs. 

Average Zn⋯S
0
 and Zn⋯S


 distances in these two systems are also analyzed from the radial 

distribution functions, 𝑔ZnS(𝑟), as shown in Figure 4.8.  

As shown in Figure 4.7 (a) and Table 4.5, position of the first peak of RDFs of Zn⋯O pair 

from AM1, PM3 and the optimized model are 2.20, 2.09, and 2.18 Å respectively. In the case of 

AM1 and the optimized model, the presence of H2S in the first coordination shell does not 

change position of the first peak of RDF of Zn⋯O pair significantly. However, this is not the 

case for PM3, where the first peak position is significantly shortened to 2.09 Å as compared to 

2.23 Å in neat water. The binding energies from B3LYP suggest that hexa-coordinated 

Zn
2+

∙5H2O∙H2S (340.7 kcal/mol) is 22.1 kcal/mol more stable than penta-coordinated 

Zn
2+

∙4H2O∙H2S (318.6 kcal/mol) complex. Thus, it is expected that zinc ion retains the 

octahedral coordination at the first shell when bound to neutral H2S. The number of oxygen (NO) 

in the first shell indicates that AM1 (4.0) and PM3 (3.5) do not maintain the octahedral first 

solvation shell. However, the optimized model retains hexacoordinated structure with five water 
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molecules and one hydrogen sulfide. No water and hydrogen sulfide exchange were observed 

throughout the simulation period.  

 

 

Figure 4.7: Radial distribution functions, g(r) of Zn with O obtained from AM1 (black), PM3 

(red), and the optimized model (blue) solvated in one hydrogen sulfide and 62 water molecules at 

T=300 K. Upper and lower panels show the Zn⋯O RDFs in zinc solvated in water when zinc 

binds neutral and deprotonated hydrogen sulfide. Dotted lines represent the corresponding 

running coordination numbers.  
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Table 4.5: Results of NVT simulations of zinc-bound H2S and zinc-bound HS

 in liquid water of 

62 molecules obtained from AM1, PM3, and the optimized model. 

 

 

Methods 

Zn
2+

∙H2S∙62H2O Zn
2+

∙HS

∙62H2O 

𝑟ZnO
max1 

[Å] 

𝑟ZnS
max1 

[Å] 
𝑁O 

𝑟ZnO
max1 

[Å] 

𝑟ZnS
max1 

[Å] 

𝑁O 

AM1 2.20 2.41 4.0 2.20 2.20 2.7 

PM3 2.09 2.37 3.5 2.15 2.24 3.0 

This work 2.18 2.64 5.0 2.09 2.25 3.0 

 

For Zn
2+

∙HS

∙62H2O system, as shown in Figure 4.7 (b) and Table 4.5, average Zn⋯O 

distance (2.20 Å) remains unchanged for AM1 and decreases slightly to 2.15 Å for PM3. For 

both AM1 and PM3, the water coordination numbers are decreased to 2.7 and 3.0 respectively. 

Metal-oxygen interactions are expected to increase as the inner shell coordination changes from 

octahedral to tetrahedral, resulting in a shortening of zinc-oxygen bonds. This behavior is not 

observed for AM1 and PM3. Zinc cation interacts stronger with the deprotonated ligand than with 

the neutral. For instance, the binding energies from B3LYP suggests that Zn
2+

∙3H2O∙HS

 (522.9 

kcal/mol) is 228.6 kcal/mol more stable than Zn
2+

∙3H2O∙H2S (294.3 kcal/mol). Unlike AM1 and 

PM3, the optimized model systematically reproduces the coordination geometry of the first shell. 

For example, zinc binds three water molecules in the first coordination shell and forms a 

tetrahedral structure along with HS

. The Zn⋯O (2.09 Å) distance, in this case, is shorter than the 

Zn⋯O (2.18 Å) distance when zinc binds neutral hydrogen sulfide. 

Figure 4.8 presents 𝑔ZnS(𝑟), the radial distribution functions of zinc-sulfur pairs in 

Zn
2+

∙H2S∙62H2O and Zn
2+

∙HS

∙62H2O systems. From Table 4.5, it is found that all models 

produce shorter ZnS

 than ZnS

0
 due to stronger electrostatic interaction between zinc and 

sulfur in Zn
2+

∙HS

∙62H2O than in Zn

2+
∙H2S∙62H2O. Compared to other models, the optimized 

model shows a broader distribution of ZnS
0
 distances from ~2.35 Å to ~3.00 Å. As presented in 

Table 4.5, AM1 and PM3 yield ZnS
0
 and ZnS


 distances (𝑟ZnS

max1) of 2.41 and 2.20 Å and 2.37 
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and 2.24 Å respectively. The optimized model, however, yields both ZnS
0
 (2.64 Å) and ZnS


 

(2.25 Å) distances consistent with gas-phase B3LYP results.  

 

 

Figure 4.8: Radial distribution function, g(r), of Zn-S (solid line) and ZnS

 (dotted line) 

obtained from MD simulations of Zn
2+

∙H2S∙62H2O and Zn
2+

∙HS

∙62H2O respectively. Results 

from AM1 (black), PM3 (red), and the optimized model (blue) are presented for both systems. 
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4.4.5 Angular distribution functions 

Angular distribution functions provide an easy-to-interpret signature of the coordination 

geometry of the ion. To understand what local structure is depicted by a zinc ion, Zn atom 

centered angular distribution functions, OZnO and OZnS (for all O and S atoms in the first 

shell) are analyzed. Maxima around 90 and 180 indicate an octahedral arrangement of the 

solvent molecules whereas a broadened peak indicates distorted basic octahedral structure.  

 

 

Figure 4.9: Angle distribution functions for ligands in the first solvation shell of zinc obtained 

from AM1 (back), PM3 (red) and the optimized model (blue) within Zn⋯O/S≤3.0 Å in systems 

(a) forOZnO in Zn
2+

∙63H2O, (b) for OZnO in Zn
2+

∙H2S∙63H2O, and (c) for OZnS in 

Zn
2+

∙H2S∙62H2O. The vertical green line represents θ=90. Peaks at θ=90 and 180 represent 

octahedral structure.  
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Figure 4.9 presents the O⋯Zn⋯O angle distribution functions in Zn
2+

∙63H2O and 

Zn
2+

∙H2S∙62H2O and O⋯Zn⋯S angle distribution functions in Zn
2+

∙H2S∙62H2O computed from 

AM1, PM3, and the optimized model. All distribution functions were computed from the first 

solvation shell defined as Zn⋯O/S ≤ 3.0 Å. 

Both PM3 and the optimized model predict an octahedral hydration structure of Zn
2+

 

(Figure 4.9 (a)). In comparison, the original AM1 model predicts a distorted octahedral structure, 

suggesting an overly flexible coordination. Panels b and c of Figure 4.9 show that, while AM1 

and PM3 predict that a single H2S molecule in the first solvation shell of Zn totally distorts the 

octahedral solvation structure, the optimized model retains the octahedral structure of the ion in 

the presence of a single H2S molecule. 

4.4.6 Metal-induced pKa shifts 

Calculating accurate pKa values from free energy profiles is very challenging because of 

the fact that small errors in free energies can lead to large errors in pKa values.
228

 We are 

calculating pKa from the method of coordination constraints dynamics,
229

 which is one of the 

numerically reliable methods for the hydrogen bonded systems of short-time-scale dynamics. 

Metal-induced pKa shifts of water were computed from the free energy profiles of deprotonation 

of a zinc-bound water.
101

 The deprotonation free energy profile was computed by imposing a 

constraint on a reaction coordinate that drives the transfer of a proton from a zinc-bound water to 

a second-shell water molecule forming a hydrogen bond with it. Molecular dynamic simulations 

were performed by imposing distance constraints of rOH (between hydrogen of proton-donating 

water molecule in first shell and oxygen of proton-accepting water molecule in second shell), 

from 1.0 to 1.6 Å with a step size of 0.1 Å. For each constraint, average Lagrange multiplier was 

obtained from five independent 40-ps long MD simulations (10-ps equilibration and 30-ps 

production). For the pure water system, average Lagrange multipliers are calculated from two 

independent MD simulations. The mean force and the free energy profiles were then calculated. 

See ref. [101] and section 2.7 for details of pKa calculation. To calculate pKa of H2S in water and 

zinc-induced pKa shift of H2S in water, a 40-ps long MD simulations (10-ps equilibration and 30-

ps production) was used to calculate average Lagrange multiplier for each constraint in each 

system. This was carried out by imposing constraints on the distance between H from H2S and O 

from a neighboring hydrogen-bonded water molecule from 1.0 to 2.2 Å in increments of 0.2 Å.  
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Figure 4.10: (a) Mean force of the deprotonation of zinc-bound water along the imposed 

mechanical constraints of 𝑟OH from 1.0 to 1.6 Å. BLYP results were adapted from ref. [101] for 

comparison. (b) Mean force of the deprotonation of zinc-bound H2S in liquid water by 

constraining between H from H2S and O (from the water molecule forming a hydrogen bond with 

the H2S bound to zinc) from 1.0 to 2.2 Å. Presented mean forces are relative to the forces at 𝑟OH= 

1.6 Å (panel a) and 𝑟OH = 2.2 Å (panel b). Dotted lines (panel a) are the estimated standard errors 

obtained from multiple independent simulations. Lines are obtained from spline interpolation of 

the calculated values (shown with symbols). The horizontal purple dotted lines are the zero 

forces. 
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Figure 4.10 presents the relative mean forces as a function of order parameter, rOH, 

obtained from AM1, PM3, and the optimized model. As shown in Figure 4.10 (a), both AM1 and 

PM3 yield unrealistic mean force profiles of deprotonation of zinc-bound water in water. The 

optimized model, however, slightly overestimates the position of minima but yields the 

acceptable overall nature of the profile in comparison with BLYP. Similarly, both AM1 and PM3 

fail at reproducing reasonable mean force profile in the case of zinc-bound hydrogen sulfide as 

shown in Figure 4.10 (b). The failure of predicting a correct proton transfer energies profiles from 

AM1 and PM3 may arise from the inability of reproducing correct gas-phase proton affinities of 

zinc bound ligands. For instance, the gas-phase proton affinities of zinc-bound H2O and H2S from 

AM1 (42.30 and 165.45 kcal/mol) and PM3 (48.20 and 69.62 kcal/mol) are not consistent with 

B3LYP (57.07 and 51.78 kcal/mol) results. The force profiles for AM1 and PM3 are qualitatively 

incorrect, and will not be analyzed further. Unlike AM1 and PM3, the optimized model gives 

proton affinities of zinc-bound H2O (62.01 kcal/mol) and H2S (48.06 kcal/mol) in good 

agreement with B3LYP results and yields acceptable mean force profiles in liquid. 
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Figure 4.11: Estimated pKa values as a function of the bonding radius Rc to find pKa shift of (a) 

zinc-bound water and (b) zinc-bound hydrogen sulfide. Vertical dotted lines show Rc and 

horizontal dotted lines shows corresponding pKa values.  

The estimated pKa values as a function of the bonding cutoff radius Rc (Rc is the order 

parameter at which the bond with the donor molecule is considered broken) for zinc-bound water, 
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zinc-bound hydrogen sulfide, and hydrogen sulfide in water calculated using eq. (2-53) and eq. 

(2-56) and pKw for the ionic product of water is computed using eq. (2-55) and (2-56) are 

presented in Figure 4.11. Optimal Rc values are estimated by assuming that the model reproduces 

the correct experimental pKa of clean water and hydrogen sulfide in water.  

Rc is chosen based on the proton transfer in neat water (Figure 4.11 (a)), such that pKw(Rc) 

= 14. This cutoff radius is then used to estimate the pKa of zinc-bound water. The model yields a 

cutoff radius Rc = 1.30 Å in good agreement with the previously reported value of 1.28 Å
101

 from 

ab initio molecular dynamics (AIMD) simulations at the BLYP level of theory. Furthermore, 

with the value of Rc = 1.30 Å, the optimized model estimates a pKa value of 9.0 for zinc-bound 

water. This estimate is in very good agreement with the experimental values from the literature: 

8.96 (at 25C),
230

 9.0 (at 25C),
231

 9.5,
232

 and 9.6.
233

 The reduction of pKa of water upon zinc 

coordination (from 14 to 9.0) is due to the electrostatic stabilization of hydroxide ion by Zn
2+

 

cation. In a biological environment, specifically in zinc metalloproteins, however, the pKa value 

can further shift down due to lower coordination environment (hexa to tetra) of zinc, charges of 

amino acid side chains, and overall dielectric environment at the active site. Due to the smaller 

ionic radius of zinc in a tetrahedral configuration (0.74 Å)
233

 than in an octahedral configuration 

(0.88 Å)
233

, pKa of zinc-bound water can be shifted down by additional 2.5 pKa units so that 

water can spontaneously ionize at physiological pH.
233

  

In aqueous solution, hydrogen sulfide dissociates in two steps: from neutral (H2S) to 

hydrosulfide anion (HS

), and from hydrosulfide anion (HS


) to sulfide anion (S

2
). In aqueous 

solution, the pKa for the first dissociation reaction (H2S ⇌ H
+ 

+ HS

) is close to physiological pH 

(6.95 (at 25C),
234

 6.98 (at 25C),
235

 7.04,
236,237

 and 7.05 (at 25C)
238

) whereas pKa for the second 

dissociation (HS

 ⇌ H

+ 
+ S

2
) is very high (11.96

237
 and 19±2

235
). At physiological pH, more 

than two-thirds of hydrogen sulfide form hydrosulfide anion, whereas the remaining third is in 

neutral form. Second-step dissociation only occurs at high pH and it does not exist in vivo
239

 

hence it has no biological significance. In this work, pKa is estimated for the first dissociation 

reaction of zinc-bound hydrogen sulfide in water. Figure 4.11 (b) presents the pKa profiles for 

hydrogen sulfide and zinc-bound hydrogen sulfide in water. Similarly to zinc-bound water, it is 

assumed that the optimized model reproduces the experimental pKa of H2S in water. Average 

experimental pKa value of 7.0 is used to estimate Rc of H2S in water. As shown in Figure 4.11 (b), 
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the estimated Rc value is 1.28Å which is acceptable proton dissociation distance based on the 

results for zinc-bound water. Based on this Rc value, the model estimates a pKa of 2.0. The 

optimized model yields pKa of H2S, which is similar to pKa of cysteines (1.9 and 2) in protein 

environment. 
240

 Both H2S and cysteine have been shown to have comparable proton affinities 

and H2S has been used to model the cysteine side chain.
241

 Moreover, the optimized model 

predicts that zinc cation lowers the pKa of hydrogen sulfide upon bound to it in water by 5 pKa 

units. This result is consistent with previous findings in proteins, where zinc lowers the pKa of 

cysteines by 4-7 units.
240

 

4.5 Conclusion 

AM1 parameters for Zn and S were optimized, using a genetic algorithm approach, to 

reproduce geometries, ligand-exchange energies, proton transfer energies, and proton affinities of 

simple zinc-bound water and hydrogen sulfide complexes mimicking the active sites of zinc 

metalloproteins. Reference data were obtained from hybrid density functional method B3LYP. 

Previously optimized parameters for H and O to describe proton transfer reactions in water were 

used. It is found that the optimized model performs better than original AM1 and PM3 models 

for both training and testing sets. In particular, AM1 gives unrealistic distorted Zn
2+

∙2H2S∙2HS

 

complex in which one hydrogen atom is shared by two neighboring sulfur atoms. Compared to 

B3LYP results, PM3 significantly underestimates the zinc-sulfur bond distances. From molecular 

dynamics simulations, it is found that the optimized model produces a hydration structure of zinc 

ion in line with high-level theoretical and experimental results. While yielding correct 

coordination number for hydrated zinc ion, AM1 and PM3 do not reproduce the location of the 

first peak of the zinc-oxygen radial distribution function. Unlike AM1 and PM3, the optimized 

model also reproduces a coordination of zinc in liquid hydrogen sulfide consistent with the 

coordination geometry found at the structural active sites of zinc metalloproteins. 

 The hydration structures of zinc ion with and without hydrogen sulfide were analyzed. It is 

found that AM1 and PM3 do not reproduce the octahedral coordination of the ligands in first 

coordination shell of zinc ion. Both models show zinc ion loses its hexa-coordination upon 

introduction of hydrogen sulfide in the first shell. In contrast, the optimized model consistently 

retains the local octahedral symmetry.  
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Furthermore, zinc-induced pKa shift of water was investigated. The optimized model 

estimates the pKa shift of zinc-bound water in excellent agreement with experimental and 

theoretical values. The findings suggest that the model can accurately describe the acidity of zinc-

bound water at active sites of zinc metalloproteins. The same procedure was used to calculate pKa 

shift of zinc-bound hydrogen sulfide in water and the pKa value obtained is consistent with pKa of 

catalytic cysteine in protein environment. This suggests that hydrogen sulfide can be used as a 

model compound for cysteine.
241

 The optimized model provides a significant improvement over 

original AM1 and PM3 models to describe various properties in gas-phase and liquid-phase. This 

work also confirms that the used parameterization technique is reliable to design new 

semiempirical models to study zinc-ligation and zinc-catalyzed processes in biological systems. 
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5 Development of semiempirical models for peptide hydrolysis in 

zinc enzymes 

5.1 Abstract 

Zinc is crucial for its structural, catalytic and co-catalytic roles in many proteins. The 

molecular details underlying the function of these enzymes can in principle be investigated using 

high-level quantum chemistry methods. However, ab initio and density functional theory 

methods are not routinely used to study reaction mechanisms of metalloproteins due to their high 

computational cost. Semiempirical quantum models provide a useful compromise in accuracy 

and computational cost. In this work, re-parameterization of the AM1 model for carbon and 

nitrogen is carried out for describing the nucleophilic attacks of zinc-bound hydroxyl on 

substrates in zinc enzymes. Previously optimized AM1 parameters for the elements H, O, and Zn 

are used (see Chapter 3 and Chapter 4) and parameters for the elements C and N are optimized by 

fitting the structural and energetic properties of a number of biomimetic complexes and transition 

structures. Semiempirical parameters are optimized using a genetic algorithm. The performance 

and average errors in comparison to B3LYP are discussed for standard AM1, PM3, and for the 

optimized model. Compared to AM1 and PM3 models, the optimized model yields better 

agreement with the benchmark B3LYP calculations. The optimized model also improves the 

accuracy at reproducing proton transfer energy profiles in the model complex of the active site of 

carbonic anhydrase. Overall results suggest that the optimized model can serve as an alternative 

semiempirical model to study substrate-specific and metal ligand-specific reactivity of zinc 

enzymes. 

5.2 Introduction 

Zinc is, after iron, the second most biologically abundant trace metal. Zinc deficiencies are 

associated with numerous health problems.
57

 It is an essential co-factor of many proteins, in 

which it has structural, catalytic, or co-catalytic activities.
43,59,242,243

 Zinc adopts a variety of 

coordination structures that enable a variety of biological functions.
243

 At structural sites, zinc 

normally binds four cysteine residues or three cysteine and one histidine residues, whereas at 

catalytic sites it binds three histidines and one water, or two histidines, one glutamic/aspartic acid 
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and one water.
59,60,192

 Zinc peptidases catalyze the cleavage of peptide bond via nucleophilic 

attacks of zinc-bound hydroxyl.
244

 Zinc is characterized by a flexible coordination geometry, fast 

ligand exchange, Lewis acidity, and a lack of redox activity with closed d-shell. This results in 

Zn being highly preferred over other transition metals for catalysis in biological processes.
43

  

Due to strong local electrostatic interaction and induction effect, computational 

investigations of zinc containing active sites using classical force field methods are very 

challenging. 
198

 Because of very high computational cost, quantum mechanical methods are not 

practical to apply to entire zinc enzymes. Current state-of-the-art consists in using quantum 

mechanical / molecular mechanical (QM/MM) where the protein active site atoms are modeled 

with quantum mechanical theory (often by the density functional theory (DFT)) and the rest of 

the protein and solvents by molecular mechanics methods (force field).
61,198,245–247

 Even though 

this technique is generally accurate, again, due to the high computational cost of quantum 

mechanical methods, the QM region is often made as small as possible, which often results in 

losing the accurate electronic structure description of long-range interactions.
209

 Semiempirical 

(SE) models offer a very promising alternative. SE methods introduce empirical parameters for 

many of the computationally expensive two-center overlap integrals and make calculations faster 

than conventional DFT methods. For a particular SE model, empirical parameters are obtained by 

fitting the various properties of the complexes derived from experiments and/or high-level 

calculations. 

Standard SE models (e.g. AM1
73

 and PM3
86

) reproduce various properties of small organic 

clusters
73,86,125

 but they tend to give incorrect descriptions of zinc-containing compounds.
131,215

 

Compared to experimental results, SE models (both AM1 and PM3) show mixed performance on 

zinc-bound biomolecules.
248,249

 Compared to high-level density functional theory, both AM1 and 

PM3 fail to reproduce the coordination number of sterically crowded zinc complexes.
131

 AM1 

and PM3 have been shown to poorly describe the energetics of carbonic anhydrase reaction 

mimics.
131

 PM3 yields stable structures, but it overestimates the activation energy for the 

nucleophilic attack on CO2.
131

  

SE models are used in the study of biological systems.
118

 AM1 implementation was used in 

QM/MM setup to study reactions in large systems including peptide hydrolysis by 

thermolysin.
93,250,251

 The accuracy of SE models can be improved from re-parameterization while 
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keeping the original theoretical formulations unchanged.
133,147

 In this work, SE model with AM1 

Hamiltonian is re-parameterized for carbon and nitrogen to describe reactivity of zinc 

metalloproteins. Previously optimized AM1 parameters for hydrogen and oxygen
220

 and for 

zinc
252

 are used. The performance of the optimized model is compared with AM1 and PM3 

models along with the reference results obtained from hybrid density functional theory. 

5.3 Computational Methods 

5.3.1 Preparation of training set and gas phase calculations 

The training set is chosen so that the model reproduces structures and energetics of zinc 

peptidases of the form Zn/His3/H2O (e.g. MMPs) or Zn/His2/Glu/H2O (e.g. thermolysin) and 

carbonic anhydrases of the form Zn/His3/H2O. The training set includes (1) single molecules 

representing fragments of enzyme active sites, (2) tetrahedral zinc complexes having zinc-

nitrogen and zinc-oxygen interactions, (3) hydrogen-bonded complexes between a water 

molecule and a proton acceptor, and (4) reactants and products complexes representing 

nucleophilic attacks of a zinc-bound hydroxyl on carbon dioxide and peptide substrate.  
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Figure 5.1: Simple compounds representing fragments of enzyme active sites. Arrows show the 

deprotonation of the compounds. Geometries of all compounds and proton affinities of 

compounds f to j are target properties to fit. 

Figure 5.1 represents the model compounds of fragments mimicking the enzyme substrates, 

the catalytic residues involved in proton transfer, and the zinc ligands. The training set includes 

models for spectator ligands His (ammonia and imidazole) and Asp/Glu (formate and acetate) 

and models for catalytic residues involved in proton transfer with water Asp/Glu (formate and 

acetate), Ser (ethanolate), His (imidazole), and Tyr (phenolate). This would also include water 

but we do not re-parameterize water at this point, and substrates/products, which are directly 

involved in the OH

 nucleophilic attack (carbon dioxide, acetamide, and N-methylacetamide). 

For carbon dioxide to bicarbonate reaction, the whole reaction (reactants to transition states to 

products) is modelled whereas for acetamide and N-methylacetamide, reactants to transition 

states to tetrahedral intermediate are modelled.  
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Figure 5.2: Tetra-coordinated zinc complexes mimicking metal-centered active sites of zinc 

enzymes, including singly (b and d) and doubly (e) deprotonated complexes. Overall geometries, 

ZnN and ZnO bond lengths, ligand-exchange reaction energies between (a) and (c), and proton 

affinities (shown by arrows) are target properties to fit. 

To model zinc’s tetrahedral coordination at active sites,
197

 H2O- and NH3- coordinated zinc 

cations are included in the training set. Here, ammonia and water are used as minimal model 

compounds for histidine and glutamic acid. Singly and doubly deprotonated complexes are also 

included to model deprotonated catalytic water from zinc-bound hydroxyl (OH

). The 

deprotonated water is also minimal model complex for glutamate. Figure 5.2 shows the 

tetrahedral compounds used in the training set with neutral, singly deprotonated, and doubly 

deprotonated ligands. 

The first step in the catalytic cycle of zinc enzymes is the deprotonation of the zinc-bound 

water molecule that happens via proton transfer to a second-shell proton acceptor. To describe 

this step, proton transfer energy profiles from water to acetate, ethanolate, imidazole, and 

phenolate are also included in the training set (see Figure 5.3).  
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Figure 5.3: Hydrogen-bonded complexes of water and proton-accepting (a) acetate, (b) 

ethanolate, (c) imidazole, and (d) phenolate. Arrows represent the proton transfer. Geometries, 

hydrogen bonding energies, and proton transfer energies are target properties to fit. 

Reactant and product complexes and reaction energies during nucleophilic attacks in zinc 

enzymes are also included in the training set. After deprotonation of the zinc-bound water, the 

zinc-bound hydroxyl performs nucleophilic attack on the carbon of peptide bond (in the case of 

thermolysin and matrix metalloprotease) or on the carbon dioxide substrate (in carbonic 

anhydrase). Figure 5.4 presents reactants and product complexes included in the training set. 

Carbon dioxide, acetamide, and N-methylacetamide represent the substrate for nucleophilic 

attacks and formate is used as a model for glutamate and aspartate.  
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Figure 5.4: Reactant, transition-state (not shown), and product complexes representing the 

nucleophilic attack of a zinc-bound hydroxyl on a CO2 substrate (a  d, g ⟶ j) and on two 

peptide substrates (b  e, c  f, h  k, i  l). Geometries (reactants and products), reaction 

energies between reactants and products, and activation energies (one from reactant to transition 

state and other from product to transition state) are target properties to fit. 
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Hybrid DFT at the B3LYP/6-311++G(d,p) level of theory was used to prepare the reference 

data. B3LYP is chosen as it was previously used to study reactivity in metallopeptidases.
253

 

Reference data were obtained from full geometry optimization Gaussian 09
150

. All transition state 

structures were checked using frequency calculations, to confirm that only one imaginary 

frequency was present. For semiempirical geometry optimization, MOPAC 07
151

 was used with 

the optimization termination criterion GNORM = 1.0 kcal/mol/Å during the parameterization and 

GNORM = 0.01 kcal/mol/Å for the final assessment of the models. Cartesian coordinates of fully 

optimized structures from DFT calculations were used as initial coordinates for SE calculations.  

To have a model describing proton transfer reactions occurring in zinc-enzymes, proton 

affinities of different compounds were also included in the training set. The DFT proton affinities 

(𝐸PA
DFT) and SE proton affinities (𝐸PA

SE) were calculated using the formulas  

 

𝐸PA
DFT = −∆𝐸 − 𝑍𝑃𝐸 +

5

2
𝑅𝑇 

𝐸PA
SE = −∆𝐻 + 𝐻f(H

+) 

(5-1) 

where E is the electronic energy, ZPE is the zero-point correction energy, R is the gas constant, 

and T is the temperature. ∆𝐸 and ∆𝐻 are the differences in electronic energy and heat of 

formation between the protonated and deprotonated forms of the complex. In case of SE models, 

the experimental heat of formation of proton [𝐻f(H
+)= 367.2 kcal/mol

221
] was used to calculate 

proton affinities. To model proton transfer mechanisms from zinc-bound water to second-shell 

proton acceptor, proton transfer profiles were also included in the training set. Energies for proton 

transfers were calculated by scanning the distance from H (on the proton-donating water 

molecule) to O/N (on the proton-accepting residue) from 1.7 to 0.9 Å in steps of -0.2 Å while 

keeping O (donor water molecule), H, and O/N (acceptor residue) atoms collinear (see Figure 

5.3). Five points along the proton transfer energy profiles were calculated. For each point, the 

proton transfer energy, 𝐸PT(𝑘) is calculated as 

 

𝐸PT(𝑘) = 𝐸(𝑘) − 𝐸(0) (5-2) 
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where k (= 1 to 5) is the each point along the proton transfer scan, 𝐸(𝑘) is the energy of k
th

 

complex, and 𝐸(0) is the energy of reactant complex (hydrogen-bonded water and proton 

acceptor complex with no constraint).  

Hydrogen bonds play crucial roles in many enzymes.
254

 They often contribute to the overall 

stability of the active site and to the stabilization of the transition state. They also stabilize the 

configurations of proton-donating and proton-accepting moieties most favorable to proton 

transfer reactions. Special attention was given to the hydrogen bonding between water and proton 

acceptors by adding hydrogen-bonding energies to the training set (see Figure 5.3). Hydrogen 

bonding energy between molecule A and water (W) is calculated as  

 
𝐸H−bonding = 𝐸A + 𝐸W − 𝐸A−W (5-3) 

where 𝐸A, 𝐸W, and 𝐸A−W are energies of isolated molecule A, isolated molecule W, and 

hydrogen-bonded complex AW. 

5.3.2 Error function and parameterization procedure 

To train the SE model, the error function  is defined as the sum of errors (deviations from 

the DFT results) on each of the properties included in the training set. The original AM1 

parameters for C and N were re-optimized by minimizing the error function. It is defined as 

 

       = 𝑊S ∑|𝑀𝑆𝐷𝑖|

𝑖

+ 𝑊B ∑|𝐵model(𝑗) − 𝐵ref(𝑗)|
2

𝑗

 

          +𝑊R ∑|𝐸R
model(𝑖) − 𝐸R

ref(𝑖)| + 𝑊PA ∑|𝐸PA
model(𝑖) − 𝐸PA

ref(𝑖)|

𝑖𝑖

 

          + 𝑊PT ∑[
1

𝑛PT
∑|𝐸PT

model(𝑖, 𝑘) − 𝐸PT
ref(𝑖, 𝑘)|

𝑛PT

𝑘=1

]

𝑖

 

          +𝑊TS ∑|𝐸TS
model(𝑖) − 𝐸TS

ref(𝑖)|

𝑖

+ 𝑊HB ∑|𝐸HB
model(𝑖) − 𝐸HB

ref(𝑖)|

𝑖

 

          +𝑊LE ∑|𝐸LE
model(𝑖) − 𝐸LE

ref(𝑖)|

𝑖

 

(5-4) 

 



94 

 

where 𝑊S (= 3×10
3
 kcal/mol/Å

2
) is the weighting factor for mean square deviations of structures 

(𝑀𝑆𝐷), 𝑊B (= 1.5×10
3
 kcal/mol/Å

2
) is the weighting factor for bond lengths (B), 𝑊R (= 0.6×10

2
 

kcal/mol) is the weighting factor for reaction energies (𝐸R) and 𝑊PA (= 10
2
 kcal/mol) is the 

weighting factor for proton affinities (𝐸PA), 𝑊PT (= 5×10
2
 kcal/mol) is the weighting factor for 

proton transfer energies (𝐸PT), 𝑊TS (= 0.75×10
3
 kcal/mol) is the weighting factor for activation 

energies (𝐸TS), 𝑊HB (= 7×10
2
 kcal/mol) is the weighting factor for hydrogen-bonding energies 

(𝐸HB), and 𝑊LE (= 7×10
2
 kcal/mol) is the weighting factor for ligand exchange energies (𝐸LE). 

The units of weighting factors were chosen so that the error function is in kcal/mol. 𝑛PT = 5 is 

the number of points along each proton transfer profile. Superscript “model” represents SE and 

superscript “ref” represents DFT. Index 𝑗(=1 to 20) represents the Zn⋯N/O bond distances in the 

tetra-coordinated zinc complexes (four bond distances for each of the complexes in Figure 5.2). 𝑖 

is the index of the compound or cluster for which the property is calculated. The error function 

contains 118 terms in total: 46 mean square deviations in structures, 20 Zn-N/O bond lengths, 6 

reaction energies (difference in energy between reactant and product), 8 proton affinities, 12 

activation (transition state) energies, 20 proton transfer energies, 4 hydrogen bonding energies, 

and 2 ligand exchange energies (NH3 to H2O exchange from Figure 5.2 (a) to Figure 5.2 (c) and 

HCO3

 to H2O exchange from Figure 5.4 (d) to Figure 5.2 (a)). Properties included in the training 

set and corresponding number of terms by the figure numbers are presented in Table 5.1.  
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Table 5.1: Properties and numbers of terms included in the error function. For clarity, numbers 

are broken down by Figures. 

Properties 
Number 

of terms 

Numbers of terms in each Figure 

Fig. 5.1 Fig. 5.2 Fig. 5.3 Fig. 5.4 

MSD 46 15 5 8 18 

Bond length 20  20   

Reaction energy 6    6 

Proton affinity 8 5 3   

Activation energy 12    12 

Proton transfer energy 20   20  

Hydrogen bonding energy 4   4  

Ligand exchange energy 2  1*  1** 

Total 118 20 29 32 37 

* NH3 to H2O exchange corresponding to a transition from complex Figure 5.2 (a) to Figure 5.2 

(c) 

** HCO3
–
 to H2O exchange corresponding to a transition from Figure 5.4 (d) to Figure 5.2 (a) 

 

The parameterization procedure is followed as described previously.
120

 PIKAIA, a genetic 

algorithm, was used to optimize the SE parameters. For each round of optimization, a population 

of 100 individuals was evolved for 300 generations. Each individual, within the search region, 

represents a set of SE parameters. For each set of parameters, fitness is defined as 1 (+ 1)⁄ . 

The set of parameters that has the highest fitness score is considered as the final set of parameters 

in each run. Previously optimized AM1 parameters for hydrogen,
220

 oxygen,
220

 and zinc
252

 were 

used for elements H, O, and Zn during re-parameterization of AM1 parameters for C and N. 

Since nitrogen atoms directly coordinate zinc, AM1 parameters for nitrogen were optimized first. 

Carbon parameters were optimized second, using the nitrogen parameters optimized previously. 

Original AM1 parameters
73

 for both carbon and nitrogen were used as initial parameters and 
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allowed a ±50% change from their original values during the optimization. Three rounds of 

optimization (nitrogen, then carbon) were needed to converge the error value. To minimize the 

error value further, the optimization was repeated by gradually reducing the search region, 

allowing only ±20%, ±10%, ±5%, ±4%, ±3%, ±2%, and ±1% change from the previous optimal 

parameters set. For ±5% to ±1% search regions, only two rounds of parameterization were 

needed to minimize the error value. Parameterization was terminated after no improvement was 

seen over one full round of optimization in the ±1% search region. In this work, 24 AM1 

parameters for carbon and 21 AM1 parameters for nitrogen were optimized.  

5.4 Results and discussion 

The optimized AM1 parameters for C and N are presented in Table 5.2. Previously 

optimized parameters for H, O, and Zn are also presented.
220,252

 Results from the optimized 

model are compared with AM1 and PM3 (along with B3LYP values) for both the training and the 

testing sets. To evaluate the performance of the optimized model on zinc enzymes, energy 

profiles for proton transfer of the complexes that mimic the active sites of zinc-enzymes (e.g. 

thermolysin and carbonic anhydrase) are also calculated and results are compared with AM1 and 

PM3 (along with B3LYP values). 
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Table 5.2: Optimized AM1 parameters for C and N along with previously optimized H, O, and 

Zn.
220,252

 Symbols have their usual meaning.
73

 

Parameters H C N O Zn 

Uss (eV) 12.560002 32.150200 60.031992 124.312581 18.409395 

Upp (eV) 

 

28.967801 56.610516 79.588146 14.386244 

s (au) 1.078537 1.746775 1.652061 3.497468 2.170903 

p (au) 

 

1.498788 2.218407 2.528886 1.320255 

s (eV) 4.860006 10.277864 14.706789 37.859064 1.249800 

p (eV) 

 

14.119788 17.473830 37.180813 5.141664 

Gss (eV) 14.331944 8.024315 11.578123 21.583836 8.305369 

Gsp (eV) 

 

7.448147 10.555559 18.193541 8.193452 

Gpp (eV) 

 

5.276066 14.729169 17.042124 13.641224 

Gp2 (eV) 

 

5.942355 11.849208 10.338310 12.571464 

Hsp (eV) 

 

2.649657 4.521688 2.811269 0.589834 

 (Å
1

) 2.739361 2.522522 2.987975 5.799824 1.498274 

K1 (eV) 0.049143 0.018731 0.019546 0.352574 

 L1 (Å
1

) 3.953000 5.451509 4.891240 3.030000 

 M1 (Å) 0.980400 1.750632 1.864377 0.974529 

 K2 (eV) 0.003321 0.039920 0.031066 0.048729 

 L2 (Å
1

) 8.256000 6.889123 4.023180 6.150900 

 M2 (Å) 1.345680 2.112193 2.086714 1.841512 

 K3 (eV) 0.021350 0.026641 0.004588 

  L3 (Å
1

) 1.897200 4.662174 2.706654 

  M3 (Å) 1.270080 1.782816 2.879079 

  K4 (eV) 

 

0.000826 

   L4 (Å
1

) 

 

3.168583 

   M4 (Å) 

 

2.215877 
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5.4.1 Performance on the training set 

Figure 5.5 compares the performance of AM1, PM3, and the optimized model (this work) 

on the training set. As shown in Figure 5.5 (a) and Table 5.3, the average mean square deviation 

in structures from the optimized model (0.16 Å
2
) is smaller than AM1 (0.40 Å

2
) and PM3 (0.45 

Å
2
). In addition, the average unsigned error (AUE) for ZnN and ZnO bond lengths suggests 

that the optimal model depicts the B3LYP geometries better than AM1 and PM3. 

As Table 5.3 shows, the optimized model improves the accuracy in energies for proton 

transfer, hydrogen bonding, and ligand exchange more than for reaction energies, proton 

affinities, and activation energies. The optimized model gives an AUE of 5.14 kcal/mol for 

proton transfer energies, compared to 18.58 kcal/mol for AM1 and 12.12 kcal/mol for PM3. 

Moreover, the optimized model captures the hydrogen bonding energies of the systems shown in 

Figure 5.3. The optimized model yields an AUE of 1.40 kcal/mol for hydrogen bonding energies, 

compared to 3.02 kcal/mol for AM1 and 2.17 kcal/mol for PM3. For ligand exchange reactions, 

both AM1 (14.78 kcal/mol) and PM3 (17.32 kcal/mol) give higher absolute errors in ligand 

exchange energy than the optimized model (0.50 kcal/mol).  

During proton transfer scanning in water-phenolate and water-imidazole pairs, MOPAC 

fails to correctly optimize the structures with H(donor)⋯O (acceptor) for phenolate and 

H(donor)⋯N(acceptor) for imidazole constraints of 1.5, 1.3, 1.1, and 0.9 Å. This results in the 

wrong structures, and hence results are not reported for all the models. For these two pairs, only 

1.7 Å constraint results are shown in Figure 5.5 (d). The optimized model also produces large 

errors in proton transfer for water-acetate pair for H (donor)⋯O (acceptor) constraint of 0.9 Å 

(see Figure 5.5 (d)) due to the fact that methyl group from acetate donates proton to OH

 (of 

proton donating water) to form H2O. AM1 and PM3 fail to optimize the 

[Zn
2+

∙OH

∙2NH3∙HCOO


 ⋯ N-methylacetamide] (see Figure 5.4 (i)) complex during the 

optimization for transition state, and hence activation results are not reported.  
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Figure 5.5: Performance of AM1 (black), PM3 (red), and the optimized model (blue) on the 

training set in comparison with B3LYP (pink) results. Average unsigned errors are shown for (a) 

mean square deviation (MSD) in structures and (b) ZnN and ZnO bonds lengths from 

tetrahedral complexes shown in Figure 5.6. The horizontal axes for figures (d) and (e) are 

hydrogen-bonded water-ligand complexes for proton transfer profile energies and hydrogen 

bonding energies. The horizontal axis for figure (f) is the complexes index in activation energy 

calculations as shown in Figure 5.4.  
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Table 5.3: Average unsigned errors of different properties in the training set.  

Properties 
Average unsigned errors 

AM1 PM3 This work 

Training set    

MSD (Å
2
) 0.40 0.45 0.16 

Bond length (Å) 0.05 0.05 0.03 

Reaction energy (kcal/mol) 12.89 5.87 9.30 

Proton affinity (kcal/mol) 6.50 8.46 9.49 

Activation energy (kcal/mol) 6.67 8.82 6.69 

Proton transfer energy (kcal/mol) 18.58 12.12 5.14 

Hydrogen bonding energy (kcal/mol) 3.02 2.17 1.40 

Ligand exchange energy (kcal/mol) 14.78 17.32 0.50 

Testing set    

Bond length (Å) 0.08 0.04 0.02 

Proton affinity (kcal/mol) 4.64 7.40 2.53 

Activation energy (kcal/mol) 2.82 5.20 3.85 

 

5.4.2 Performance on the testing set 

AM1 parameters for C and N were obtained by fitting various properties of small clusters 

representing the active sites of zinc enzymes. The transferability of the optimized model is 

assessed for large systems, which are more representative of the active sites of zinc enzymes. As 

shown in Figure 5.6, two tetra-coordinated structures (three zinc-bound imidazoles and one 

water; and two imidazoles, one acetate, and one water) representing the active sites of carbonic 

anhydrase and thermolysin are considered. The nucleophilic attacks on carbon dioxide, 

acetamide, and N-methylacetamide are studied by considering the reactants, transition states, and 

tetrahedral intermediates as shown in Figure 5.8.  
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Figure 5.6: Tetra-coordinated zinc complexes representing metal-center complexes of carbonic 

anhydrase (a) and thermolysin (b) and their deprotonated forms in (c) and (d). 

As shown in Figure 5.7, AM1 gives large errors in ZnO and ZnN bond lengths with an 

AUE of 0.08 Å (see Table 5.3). Original AM1 parameters for Zn were optimized by fitting heats 

of formation, ionization energies, dipole moments, and geometries of organozinc compounds 

such as zinc with alkyl, halides, and alkyl-halide mixed compounds.
222

 Our complexes and 

properties do not fall within the scope of the original parameterization of zinc, hence original 

AM1 model fails to reproduce ZnO/N bond lengths of the complexes used in this work. 

Moreover, AM1 stabilizes the acetate ligand of Figure 5.6 (b and d) into a bidentate form 

inconsistent with the B3LYP optimized geometry. PM3, however, improves the accuracy on 

ZnO and ZnN bond lengths with an average unsigned error of 0.04 Å (see Table 5.3). 

Improving on the performance of AM1 and PM3, the optimized model yields an AUE of 0.02 Å 

for ZnO and ZnN bond lengths. The optimized model also offers improved performance over 

AM1 and PM3 at reproducing proton affinities of larger complexes. 
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Figure 5.7: ZnO and ZnN bond lengths in the tetra-coordinated zinc complexes shown in 

Figure 5.6. The diagonal dashed line shows perfect correlation. 
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Figure 5.8: Testing set. Testing set contains the model complexes (reactants, transition states 

(TS), and product/tetrahedral intermediate) for carbonic anhydrase ((a) and (d)), matrix 

metalloproteinases ((b)-(e) and (c)-(f)), and thermolysin ((h)-(k) and (i)-(l)). Numbers 1 to 12 

represent the activation energies associated with each complex. 
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Activation energies, from both the reactant state and the product state, were calculated for 

the structures shown in Figure 5.8. Similarly to the training set (see Figure 5.4)), the testing set 

includes nucleophilic attacks on carbon dioxide, acetamide, and N-methylacetamide. The 

absolute errors in activation energy are presented in Figure 5.9. Figure 5.9 and Table 5.3, AM1 

gives a low AUE in the activation energy of 2.82 kcal/mol whereas PM3 gives an AUE of 5.20 

kcal/mol. The optimized model, however, gives an AUE of 3.85 kcal/mol for activation energies, 

which lies between the AM1 and PM3.  

 

 

Figure 5.9: Comparison of the absolute errors in activation energies from AM1, PM3, and the 

optimized model in reference with B3LYP. Numbers 1 to 12 represent the errors in activation 

energies coming from the respective complexes shown in Figure 5.8. Same numbering applies for 

AM1 and PM3.  
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5.4.3 Proton transfer energy profiles in thermolysin and carbonic anhydrase gas-phase 

models 

Thermolysin and carbonic anhydrase are relatively small and widely studied zinc enzymes. 

These enzymes can be used as model complexes for many biological systems. 
61,245,255,256

  

To test the optimized model on larger structures more representative of the complete active 

site of a zinc enzyme, proton transfer energy profiles were calculated in structures mimicking 

thermolysin and carbonic anhydrase active sites (see Figure 5.10 (a) and Figure 5.11 (a)). Proton 

transfer energies, relative to the minimum-energy configuration, were calculated by scanning the 

H(donor) and O(acceptor) distances while keeping O(donor), H(donor), and O(acceptor) atoms 

collinear. Results are compared with AM1 and PM3 in reference with B3LYP results. Figure 

5.10 (a) presents the model active sites for thermolysin and Figure 5.11 (a) for carbonic 

anhydrase. Active site coordinates were taken from high-resolution crystal structures of 

thermolysin (PDB code: 1LNF) and carbonic anhydrase (PDB code: 2CBA). For both systems, 

hydrogen atoms were generated using CHARMM-GUI.
257

 Positions of the hydrogen atoms and 

zinc-bound water molecule were optimized at the B3LYP/ 6-31G(d) level of theory while 

keeping all other heavy atoms fixed at their original crystallographic positions. Energies were 

calculated by performing rigid scan calculations at B3LYP/6-311++G(d,p) level, with all atoms 

kept at their initial positions and only the H atom being moved. DFT optimized structures were 

used for all SE calculations. For DFT and SE methods, rigid scan calculations were performed 

with Gaussian 09
150

.  
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Figure 5.10: (a) Cluster model of the active site of thermolysin in which zinc is coordinated by 

two histidines, one glutamate, and one water molecule. PT represents the proton transfer from 

zinc-bound water to proton acceptor glutamate. Glutamates are modeled with acetate and 

histidines are modeled with 5-methylimidazole. (b) Proton transfer energies profiles calculated 

from AM1, PM3, the optimized model (this work), and B3LYP by constraining O(donor) and 

H(donor) and by keeping O(donor), H(donor), and O(acceptor) collinear.  

Figure 5.10 (b) presents the SE energy profiles for proton transfer from zinc-bound water 

to acetate (model complex for glutamate) at the active site of thermolysin as compared to B3LYP 

energy profile. The PM3 model severely overestimates the proton affinity of the carboxylate 

moiety. The AM1 model does not display a stable protonated acetate structure like PM3 but it has 

a noticeable shoulder around 1.4-1.5 Å. The average unsigned error, in reference to B3LYP, is 

1.98 kcal/mol for AM1, 4.87 kcal/mol for PM3, and 2.57 kcal/mol for the optimized model. 
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Figure 5.11: (a) Cluster model of the active site of carbonic anhydrase. Complex representation is 

same as in Figure 5.10. PT1 represents the proton transfer from zinc-bound water to the next 

second-shell water molecule and PT2 represents the proton transfer between two water molecules 

within the hydrogen-bonded water chain. (b) Energy for proton transfer of PT1.(c) Energy for 

proton transfer of PT2. Results from AM1, PM3, and the optimized models are compared with 

B3LYP.  

In carbonic anhydrase, proton transfer occurs via a chain of hydrogen-bonded water 

molecules.
245

 As shown in Figure 5.11(a), two proton transfer paths, PT1 and PT2 are considered. 

Figure 5.11(b) and (c) present, energy profiles for proton transfer for PT1 and PT2. In both cases, 

AM1 and PM3 give similar energy profiles. Both models overestimate the relative proton transfer 

energies with average unsigned errors of 9.28 kcal/mol (AM1) and 7.80 kcal/mol (PM3) for PT1 

and 13.33 kcal/mol (AM1) and 10.81 kcal/mol (PM3) for PT2. Unlike AM1 and PM3, the 
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optimized model reproduces relative proton transfer energies in excellent agreement with B3LYP 

for PT1. Despite overestimating relative energies in PT2, the optimized model still shows an 

improvement in accuracy compared to AM1 and PM3. The average unsigned errors in proton 

transfer from the optimized model are 1.76 kcal/mol for PT1 and 5.84 kcal/mol for PT2. The 

overall results suggest that the optimized model can be used to explore proton transfer 

mechanisms in zinc enzymes. 

5.5 Conclusion 

A semiempirical model based on AM1 Hamiltonian was re-parameterized for carbon and 

nitrogen to describe peptide hydrolysis in zinc enzymes. Previously optimized AM1 parameters 

for hydrogen and oxygen (developed to describe proton transfer in water), and zinc (for zinc-

bound water and hydrogen sulfide) were used during the optimization of AM1 parameters for C 

and N. A new set of parameters is obtained by minimizing the error on a number of properties 

important to predict the reactivity of the zinc enzyme: coordination geometries, proton transfer 

energies, and formation energies of the tetrahedral intermediates or the products. 

Compared to AM1 and PM3, the optimized model improves the accuracy in overall 

structures of complexes including tetrahedrally coordinated systems, hydrogen bonding, and 

ligand exchange reactions in reference to DFT results. Moreover, the test results on gas-phase 

models suggest that the optimized model can be used to study proton transfer mechanisms in 

zinc-enzymes. The optimized model can also be used in full quantum mechanics and hybrid 

quantum mechanics/molecular mechanics molecular dynamic simulations to explore various 

reactions in zinc proteins. This parameterization technique can be used to develop new reaction-

specific SE models, or more complex SE models with alternate core-repulsion functions. The 

performance of the SE models can also be improved by developing new models including d-

orbitals. 
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6 Conclusions and outlook 

6.1 Conclusions 

Theoretical modelling of chemically active biomolecules is a challenging problem that 

requires state-of-the-art techniques from computational physics, and considerable chemical and 

biological insight. Semiempirical quantum methods provide a promising alternative to ab initio 

methods, and enable the study of such systems with acceptable accuracy and at reasonable 

computational cost. Due to overly simplified Hamiltonian, the accuracy of semiempirical models 

is poor for complexes and reactions that fall outside the scope of their development. Reaction-

specific parameterization technique improves the accuracy of semiempirical models in structures 

and energies of specific classes of systems. 

Despite having many semiempirical (SE) models and approximate density functional 

theory for water,
124,145,146,258,259

 to the best of our knowledge, no model describes both proton 

transfer mechanisms and the static and dynamic properties of liquid water with an accuracy 

comparable to ab initio methods. The AM1-LW model we have developed improves the accuracy 

and yields structural and thermodynamic properties of water in line with available high-level 

theoretical and experimental results. AM1-LW model also yields very sensitive properties of 

water such as gas-phase vibrational frequencies, dielectric properties, and infrared spectrum in 

good agreement with experiment. 

The optimized SE model for zinc and sulfur, using AM1-LW model for hydrogen and 

oxygen, optimized for proton transfer in water, reproduces structural and energetic gas-phase 

properties of zinc-bound water and zinc-bound hydrogen sulfide. The model also reproduces the 

hydration structure of the zinc cation and the solvation structure of zinc in liquid hydrogen 

sulfide. The model is further used to estimate the pKa shift of zinc-bound water and zinc-bound 

hydrogen sulfide in liquid water. The estimated zinc-induced pKa shifts suggest that zinc 

increases the acidity of ligand in good agreement with experimental and theoretical values.  

Using previously optimized parameters for hydrogen, oxygen, and zinc in this work, the 

optimized SE model for carbon and nitrogen consistently reproduces the structure and energetics 

of elementary reactions catalyzed by zinc enzymes, such as the proton transfer from a zinc-bound 
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water molecule to a proton-accepting glutamate, or the nucleophilic attack of a peptide substrate 

by a hydroxide ion. 

In this work, new reaction-specific semiempirical models were developed that show 

significant improvement at reproducing gas-phase and liquid-phase structural and energetic 

properties of hydrogen-bonded biomolecules. The models can also be very useful to explore 

different mechanisms in zinc metalloproteins. Especially one can explore the proton transfer 

paths and influences of the neighbor ligands to the active sites of the zinc enzymes. The 

optimized model shows great improvement over existing standard semiempirical models, and 

gives a promising outlook for its application to larger biomolecular systems. The current work 

suggests that more targeted parameterization approaches can improve the inherent limitations of 

semiempirical models. For systems for which a given SE model has shortcomings, separate 

models should be developed. Once many different semiempirical models have been developed 

for a variety of reactions/compounds, new models can easily be developed using the genetic 

algorithm approach, by mixing old models into the population. Thus, their most useful “traits” 

can be selected.  

 

6.2 Outlook 

The main advantage of semiempirical quantum methods is their low computational cost 

compared to other high-level quantum mechanical methods such as density functional theory. 

Because semiempirical models use many approximations, accuracy and transferability are 

significant concerns. To address these limitations of the SE models, different techniques, such as 

re-parameterizing existing SE models, introducing various correction terms, or larger basis sets, 

are used with or without changing the original mathematical formulations. Improving SE models 

by changing core-repulsion functions and re-parameterizations of previously developed models 

for reaction-specific systems often reduce transferability concerns. New SE models can be further 

developed for variety of physical, chemical, and biological systems. The techniques, used in the 

thesis, may also be used to design and study reactivity of solids, polymers, biomaterials, etc. 

These models can also be tested for their application in modeling nanomaterials (e.g. metal-

organic frameworks) for biomedical applications.
260,261
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One can apply the optimized models in molecular dynamic simulations at full SE QM or 

SE QM/MM levels to investigate long-range interactions and long time-scale properties of 

biologically relevant systems. Moreover, thanks to their high computational efficiency, these 

models can be used to compute free energy profiles of catalytic reactions, which often require 

extensive conformational sampling. The following studies can be done using the optimized 

models from this work. 

1. As hydrogen bonds play key roles in water, the AM1-LW model can be used to study 

roles of hydrogen bonds in the diffusivity of water. The study can further be extended to 

understand forming and cleavage of hydrogen bonds during reorientation of water. The 

model can be used to study translational and rotational dynamics
262

 of water to understand 

origin of some of its anomalies. AM1-LW model can also be used to study solvent 

dynamics around the dissociation products of water (H
+
 and OH


) as they form and 

recombine into H2O molecules. The effect of the ions or solute during the recombination 

processes can also be investigated. 

2. The optimized models can be used to study the preferential coordination of zinc by 

various ligands in aqueous solutions. Molecular dynamic simulations can be performed on 

zinc cation solvated in a mixture of different ligands (e.g., water, ammonia, and hydrogen 

sulfide) to see which ligand combinations are preferred by zinc. The results would suggest 

which ligand arrangements are most selective to zinc ions, and provide insight on how 

proteins selectively capture zinc ions. The same approach can be used to develop better 

semiempirical models for other metal binding proteins (e.g. calcium and magnesium). If 

the simulations are long enough, they would also allow to study ligand exchange kinetics. 

3. The optimized models reproduce gas-phase proton transfer energies in zinc hydrolases; 

the models could be used in a QM/MM representation to explore the multiple proton 

transfer pathways accessible to an enzyme, and the influence of neighboring residues on 

its reactivity. 
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