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Abstract

Reliable and Safe Motion Control of Unmanned Vehicles

Zhixiang Liu, Ph.D.

Concordia University, 2016

Unmanned vehicles (UVs) are playing an increasingly significant role in modern daily life. In

the past decades, numerous commercial, scientific, and military communities across the world are

developing fully autonomous UVs for a variety of applications, such as environmental monitor-

ing and surveillance, post-disaster search and rescue, border patrol, natural resources exploration,

and experimental platforms for new technologies verification. The excessive opportunities and

threats that come along with these diverse applications have created a niche demand for UVs to

extend their capabilities to perform more sophisticated and hazardous missions with greater auton-

omy, lower costs of development and operation, improved personnel safety and security, extended

operational range (reliability) and precision, as well as increased flexibility in sophisticated envi-

ronments including so-called dirty, dull, harsh, and dangerous missions.

In order to successfully and effectively execute missions and meet their corresponding per-

formance criteria and overcome these ever-increasing challenges, greater autonomy together with

more advanced reliable and safe motion control systems are required to offer the critical tech-

nologies for ensuring intelligent, safe, reliable, and efficient control of UVs in the presence of

disturbances, actuator saturation, and even actuator faults, especially for practical applications.

This thesis concentrates on the development of different reliable and safe motion control algo-

rithms/strategies applicable to UVs, in particular, unmanned aerial vehicles (UAVs) and unmanned

surface vehicles (USVs). A number of contributions pertaining to the fault detection and diagnosis

iii



(FDD), fault-tolerant control (FTC), disturbance estimation and compensation, and actuator satu-

ration avoidance have been made in this thesis. In addition to the control problems, this thesis also

presents several guidance-related contributions, including adaptive observer-based line-of-sight

(LOS) guidance law, time-varying lookahead distance scheme, piecewise path switching criterion

for guiding a single UV, as well as a proportional-integral (PI) type of leader-follower formation

guidance strategy for a group of UVs.
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Chapter 1

Introduction

1.1 Background

1.1.1 Unmanned Vehicles

Unmanned vehicles (UVs) including unmanned aerial vehicles (UAVs), unmanned ground

vehicles (UGVs), unmanned surface vehicles (USVs), unmanned space-crafts (USCs), and un-

manned underwater vehicles (UUVs). They possess self-governing characteristics and are capable

of performing assigned missions without human intervention.

In the past decades, numerous commercial entities, universities, research institutes, and military

around the world have widely employed UVs in their applications [1, 3]. These applications cover

a variety of specific fields, such as environmental monitoring and surveillance [4, 5], platforms for

testing and validating the newly developed algorithms [6, 7], post-disaster search and rescue [8],

cooperative and formation control [9, 10], goods delivery and in-flight refueling [11–13], as well

as various military missions [14].

However, the current development of UVs is still in the early stage. Most existing UVs are

confined to experimental platforms, comprised primarily of relatively small-scale UVs with limited

autonomy, endurance, payloads, power outputs, as well as remote operation requirements. UVs

remain scarce in commercial markets as well, and the majority of industrial-level vehicles are still
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(a) (b) (c)

(d) (e)

Figure 1.1: Several types of UVs, UAV (a), UGV (b), USV (c), UUV (d), USC (e).

used within military and research fields.

1.1.2 State-of-the-Art Unmanned Vehicles

1.1.2.1 Elements of Unmanned Vehicles

Depending on practical applications, UVs may come into a variety of appearances and func-

tionalities. However, the following basic elements that must be included in every UVs (taking the

USV for example here, as seen in Fig. 1.2):

(1) Hull and auxiliary structural elements: The hulls of UVs are normally designed correspond-

ing to the specific applications of UVs, revealing some basic design issues and trends in

their development, such as greater endurance and payload capacity, convenient mounting

and loading capabilities, easy to be manufactured or modified from manned vehicles, en-

hanced system stability, and decreased risk of crash.

(2) Propulsion and power system: Translational and rotational motion control of most exist-

ing UVs are provided by actuators, which are producers of forces and moments from the
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Figure1.2:FundamentalarchitectureofatypicalUSV[1].

correspondingcommandsofcontroller.

(3)Guidance,navigation,andcontrol(GNC)systems:AsthemostvitalcomponentofaUV,

GNCmodulesgenerallyconsistofonboardcomputersandsoftware,whichtogetherare

responsibleformanagingtheentireUVsystem.

(4)Communicationsystems:Communicationsystemsincludenotonlywirelesscommunica-

tionwithgroundcontrolstationsandothervehiclestoperformcooperativecontrol,butalso

onboardwired/wirelesscommunicationwithavarietyofsensors,actuators,andotherequip-

ment.Thereliabilityofcommunicationsystemsistherebyofparamountimportance.

(5)Datacollectionequipment:Togetherwiththeabove-mentionedcomponents,inertialmea-

surementunits(IMUs)andglobalpositioningsystems(GPSs)asthebasicsensorsaretyp-

icallyusedincombinationwiththesystemtoguaranteetheUVremainsingoodoperating

condition,andtoimproveitsperformance.Besides,cameras,radar,sonar,aswellasother

kindsofsensorsareoptionallyadopted,dependingonthespecifictaskathand,suchasmoni-

toringandoperatingUVsunderalldifferentconditions(i.e.cabintemperatureandhumidity,

electronicequipmenthealth,fuelconsumption,etc.)[15].
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Figure1.3:GeneralstructureofUVsguidance,navigation,andcontrolsystems[1].

(6)Groundstation:GroundstationalsoplaysanimportantroleinUVs’GNCsystems,which

canbelocatedinafixedfacilityoramobilevehicle.Ingeneral,missionsareassignedto

UVsviawirelesscommunicationsystems.Thereal-timestatusofUVsandtheironboard

equipmentsareallmonitoredbythegroundstation,whileforremotelyoperatedUVs,con-

trolcommandsarealsosentfromgroundstation.

1.1.2.2 RelationshipsamongGuidance,NavigationandControlSubsystems

AsindicatedinFig.1.3,thefundamentalelementsforautonomouslyoperatingUVsgenerally

constituteguidance,navigation,andcontrolsubsystems.Thesesubsystemsworkininteraction

witheachother,tothepointwhereimperfectionsinonesubsystemmaydegradetheperformance

ofthewholesystem.

(1)Guidancesystemisresponsibleforgeneratingandupdatingfeasibleandoptimaltrajectory

commandstothecontrolsystemaccordingtotheinformationprovidedbythenavigation

system,assignedmissions,vehiclecapability,andenvironmentalconditions.
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Figure 1.4: Classification of UV guidance systems [1].

Navigation
system

Sensing

State 
estimation

Environment 
perception

Situation 
awareness

IMU/GPS 
estimation

Estimation based 
on other sensors

Passive 
estimation

Active 
estimation

Noise & accumulative errors elimination
Dealing with model uncertainties
Accommodating sensor faults

Monocular vision
Stereo vision
Infrared vision

Image stabilization

Wave information perception
Multiple-camera perception

Image defogging 

LIDAR-based perception
Radar-based perception
Sonar-based perception

Multi-sensor fusion

Figure 1.5: Classification of UV navigation systems [1].

(2) Navigation system concentrates on identifying the UVs’ current and future states (such as

position, orientation, velocity, and acceleration), and its surrounding environment based on

the past and current states of the UV as well as environmental information (such as the ocean

currents and wind speed) obtained from its onboard sensors.

(3) Control system focuses on determining the proper control forces and moments to be gener-

ated in conjunction with instruction provided by the guidance and navigation systems, while

at the same time satisfying desired control objectives.

In order to provide readers a better understanding of the current work on GNC system of UVs,

Figs. 1.4, 1.5, and 1.6 have summarized the overviews of the existing research in UVs’ guidance,

navigation, and control subsystems, respectively.
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1.2 Problem Formulation

The deployment of UVs is generally in cluttered, sophisticated, and even hostile environ-

ment [16], and subject to environmental disturbances, sideslip effects, actuator faults, collisions,

etc. More specifically, the motion of UVs is affected by not only environmental disturbances

(winds, waves, and currents) and steering motion caused sideslip effects, but also actuator faults

due to numerous factors, such as propeller and rudder damage and deformation, gear and trans-

mission system wear and deformation, shaft deformation, and lower power supply [17–19]. These

negative impacts may seriously degrade the overall system performance and even lead to catas-

trophic consequences (collision or crash). The development of reliable and safe motion control

systems of UVs is thereby of critical importance.

1.2.1 Actuator Faults, Failures, and Malfunctions

Although the system faults and failures have been explicitly studied and widely distributed

over various technological areas including industrial and academic communities and much effort
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has also been dedicated to their standardization, the terminology use is still not unique. According

to the international federation of automatic control (IFAC)-Technical Committee SAFEPROCESS

and related literatures, the following terminologies are defined and used in this thesis [20].

• Fault: A fault means an unpermitted deviation of the system’s characteristic features from

the acceptable and normally healthy condition.

• Failure: A failure indicates that an interruption occurs in system and it permanently loses its

ability to perform a desired function under specific operating conditions.

• Malfunction: A malfunction is an intermittent and irregular execution of a system’s required

function.

Obviously, the failure is more severe than the fault. For example, in the occurrence of fault,

the actuator may operate with slower response and reduced effectiveness but still be practicable.

However, a failure in actuator means total loss of its control effectiveness, additional actuators are

then required to compensate the associated adverse impact.

1.2.2 Fault-Tolerant Control

Some specific applications, such as fire fighting, special military missions, tasks in extreme

weather conditions or natural disasters or cluttered mountainous regions, and particular military

missions, may bring UVs into sophisticated and hazardous environments. Furthermore, as a kind

of consumable hardware, numerous UVs’ low development cost may decrease their reliability and

safety as well. These situations may seriously threaten the reliability and safety of UVs. Taking

UAVs as example, according to a Washington Post’s investigation, in USA, more than 400 military

UAVs have crashed since 2001, while commercial UAV failure events are expected to be far more

than that experienced in the military [21]. These crashes have seriously affected the safety of

homes, farms, airports, and forests, and resulted in tremendous loss of property. A great majority

of these accidents, however, is reported to be actuator faults/failures caused.
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As a vital element of UVs operation, actuators may fail to operate due to a variety of malfunc-

tions, such as wear and tear of the gear, motor failure, mechanical deformation, control surface

damage, and battery drainage. The presence of actuator faults/failures increases reliability and

safety demands of UVs which are beyond what the traditional control methods can offer, mean-

while the faulty actuators may deteriorate the system performance and even cause catastrophic

results (crash). In addition, slow compensation of actuator faults may likewise bring UVs into

a hazardous situation. The primacy among these challenges is thereby how to design a fault-

tolerant control (FTC) law [22] for UVs in the event of actuators, sensors and system components

faults/failures. Fortunately, recent years, the growing demand for the reliability and safety in engi-

neering systems can provide significant references to the FTC design for UVs [3, 20, 23–29].

In a fault-tolerant control system (FTCS), the achievable and acceptable system performance

mainly depends on the availability of redundancy and capability of actuators in the control system

as well as the design methodologies adopted in the synthesis of fault-tolerant controllers. Their

predominant objectives are to preserve the stability of the overall system and to maintain a satis-

factory level of performance in the presence of system component malfunctions. Current FTCSs

are generally classified into two categories, namely, active and passive FTCSs [22,30]. A common-

ality in both approaches is the utilization of system redundancies, while their primary difference is

how the redundancy is used.

The design philosophy of active FTCS is to adapt to system component malfunctions (including

actuators, sensors, and system itself) by reconfiguring the controller according to the real-time

detected faults information from a fault detection and diagnosis (FDD) mechanism. A typical

active FTCS consists of a FDD scheme, a reconfigurable controller, and a control reconfiguration

mechanism. On the other hand, in a passive FTCS design, a list of potential faults is assumed to

be a priori known at the design stage and controller is designed by considering the possible faults

during the design stage. This indicates that no additional fault compensating actions are needed by

the existing control system in response to the event of faults. Neither the FDD scheme nor control

reconfiguration mechanism is required in passive FTCSs..
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Since neither fault detection and diagnosis (FDD) schemes nor controller reconfiguration mech-

anisms are required in passive FTC approach, the fault-tolerant property is achieved primarily at-

tributes to the controller’s robustness to a wide operation range of a specific system. A fuzzy

proportional-integral-derivative (PID) based FTC method is developed in [31] for compensating

the loss of control effectiveness in all motors and a single motor, respectively. [32] introduces

an augmented sliding mode control (SMC) approach to further enhance the robustness of tradi-

tional SMC and make it capable of dealing with both fault-free and faulty systems. This proposed

method is experimentally validated with loss of 15% control effectiveness in one single actuator

of the unmanned quadrotor helicopter (UQH). In [33], a learning-based FTC scheme is developed

with online self-tuning of control gains capabilities, this is expected to ensure an acceptable perfor-

mance of UQH in either the absence or presence of actuator faults. In [34], employing its adaptive

and self-tuning capabilities to system parameters variations, the model reference adaptive control

(MRAC) method is used for tolerating the actuator failure of UQH. Another interesting applica-

tion is conducted in [35], the robust feedback linearization control approach is developed for the

stabilization of UQH along the vertical axis, sacrificing the controllability of the yaw state when

one of the actuators’ control effectiveness is totally lost.

In terms of the active FTC approach, based on the estimates of actuator faults from FDD mod-

ule, it actively responds to system components failures via reconfiguring control actions so that the

stability and acceptable performance of the entire system can be guaranteed; and much previous

work has been carried out as well. In [36], feedback linearization techniques are adopted in the

double-layer FTC architecture with inner and outer loops, while the fault information is supposed

to be available from a fault detection and isolation (FDI) module. [37] presents a FTC method with

a fault recovery mechanism employing an adaptive feedback linearization methodology. A param-

eter estimation algorithm is also introduced to estimate the loss of control effectiveness fault. A

FTC methodology combining an integral action with the conventional SMC is proposed in [32] to

effectively compensate the adverse effects of actuator faults. In [34, 38], the gain-scheduled (GS)
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technique is utilized to parametrize the PID parameters as functions of the GS variable includ-

ing a group of control gains calculated in offline for both normal and faulty situations, an online

switching among different PID gains is then conducted based on the result of FDD, but no FDD

mechanism design is addressed in these papers. As an alternative and promising FTC approach, the

control allocation (CA) technique is adopted in [39], and the partial loss of control effectiveness in

actuators is considered. Recently, [40] presents a FTC design approach using the linear parameter

varying (LPV) control technique. Moreover, model predictive control (MPC) technique is likewise

adopted to appropriately compensate the side effects of actuator faults, where the fault parameters

are obtained employing a moving horizon estimator (MHE) [41].

1.2.3 Actuator Saturation

In addition to FTC, as another critical and practical issue, actuator dynamics such as amplitude

and rate constraints and time delays should be also taken into consideration in the control strategy

design in order to prevent actuator saturation and unacceptable system performance degradation.

Particularly in the case of actuator faults compensation, increasing control efforts demands may

cause the remaining healthy actuators to work beyond their normal duty, and eventually lead to

the violation of their amplitude/rate limits and system uncontrollability. Furthermore, actuator

dynamics cannot be prompt enough to be negligible in practice, aggressive actuator actions may

cause excessive wear and tear of actuators, actuator saturation, and even the probability of further

damage. As reported in the existing literatures, two types of techniques are adopted in the FTC

scheme design with integration of actuator limits. One type is to consider actuator dynamics at the

design stage of the FTC strategy preventing actuators from exceeding their limits [42, 43]; while

the other one suggests a system command adjustment mechanism for actuator saturation prevention

with an acceptable performance degradation [44–47].
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1.2.4 Environmental Disturbances

Applications employing UVs are inevitably influenced by environmental disturbances, such as

winds, waves, and currents, while the small-scale UVs in particular are more sensitive to environ-

mental disturbances owing to their low inertia and small size. Disturbances produce a pressure

variation on the hull surface, which in turn induce forces and moments. An accurate description of

environmental disturbances is not only significant in UVs simulators that are developed for human

operators, but also critical for improving the performance of UVs’ GNC systems.

One of the most significant challenges in path following of USV is to accurately reject the

time-varying environmental disturbances. For example, the failure of disturbance rejection may

deteriorate system performance or even lead to catastrophic accidents. Especially, in the applica-

tion of environmental monitoring and seabed exploration, it is challenging to steer USV to follow

the desired path within an acceptable bound of cross-track errors. Therefore, it is significant to

take into account of the time-varying disturbances attenuation in USV’s controller design.

In view of path following of UVs under environmental disturbances, great efforts have been

devoted. Adaptive control is used for straight line following in [48], but only the constant ocean

current is considered. In addition, a backstepping control scheme that forces a USV to follow a

reference path under disturbances is reported in [49]. In [50], a nonlinear robust adaptive control

strategy is designed to steer an underactuated ship to follow a planned path in the presence of

environmental disturbances. Lyapunov’s direct, backstepping, and parameter projection methods

are employed in the controller design procedure. It is worth mentioning that, in [51], path following

of a USV is achieved using the state feedback linearization.

With respect to the time-varying disturbances, some control strategies have been proposed ac-

cordingly. In [52], unknown time-varying environmental disturbances are accounted for trajectory

tracking control of a USV. An observer is constructed to provide the estimation of unknown dis-

turbances, and a backstepping controller is developed to track the desired path. Backstepping and

Lyapunov synthesis methods are utilized to reject time-varying disturbances during the course of

trajectory tracking in [53]. In [54], a linear algebra approach originated from a robotic system is
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applied for a USV to follow a desirable path under the time-varying disturbances. In [55], a con-

troller named as disturbance compensating model predictive control (DC-MPC) is presented with

consideration of environmental disturbances and system constraints. The time-invariant distur-

bances are estimated by an observer and compensated by solving a low-dimensional optimization

problem, whereas it may not be appropriate in the presence of time-varying disturbances. More-

over, the identical limits for the nominal, additional, and their incorporated (the ultimate control

input) control inputs may cause the additional compensating mechanism becomes infeasible when

the nominal control input saturates. Unfortunately, to the best of the author’s knowledge, the con-

straints of system states and actuators are not considered in most of the open literatures of USVs.

Furthermore, most of the existing controllers with fixed control gains are often robust to large vari-

ations in the system or external disturbances by sacrificing their control performance, while others

can only guarantee the control performance under small scale disturbances.

1.2.5 Reliability and Safety of Unmanned Vehicles

Reliability and safety play a vital role in the overall functioning of elements, components, and

systems. Reliability is the ability of a system to perform an assigned mission with a satisfactory

performance under distinct environmental conditions, within an acceptable range, and during a

specific period of time. Whereas safety is defined as the capability of a system not to threaten the

normal functionality of persons, facilities and environment in vicinity.

However, an improvement of system safety may somewhat cause a deterioration of the system

reliability if, for instance, the increase of components number. In order to guarantee the satisfactory

performance of system and the successful implementation of assigned missions, several approaches

presented in this thesis exactly deal with the reliability and safety issues of UVs.

1.2.6 Path Following Schemes

Due to the high dependence on the reference model and sophisticated control laws of the trajec-

tory tracking methods, researchers in control community have studied the path following problem,
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which is proved to be quite suitable for practical implementation. Currently, two types of path fol-

lowing approaches are well designed and commonly implemented in practice, namely the Serret-

Frenet (SF) frame based path following method and line-of-sight (LOS) path following method.

1.2.6.1 Serret-Frenet Frame Based Path Following

As a commonly adopted path following strategy for UVs, SF frame based path following

scheme is defined as projecting the position of an actual vehicle onto the desired geometrical path,

effectively guaranteeing that an imagined and virtual target vehicle exists on the closest position of

the path to the real UV during the entire mission [56]. The associated kinematics of UV, which are

the path tangential frame at the exact point of projection, are yielded with respect to the SF frame.

Then, the path following problem is solved by employing the SF error dynamics.

Numerous relative research works have been conducted. In [57], a fourth-order ship model is

used in SF frame for developing a control strategy to track both a straight line and a circle in the

presence of constant ocean current. To properly compensate the cross-track and heading errors,

two different control methods are studied, namely the back-stepping control approach which relies

on a feedback dominance scheme [58] and the model predictive control (MPC) approach with a

disturbance compensating mechanism [55]. An alternative way of treating SF frame based path

following problem is proposed in [59], the mathematical model of the ship is first written in the

SF frame. A nonlinear controller is then synthesised by employing the Lyapunov’s direct method

and backstepping technique. [60] introduces a Lyapunov-based guidance law which can make the

path following error coordinates converge to zero. Moreover, the SF frame based path following

problems are also well studied in [61–63].

1.2.6.2 Line-of-Sight Path Following

Another popular and effective way to follow the predefined path independent of temporal con-

straint (path following application [64]) is to implement a lookahead distance based LOS guidance

rule [65], mimicking the actions of experienced helmsman. Based on the geometry of UVs, this
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guidance system generates a reference trajectory for the heading angles, which are then fed into the

control system to follow. Numerous applications using LOS guidance are carried out [66–68], the

uniform semi-global exponential stability (USGES) of LOS guidance law is also proved in [69].

Despite they are effective and easy-to-use, the classical proportional LOS guidance methods still

own the drawbacks of being susceptible to environmental disturbances, since they are designed

assuming that there are no external disturbances acting on vehicles.

But in reality, there normally exist ocean currents that are caused by the gravity, Coriolis force,

wind friction, water density variation, heat exchange at the sea surface, as well as salinity changes.

The adverse effects of currents along with the USV’s turning induced lateral acceleration can result

in the so-called sideslip angle, which may cause the USV exhibits large cross-track errors during

either curved or straight line path following applications [70]. However, this disadvantage may

not be perfectly overcome by solely developing an effective heading angle tracking controller,

since the negative impacts primarily originate from the heading reference generator. The solution

suggested in the existing literatures is to include an integral term in the LOS guidance law. This

new guidance law is then referred to as a proportional-integral (PI) type of LOS guidance law

(the relative applications can be found in [71–74]). These LOS guidance laws, to some extent,

are effective to the sideslip angle compensating with a specific range. Recently, an adaptive LOS

guidance law [70,75] capable of further improving the performance of sideslip angle compensating

with extended range is proposed, whereas the sideslip angle is required online.

The most straightforward and effective way of measuring the sideslip angle is usually deemed

to use onboard sensors including optical correlation sensors, accelerometers, and global naviga-

tion satellite system (GNSS). But the optical correlation sensors are usually pricey, while the ac-

celerometer measurements and GNSS tend to be noisy and cause large accumulated errors during

long-term operations due to their bias. Although the information of ocean currents is crucial for es-

timating sideslip angle and improving path following performance, it is often difficult, expensive,

and time-consuming to measure ocean currents from a moving USV. Furthermore, as a power-

ful equipment to acquire the estimations of current velocities, electromagnetic current meters and
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acoustic Doppler current profilers are nowadays widely installed on ships [76, 77], whereas space

constraints of USV also limit the number and size of onboard equipments [74].

In order to tackle the abovementioned problems, observer-based sideslip angle estimation ap-

proaches are then extensively studied in the literature [78–80]. Later on, sideslip angle estimation

and compensating are both considered in [70,75] to adjust the desired heading angles before feed-

ing them to the control system so that the control system can follow the anticipated trajectory with

significantly reduced path deviation.

1.3 Ojectives of This Thesis

This thesis aims to design and develop reliable and safe motion control schemes with applica-

tion to unmanned vehicles at both individual unmanned vehicle and a group of unmanned vehicles

levels. Particularly, this thesis is organized based on the following research objectives:

• Designing and developing effective path following methodologies that can counteract the ad-

verse effects from sideslip angle and environmental disturbances, while successfully operate

the unmanned vehicles to follow the desired path.

• Designing and developing a passive fault-tolerant control method without an explicit model.

• Designing and developing fault detection and diagnosis schemes and active fault-tolerant

control approaches based on accurate system models for improving the reliability of un-

manned vehicles.

• Designing and developing an effective time-varying control strategy for the operation of

unmanned vehicles under different working conditions.

• Designing and developing a formation control scheme for the operation of a group of un-

manned vehicles simultaneously considering actuator faults, actuator saturation, and colli-

sion avoidance in order to enhance the reliability and safety of the entire formation.
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To sum up, the conducted research works in this thesis are primarily expected to synthesize

advanced levels of path following, disturbance estimation and compensation, fault detection and

diagnosis, fault-tolerant control, actuator saturation prevention, and collision avoidance capabili-

ties in unmanned vehicles, these in turn can guarantee the satisfactory, reliable, and safe perfor-

mance at both individual and multiple unmanned vehicles levels. Finally, the proposed schemes

and strategies are verified by a series of simulations on well-known unmanned vehicles models and

experimental tests in the presence of environmental disturbances, different realistic fault scenarios,

actuator saturation, and obstacles.

1.4 Contributions of This Thesis

The main contribution of this thesis can be categorized into the following four major aspects:

(1) Reliable and safe path following

(a) Design of an adaptive sideslip angle estimating and compensating based LOS path

following scheme for USV.

(b) Design of a SF frame based path following method for USV with consideration of

environmental disturbances and actuator dynamics.

(2) Reliable and safe control of single unmanned vehicle

(a) Desgin of a learning-based fault-tolerant tracking control (FTTC) approach for the un-

manned quadrotor helicopter under disturbances, uncertainties, and actuator faults.

(b) Design of an adaptive fault estimation and FTTC law for unmanned quadrotor heli-

copter, while considering actuator dynamics.

(c) Design of a PI type of adaptive FTTC law for USV.

(d) Design of a linear parameter varying (LPV) based parameter estimation law and a LPV-

based FTC law for the operation of USV with actuator faults and payload variations.
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(3) Reliable and safe formation control multiple unmanned vehicles

(a) Design of a PI type of leader-follower formation control scheme for a group of UAVs.

(b) Simultaneous consideration of FTC, actuator saturation, and collision avoidance in the

UAVs formation control.

(4) USV experimental platform development

(a) Development and system integration of USV and control system.

(b) System identification of USV’s actuators.

1.5 Organization of This Thesis

The rest of this thesis is organized as follows:

• Chapter 2 provides an overview of some preliminary knowledges used in the thesis.

• Chapter 3 addresses the problem of reliable and safe path following of UVs. Two types of

path following schemes are studied, namely the SF frame based path following method and

LOS path following method. In the SF frame based path following method, both environ-

mental disturbances and actuator saturation are considered. Whereas inertia and currents

caused sideslip angle is detailedly studied in the LOS path following scheme design.

• Chapter 4 introduces the issues of reliable and safe control of UVs. Several FTC approaches

are designed, from passive FTC method to active FTC method. A learning-based fault-

tolerant tracking controller is devised for learning and compensating the negative effects of

actuator faults. Then, an adaptive FTTC method is proposed considering actuator saturation.

For the variations of UVs’ working conditions, a LPV control technique is also employed

for estimating the amplitude of actuator faults and mitigating their side effects.
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• Chapter 5 illustrates the formation control of multiple UAVs. A leader-follower formation

control methodology is designed, and FTC and collision avoidance problems are simultane-

ously taken into account as well.

• Chapter 6 presents conclusions of the conducted research works and important findings, and

summarizes several predominant ideas for the future developments of the thesis’s outcomes.
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Chapter 2

Preliminaries

2.1 Modelling of Unmanned Vehicles

In this thesis, two types of unmanned vehicles are mainly studied; one is unmanned aerial vehi-

cle (UAV), the other one is unmanned surface vehicle (USV). Their corresponding motion models

and associated guidance, navigation, and control (GNC) issues are discussed in the subsequent

sections of this chapter.

2.1.1 Unmanned Surface Vehicle

Roughly two-thirds of the earth is covered by oceans [1], but comparatively little of these areas

have been thoroughly explored. Climate change, environmental abnormalities, personnel require-

ments, and national security issues have all led to a strong demand from commercial, scientific,

and military communities for the development of innovative unmanned surface vehicles (USVs),

also known as autonomous surface vehicles (ASVs) or autonomous surface crafts (ASCs). Despite

this, only semi-autonomous USVs have normally been used rather than fully-autonomous USVs,

owing to numerous challenges facing by the latter, such as limited autonomy due to the challenges

in automated and reliable GNC functions for all different operating conditions in face of sophis-

ticated and hazardous environments, and sensor, actuator and communication failures. Further
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development of fully-autonomous USVs is required in order to minimize both the needs for human

control and the safe and reliable operation of USVs [81].

USVs can be defined as unmanned vehicles which perform tasks in a variety of cluttered envi-

ronments without any human intervention, and essentially exhibit highly nonlinear dynamics [82].

Further development of USVs are expected to produce tremendous benefits, such as lower devel-

opment and operation costs, improved personnel safety and security, extended operational range

(reliability) and precision, greater autonomy, as well as increased flexibility in sophisticated envi-

ronments, including so-called dirty, dull, harsh, and dangerous missions [15, 82].

With the aid of more effective, compact, commercially available and affordable navigation

equipment, including global positioning systems (GPSs) and inertial measurement units (IMUs),

as well as more powerful and reliable wireless communication systems, greater opportunities have

been provided for USVs and their applications than ever before. USVs can be developed for a wide

range of potential applications (as listed in Table 2.1) in a cost-effective way.

Table 2.1: Potential applications of USVs [1]

Types Specific Applications

Scientific
research

Bathymetric survey [15]; ocean biological phenomena, and migration and changes
in major ecosystems [83]; ocean activities research; multi-vehicle cooperation (co-
operative work among aerial, ground, water surface or underwater vehicles) [84, 85];
as experimental platforms for the purpose of testing hull designs, communication and
sensor equipments, propulsion and operating systems, as well as control schemes [82].

Environmental
missions

Environmental monitoring, samplings, and assessment [86]; disaster (like tsunami,
hurricane, eruption of submarine volcano) aided prediction and management, and
emergency response [87]; pollution measurements and clean-up.

Ocean
resource
exploration

Oil, gas and mine explorations [15]; offshore platform/pipeline construction and main-
tenance [88].

Military uses
Port, harbor, and coastal surveillance, reconnaissance and patrolling [89–91]; search
and rescue [15, 87]; anti-terrorism/force protection [81]; mine countermeasures; re-
mote weapons platform [92]; target drone boats [15].

Other
applications

Transportation [93]; mobile communication relays [94]; refueling platform for USVs,
unmanned aerial vehicles (UAVs), unmanned underwater vehicles (UUVs), and other
manned vehicles.

USVs are always in competition with other manned or unmanned systems in terms of some spe-

cific applications [95]. Table 2.2 provides a brief comparison of these systems, and the following

advantages of USVs can be identified: 1) USVs can perform longer and more hazardous missions

than manned vehicles; 2) Maintenance costs are lower and personnel safety is far greater since no
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Figure2.1:IllustrationofUSVmovinginthehorizontalplane.

crewisonboard;3)ThelowweightandcompactdimensionsofUSVsgivethemenhancedmaneu-

verabilityanddeployabilityinshallowwaters(riverineandcoastalareas)wherelargercraftcannot

operateeffectively;4)USVsalsohavegreaterpotentialpayloadcapacityandareabletoperform

deeperwaterdepthmonitoringandsamplingcomparedtootheraircraft/UAVsandspacecraft.

Table2.2:PerformancecomparisonofUSVsandothervehicles[1

Attributes UUVs
Float

Platforms Satellites
Manned
Ships UAVs

Manned 
Aircrafts

Endurance

Payload capacity

Cost

Maneuverability

Deployability

Water depth 
measurement
Autonomy 
requirement

Clear advantage of USVs Near parity Clear disadvantage of USVs

]

2.1.1.1 KinematicsofUnmannedSurfaceVehicle

Asystemmodelthatdescribesitsdynamicsisessentialtothecontrollerdesign.Thekinemat-

icsandkineticsofUSVareaddressedinthefollowing. WithrespecttoUSVcontrol,thereisno
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Table 2.3: Nomenclature of USV parameters
Symbols Explanation
M System inertia matrix (including added mass)
MRB Rigid-body system inertia matrix
MA Added mass
C(ν) Coriolis and centripetal matrix (including added mass)
CRB(ν) Rigid-body Coriolis and centripetal matrix
CA(ν) Hydrodynamic Coriolis and centripetal matrix
D Linear damping matrix
D(ν) Hydrodynamic damping matrix
Dn(ν) Nonlinear damping matrix
g(η) Restoring forces and moments due to gravitation/buoyancy
τ Control inputs acting on USV τ = [τ u, τ v, τ r]

T is for fully-actuated
USV, while τ = [τ u, 0, τ r]

T is for underactuated USV
τ u Control inputs (forces) in surge direction
τ v Control inputs (forces) in sway direction
τ r Control inputs (moments) in yaw direction
τE Environmental disturbances (winds, waves and currents)
m Mass of USV
Iz USV inertia about the Z axis of body-fixed frame
χg USV CG along the X coordinate of body-fixed frame

requirement for the consideration of either passenger comfort or cargo stability. Its primary pur-

pose is merely to ensure the USV follows the desired path as accurately as possible. Based on this

characteristic, the general six-DOF model can be reduced to only consider the position and orien-

tation of USV, a standard three degrees of freedom (DOF) model is often employed to describe the

planar motion of USV (shown in Fig. 2.1). This model only involves the motion of surge, sway,

and yaw velocities vx, vy, and r, while the dynamics related to heave, roll, and pitch velocities vz,

p, and q are normally neglected.

The typical USV’s kinematics model [96] in planar motion and without the presence of distur-

bances can then be expressed as:


ẋ

ẏ

ψ̇

 =


cosψ − sinψ 0

sinψ cosψ 0

0 0 1



vx

vy

r

 , (1)
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where (x, y) denotes the earth-fixed position of the center of mass of USV.

2.1.1.2 Kinetics of Unmanned Surface Vehicle

In addition to kinematics, USV’s kinetics, which are the analysis of forces acting on the motion

of USV, have also been extensively studied. The reason for this is their crucial importance for

advanced controller design [97], as well as the fact that kinematics model on their own are not

sufficient for USV motion modeling, particularly when USVs exhibit significant sideslip angle.

For a more comprehensive history of USV dynamic model development, readers are encouraged

to refer to [65, 96, 98]. The following model is the most widely used kinetics model in the ship

motion control research community:

Mν̇ +C(ν)ν +D(ν)ν + g(η) = τ + τE, (2)

where the physical meanings of symbols in (2) are all outlined in Table 2.3, while the representation

of each symbol is introduced as belows:

M = MRB +MA =


m11 0 0

0 m22 m23

0 m32 m33

,

MRB =


m 0 0

0 m mχg

0 mχg Iz

, MA =


−Xu̇ 0 0

0 −Yv̇ −Yṙ

0 −Nv̇ −Nṙ

,

D(ν) = D +Dn(ν) =


d11(u) 0 0

0 d22(v, r) d23(v, r)

0 d32(v, r) d33(v, r)

, D =


−Xu 0 0

0 −Yv −Yr

0 −Nv −Nr

,

Dn(ν) =


−Xu|u||u| 0 0

0 −Yv|v||v| − Y|r|v|r| −Y|v|r|v| − Y|r|r|r|

0 −Nv|v||v| −N|r|v|r| −N|v|r|v| −N|r|r|r|

 ,

23



C(ν) = CRB(ν) +CA(ν) =


0 0 −m22v − 1

2(m23 +m32)r

0 0 m11u

m22v + 1
2(m23 +m32)r −m11u 0

,

CA(ν) = −


0 0 −Yv̇v − 1

2(Yṙ +Nv̇)r

0 0 Xu̇u

Yv̇v + 1
2(Yṙ +Nv̇)r −Xu̇u 0

 ,

CRB(ν) =


0 0 −m(χgr + v)

0 0 mu

m(χgr + v) −mu 0

.

Other hydrodynamic coefficients (such as Xu, Yv, Yr, Nv, and Nr) can be referred to [97, 98].

η = [x, y, ψ]T denotes the vector of position and orientation with coordinates in the earth-fixed

reference frame, ν = [vx, vy, r]
T denotes the vector of linear and angular velocity with coordinates

in the body-fixed reference frame, η = [x, y, ψ]T , ν = [u, v, r]T , and τ = [τu, 0, τr]
T with τu

and τr being the surge force generated by the propeller, and yaw moment provided by the rudder,

and τE = [τuE τvE τrE]T with τuE , τvE and τrE being the environmental disturbances (induced by

waves, wind, and currents) respectively acting on the surge, sway, and yaw axes.

In order to better facilitate the control design, existing research assumes that:

(1) USVs are moving in a horizontal plane in the ideal fluid;

(2) USV masses are uniformly distributed;

(3) the body-fixed coordinate axis coincides with the center of gravity (CG);

(4) both the CG and the center of buoyancy (CB) point vertically along the Z-axis;

(5) USVs own the port-starboard symmetry; and

(6) surge and sway-yaw dynamics are essentially decoupled.
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Basedontheseassumptions,awidelyuseddynamicmodelofUSVcanbeobtained[98]:

v̇x=
m22
m11
vyr−

d11
m11
vx+

1

m11
(τu+τuE)

v̇y=−
m11
m22
vxr−

d22
m22
(vy+τvE)

ṙ=
m11−m22
m33

vxvy−
d33
m33
r+

1

m33
(τr+τrE),

(3)

wherethetermsm11,m22,andm33denotetheshipinertiaandaddedmasseffects,whilethe

parametersd11,d22,andd33

zB

yB

xB
oB

F3

F1 F4

F2
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Rear
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Right

L

Roll Pitch

Yaw

representthehydrodynamicdampingforces.

Figure2.2:Illustrationofatypicalunmannedquadrotorhelicopter.

2.1.2 UnmannedAerialVehicle

AsillustratedinFig.2.2,thethrusts(u1,u2,u3,u4)aregeneratedbyfourindividualmotor-

drivenpropellerswhichareconfiguredatthefront,rear,left,andrightcorners,respectively.The

frontandrearmotorsspinclockwise,whiletherightandleftmotorsspincounter-clockwise.The

generatedthrustsarealwayspointingupwardinthezB−direction.Therefore,

(1)theverticaltranslationcanbeachievedbystraightforwardlyassigningidenticalamountof

controlsignaltoeachmotor;and

(2)thehorizontaltranslationrequirestheunmannedquadrotorhelicopter(UQH)torollorpitch

inadvance,sothataforwardorlateralmovementcanthenbeproduced.
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Moreover, the roll and pitch rotations can be achieved by distributing a different amount of

control signals to the opposite motors, which force the UQH to tilt towards the slowest motor [33].

2.1.2.1 Nonlinear Model of Unmanned Aerial Vehicle

A widely employed nonlinear UQH model [33] with respect to the earth-fixed coordinate sys-

tem can be defined as:

ẍ =
(sinψsinφ+ cosψsinθcosφ)uz −K1ẋ

m

ÿ =
(sinψsinθcosφ− cosψsinφ)uz −K2ẏ

m

z̈ =
(cosθcosφ)uz −K3ż

m
− g

φ̈ =
uφ −K4φ̇

Ix

θ̈ =
uθ −K5θ̇

Iy

ψ̈ =
uψ −K6ψ̇

Iz
.

(4)

The relationship between accelerations and lifts/torques can be expressed as:



uz

uθ

uφ

uψ


=



1 1 1 1

L −L 0 0

0 0 L −L

C C −C −C





F1

F2

F3

F4


. (5)

2.1.2.2 Linearization of Unmanned Aerial Vehicle Model

Assumption 1 The UQH is assumed to move in near-hovering flight condition, this implies that

1) uz ≈ mg along the vertical direction; 2) pitch and roll angles are so small that sinφ ≈

φ and sinθ ≈ θ; In addition, there is no operation for yaw motion (ψ = 0) during the entire

flight period.
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Based on Assumption 1, a linearized model of (4) can be obtained:

ẍ = θg

ÿ = −φg

z̈ = uz/m− g

Ixφ̈ = uφ(t)

Iyθ̈ = uθ(t)

Izψ̈ = uψ.

(6)

2.1.2.3 Actuator Dynamics

For a typical UQH, the produced thrust Fi of the ith rotor is related to its corresponding pulse

width modulation (PWM) input upwmi with the following first-order linear transfer function:

Fi = Km
ωm

s+ ωm
upwmi . (7)

In the existing research [33, 34], in order to facilitate the linear controller design, the actuator

model is usually simplified as Km
ωm

s+ωm
≈ Km. However, in practice, actuator dynamics are not

sufficiently fast to be omitted. The overall system performance may be significantly deteriorated

when actuator dynamics are not considered in the controller design procedure. It is worth noting

that Km and ωm are theoretically assumed to be identical for the four motors; whereas this may

not be the case in practice, which can cause model uncertainties entering into the control system.

From (7), the derivative of Fi can be derived as follows:

Fri = Ḟi = Kmωmu
pwm
i − ωmFi, (8)

where Fri denotes the thrust variation rate of the ith rotor.

To meet the physical constraints of each actuator in practice, Fi and Fri are then limited within
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their corresponding safe operating region:

Fi ∈ [−Φdi,Φdi],

Fri ∈ [−Φri,Φri],

(9)

where Φdi and Φri represent the limits of Fi and Fri, respectively, i ∈ [1, ..., 4].

Table 2.4: Nomenclature (earth-fixed coordinate system)

Symbols Explanation
x, y, z Coordinates of UQH at center of mass
θ Pitch angle
φ Roll angle
ψ Yaw angle
uz(t) Total lift force
uθ(t) The applied torque in θ direction
uφ(t) The applied torque in φ direction
uψ(t) The applied torque in ψ direction
Kn (n = 1, 2, ..., 6) Drag coefficients
ui(t) (i = 1, 2, 3, 4) Thrust of each rotor

L
Center distance between the gravity of UQH and each propeller

Cm Thrust-to-moment scaling factor
g Acceleration of gravity
m UQH mass
Ix Moment of inertia along x direction
Iy Moment of inertia along y direction
Iz Moment of inertia along z direction
ωm Actuator bandwidth
Km A positive gain
uci(t) (i = 1, 2, 3, 4) PWM signals distributed to each rotor

Similarly, it is possible to formulate the operating constraints for multiple actuators:

F ∈ [−Φd,Φd],

Fr = Kmωmu
pwm − ωmF, Fr ∈ [−Φr,Φr],

(10)

where Fr = [Fr1, Fr2, Fr3, Fr4]T , Φd = [Φd1,Φd2,Φd3,Φd4]T , and Φr = [Φr1,Φr2,Φr3,Φr4]T .
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The definition of the above-mentioned symbols are all summarized in Table 2.4.

2.2 Actuator Faults Formulation

To formulate the FTC problem, A faulty actuator model can be formulated as. Writing the

faulty control input as follows:

uf (t) = (Im − Lf )u(t), (11)

where uf (t) = [uf1(t), uf2(t), uf3(t), uf4(t)]T and Lf = diag{lf1, lf2, lf3, lf4} denote the faulty

control input and loss of control effectiveness ratio. Im ∈ <m×m is an identity matrix. ufi(t) is

the control input of the ith faulty actuator, 0 ≤ lfi ≤ 1 is the partial loss of control effectiveness.

lfi = 0 indicates the ith actuator is healthy, while lfi = 1 means a total failure of the ith actuator.

2.3 Environmental Disturbances Formulation

Waves and currents are regarded as the dominant factors of influencing USV performance [99].

2.3.1 Waves

According to [98], the wave w(s) can be described as:

w(s) =
Kωs

s2 + 2ζω0s+ ω2
0

h(s), (12)

where h(s) is Gaussian white noise, ω0, ζ and Kω are the model frequency, damping coefficient

and gain constant, respectively.

2.3.2 Currents

As stated in [98], the two-dimensional current is composed of the direction of the current γc and

the average speed of current Vc(t). The average velocity of current can be simulated by using the
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first-order Gauss-Markov process dVc(t)
dt

+µ0Vc(t) = ω(t), where constant µ0 > 0 and h(s) is a zero

mean Gaussian white noise sequence. The boundary of Vc(t) is denoted as Vmin 6 Vc(t) 6 Vmax.

Therefore, the body-fixed kinematic equations can be expressed as:

uc = Vc(t)cos(γc − ψ)

vc = Vc(t)sin(γc − ψ).

(13)

2.4 Path Following Schemes

Two types of path following methods are studied in this research, one is LOS path following,

while the other one is SF frame based path following.

USV
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Figure 2.3: Schematic diagram of the LOS guidance geometry.

2.4.1 Line-of-Sight Path Following

As illustrated in Fig. 2.3, a two-dimensional (2D) continuous C1 parametrized path (xp(ρ), yp(ρ))

is considered in this study, where ρ represents the path variable, is assumed to go through a set of

successive waypoints (xk, yk) for k = 1, ..., N . And for arbitrary path point (xp(ρ), yp(ρ)), the

path-tangential angle γ(ρ) is calculated by:

γ(ρ) = arctan(y′p(ρ), x′p(ρ)), (14)
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where x′p(ρ) = ∂xp/∂ρ and y′p(ρ) = ∂yp/∂ρ. It is worth noting that γ = arctan(yk+1− yk, xk+1−

xk) is constant when the desired path is a straight line between the waypoints, while γ(ρ) varies

according to (14) when the desired path is a parametrized curve.

For the USV locates at (x, y), the cross-track error, which is defined as the orthogonal distance

to the path tangential reference frame, can be computed by:

ε = −(x− xp(ρ)) sin(γ(ρ)) + (y − yp(ρ)) cos(γ(ρ)). (15)

The path-normal line can then be obtained as:

y − yp(ρ) = − 1

tan(γ(ρ))
(x− xp(ρ)). (16)

Differentiating (15) with respect to time gives:

ε̇ = −(ẋ− ẋp(ρ)) sin(γ) + (ẏ− ẏp(ρ)) cos(γ)− [(x−xp(ρ)) cos(γ) + (y− yp(ρ)) sin(γ)]γ̇. (17)

According to (14) and (16), one can obtain:

ẋp(ρ) sin(γ)− ẏp(ρ) cos(γ) =0,

(x− xp(ρ)) cos(γ) + (y − yp(ρ)) sin(γ) =0.

(18)

Based on (18), the combination of (1) and (17) generates:

ε̇ =− ẋ sin(γ) + ẏ cos(γ)

=− (vx cosψ − vy sinψ) sin(γ) + (vx sinψ + vy cosψ) cos(γ).

(19)

Writing into amplitude-phase form, (19) becomes:

ε̇ = U sin(χ− γ), (20)
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where U =
√
v2
x + v2

y , the course angle χ = ψ + β, and β = atan2(vy, vx) denotes the sideslip

angle caused by the drift forces (winds, waves, and currents) and USV’s steering operation during

the path following procedure.

Assumption 2 It assumes that the sideslip angle β is constant and so small that β̇ = 0 during

path following, and it also implies that sin(β) ≈ β and cos(β) ≈ 1.

This assumption is reasonable when the USV is under normal operation, and only a few degrees

of sideslip is also observed in this case [75]. Furthermore, the sideslip angle varies much slower

than the control bandwidth, these variations can thereby be properly tracked by the adaptation law.

However, the path following performance of USV to some extent can be affected, although the

sideslip angle is relatively small (typically β < 5 deg). A significant deviation from the anticipated

path may eventually be induced if no proper compensation action to the sideslip angle is conducted.

Making use of the kinematic property, sin(Ak + Bk) = sin(Ak) cos(Bk) + cos(Ak) sin(Bk),

then (20) becomes:

ε̇ = U sin(ψ − γ) cos β + U cos(ψ − γ) sin(β). (21)

Based on Assumption 2, (21) reduces to:

ε̇ = U sin(ψ − γ) + U cos(ψ − γ)β. (22)

2.4.2 Serret-Frenet Frame Based Path Following

Serret-Frenet frame (illustrated in Fig. 2.4) is often adopted to obtain the error dynamics as:

ψ̇e = ψ̇ − ψ̇SF =
κ

1− eκ
(vxsinψe − vycosψe) + r, (23)

ė = vxsinψe + vycosψe, (24)

where the symbols in (23) and (24) as well as Fig. 2.4 are illustrated in Table 2.5.
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Table2.5:NomenclatureofUSVparameters

Symbols Explanation

{YEOEXE} Theearth-fixedframe
{YBOBXB} Theshipbody-fixedframe
{YSFOSFXSF} TheSerret-Frenetframe
e Thecross-trackerror
ψe Theheadingerror
ψSF Theheadingangleofvirtualvessel
κ Thecurvatureofthedesiredpath
XSF Tangentdirectionattheoriginof{YSFOSFXSF}
YSF Normaldirectionattheoriginof{YSFOSFXSF}
XB Tangentdirectionattheoriginof{YBOBXB}
YB Normaldirectionattheoriginof{YBOBXB}

EY

EXE

BX

BY

B

SFY SFX

SF

Desired path

USV

Virtual USV



SF

e

Figure2.4:ThevariablesandcoordinatesforSerret-Frenetframebasedpathfollowing.

ThegeneralprincipleofSerret-Frenetframebasedpathfollowingcanberepresentedbyforcing

eandψetoconvergetozero,whilekeepingaspecificrudderangletoneutralizetheenvironmental

disturbances.Additionally,whenaUSVfollowsastraightlinepath,κtendstobezero.
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Chapter 3

Reliable and Safe Path Following of

Unmanned Vehicles

This chapter studies the topics of path following of USV. In the application of path following,

USV is required to follow a user-defined path by independently tracking an expected forward

speed profile and steering its orientation. Comparing with trajectory tracking, a smoother path

and lower probability of actuator saturation can be achieved due to the fact that spatial constraints

are given priority over the temporal constraints in the path following tasks. Two types of general

path following methods are studied in the subsequence, namely the adaptive LOS path following

approach and Serret-Frenet frame based path following approach.

3.1 Adaptive Line-of-Sight Path Following

USV System

Control SystemGuidance System

Desired 
Path

Adaptive LOS 
Guidance Law

Waypoint 
Switching

Heading 
Controller

),( ii yx

d
)(tu

),( yx
USV

Figure 3.1: Overall structure of the proposed method.
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Figure 3.2: Block diagram of the proposed adaptive LOS path-following method.

3.1.1 Adaptive Observer Based Line-of-Sight Guidance Law Design

As a basic and essential component for USV system, a feasible and effective guidance system

is critical for continuously generating and updating smooth and feasible path commands to the

control system to properly accomplish tasks. The LOS guidance laws for path following are usually

adopted at a kinematic level in order to produce a desired heading angle ψd (as shown in Fig. 3.1)

to the USV heading control system. Then, the control system steers the USV to track the desired

heading angle such that ψ = ψd. More detailed design procedure can refer to the following

subsections along with Fig. 3.2.

Although GPSs are widely adopted for measuring the course over ground of ground and aerial

vehicles, it is common to obtain the yaw angle using a compass in practical applications. It is

thereby of great interest to estimate β so that ε can be exponentially regulated to zero and the

desired path can be accurately followed.

To design a feasible desired heading angle ψd, the following relationship is chosen:

ψd = γ + arctan

(
− 1

∆d

(ε+ α)

)
, (25)

where γ and ε are assumed to be known and online measurable, respectively. 0 < ∆dmin ≤ ∆d ≤

∆dmax denotes the user defined lookahead distance, while α is the control input to be designed.
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Before proceeding to the next procedure, the following formulae are established:


sin

(
arctan(− 1

∆d

(ε+ α))

)
= − ε+ α√

∆2
d + (ε+ α)2

cos

(
arctan(− 1

∆d

(ε+ α))

)
=

∆d√
∆2
d + (ε+ α)2

. (26)

Based on (26), then (22) becomes:

ε̇ = − U(ε+ α)√
∆2
d + (ε+ α)2

+
U∆d√

∆2
d + (ε+ α)2

β. (27)

To estimate β, the following nonlinear adaptive observer is constructed:

˙̂ε = −U(ε̂+ α)

Ω
+
U∆dβ̂

Ω
+Ko(ε− ε̂), (28)

where ε̂ and β̂ are the estimates of ε and β, Ω =
√

∆2
d + (ε+ α)2, and observer gain Ko > 0.

Define ε̃ = ε− ε̂, the difference of (27) and (28) then gives:

˙̃ε = −Uε̃
Ω

+
U∆dβ̃

Ω
−Koε̃, (29)

where the parameter estimation error β̃ = β − β̂.

Theorem 1 If Assumption 1 holds and the heading controller successfully tracks the desired head-

ing angle, the sideslip angle β̂ can then be determined by the following adaptive estimation law:

˙̂
β = Proj[β,β]

{
κU∆dε̃√

∆2
d + (ε+ α)2

}

=



0 if β̂ = β,
κU∆dε̃√

∆2
d + (ε+ α)2

< 0

or β̂ = β,
κU∆dε̃√

∆2
d + (ε+ α)2

≥ 0,

κU∆dε̃√
∆2
d + (ε+ α)2

otherwise,

(30)

36



where κ > 0 is the adaptation gain, β and β denote the lower and upper bounds of β, 0 < Umin ≤

U ≤ Umax. The projection operator Proj{·} [100] is adopted for projecting the estimates ˙̂
β to the

acceptable sideslip interval [β, β].

Proof of Theorem 1: Choosing the Lyapunov function candidate as follows:

V1 =
1

2
ε̃2 +

1

2κ
β̃2 > 0. (31)

According to (29), the derivation of (31) with respect to time gives:

V̇1 = ε̃ ˙̃ε+
1

κ
β̃ ˙̃β = −U

Ω
ε̃2 −Koε̃

2 +
β̃ ˙̃β

κ
+
U∆dβ̃

Ω
ε̃2. (32)

Recalling Assumption 1, it follows that ˙̃β = − ˙̂
β, substituting (30) into (32), this derives that:

V̇1 = −U
Ω
ε̃2 −Koε̃

2 ≤ 0. (33)

Finally, the global convergence of Theorem 1 can be proven applying Barbǎlat’s lemma [101].

Corollary 1 Assume the control objective of path following is to achieve limβ̂→β ε = 0. Making

use of the nonlinear adaptive observer (29) and Theorem 1 together, then the virtual control input

α = ∆dβ̂ is chosen to asymptotically cancel the sideslip angle β in (27), so that the following

desired heading angle can ultimately be obtained:

ψd = γ + arctan

(
− 1

∆d

ε− β̂)

)
. (34)
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3.1.2 Time-Varying Lookahead Distance Scheme Design

As illustrated in [74], a smaller ∆d can cause a more rapid steering action with comparison of

a larger ∆d. A fixed lookahead distance ∆d can be well designed for rapidly decreasing the croos-

track error, while an unexpected oscillatory behavior around the desired path may be induced.

Therefore, in order to achieve the faster cross-track error reduction and to avoid the undesired

oscillation around the path, the lookahead distance ∆d is further designed to be time-varying in

this study, which is constructed as below:

∆d(vx, ε) = ∆∆ × exp−(Kε1ε2+Kε2ε̇2) + ∆min, (35)

where Kε1 and Kε2 are the design parameters, ∆∆ = ∆max − ∆min, and ∆max and ∆min denote

the maximum and minimum boundaries of the automatically adjustable lookahead distance ∆d.

The design concept of (35) can be intuitively interpreted by the following two situations:

(1) a more aggressive action is usually needed to minimize the cross-track error in a fast manner

when the USV is far away from the expected path. This performance can be achieved by

assigning a small value of ∆d;

(2) a more gentle behavior is required to avoid the undesired overshoot when the USV is ap-

proaching the desired path. A large value allocated to ∆d is intended to realize the antic-

ipated objective. A little different from [74] is that ε̇ is also considered in the calculation

of ∆d in this study. It is meaningful to take into account of this additional term, because

the variation rate of cross-track error, to some extent, can affect the USV path following

behavior as well.

To investigate the effects of the time-varying lookahead disturbance to the stability of guidance

system, (33) is rewritten as:

V̇1 = − U√
∆2
max + (ε+ α)2

ε̃2 −Koε̃
2 ≤ 0. (36)
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As can be seen from (36), the stability region of the guidance system is subject to ∆max. More

specifically, a larger ∆max can result in a more limited system stability region, while a smaller

∆max can lead to a less limited system stability region.

3.1.3 Piecewise Path Switching Criteria Design

In the implementation of path following, the desired path is normally divided into n straight-

line segments connected by n + 1 waypoints, then a waypoint switching strategy should be em-

ployed for the switch between these segments as they are traversed. In the existing literature [65],

a most intuitive method is suggested, which is to assign a so-called circle of acceptance to each

waypoint. Alternatively, this research presents a perhaps more practical switching criterion solely

involves the along-track distance Rk. The studied switching criteria indeed preserves advantages

of the circle of acceptance strategy, while contributes to the elimination of certain deviations from

reference path caused by the circle of acceptance and reduction of the probability of failing to reach

the next waypoint. Moreover, there is no need for USV to enter the next waypoint enclosing circle

for a switch to occur [82]. The proposed switching rule [102] is to project the motion of USV to

the reference path, and to calculate its corresponding position along the reference path, which is

established as follows:

RB −Rk ≤ Rs, (37)

where RA is the distance between the previous waypoint and USV’s current position, RB denotes

the distance between two neighbouring waypoints along the desired path, and Rs represents the

switching distance determining the occurrence of moving to the next piece of path.

As shown in Fig. 3.3, the distance between the USV and desired path is defined as the length

of the normal line between them. The normal line is perpendicular to the path and passes through

the USV. The along-track distance Rk can be obtained in the following way:
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Figure 3.3: Illustration of waypoint switching criteria.

(1) first, the angle θ between the distances of
−→
RA and

−→
RB can be calculated as follows:

θ = arccos[(
−→
RA ·

−→
RB)/(||

−→
RA|| · ||

−→
RB||)], (38)

where
−→
RA = (xc − xk, yc − yk) and

−→
RB = (xk+1 − xk, yk+1 − yk),

−→
RA ·

−→
RB = (xc − xk) ·

(xk+1 − xk) + (yc − yk) · (yk+1 − yk);

(2) then Rk is achievable using the following formula:

Rk = RA cos θ; (39)

(3) based on the waypoint switching law (37) and obtained along-track distanceRk, it is possible

to determine the waypoint switching action.

3.1.4 Simulation Results

In order to generate a smooth and practical path connecting the desired waypoints WP1 =

(40, 24), WP2 = (30, 90), WP3 = (80, 100) and WP4 = (80, 170), while avoiding wiggles

and zigzags of USV, in this study, these waypoints are interpolated using the cubic Hermite spline

algorithm [74]. The USV starts at position (0, 0) with 0 deg initial heading angle, travelling with a
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constant forward speed (1.5 m/s). The resulting path is then shown in Fig. 3.4. A first-order filter

is also utilized before feeding the yaw rate commands to the control system since the generated

path is not continuous on its second derivative. The proposed method is simulated on a nonlinear

model (parameters are selected as in Table 3.1) identified from a real USV.

Table 3.1: The system parameters used in the simulation

Parameter Value Unit
m11 1.956 -
m22 2.405 -
m33 0.403 -
d11 2.436 -
d22 12.992 -
d33 0.0564 -
l 0.07 m

3.1.4.1 Scenarios Description

The following two scenarios have been considered:

(1) Scenario 1: to demonstrate the effectiveness of the proposed adaptive integral LOS path

following method comparing with a classical one. A current disturbance with constant speed
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of 0.3 m/s and direction of 30 deg is imposed. The adaptive observer and adaptation gains

are assigned the values of Ko = 100 and κ = 2.1, respectively.

(2) Scenario 2: to verify the function of the proposed time-varying lookahead distance mecha-

nism. This mechanism is applied in the proposed method (∆max = 6 m and ∆min = 2 m),

while a constant lookahead distance (∆ = 4 m) is considered in the compared algorithm.
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Figure 3.5: Performance comparison of path following.
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Figure 3.6: Performance comparison of cross-track errors.

3.1.4.2 Results of Scenario 1 and Evaluation

The current disturbance with constant speed of 0.3 m/s and direction of 30 deg is injected in

all case studies. The design parameters for the time-varying lookahead distances are chosen as
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Figure 3.7: Performance of heading angle tracking and rudder operation.

Kε1 = 4 and Kε2 = 1. The adaptive fault estimation gains kPi = 250000 and kDi = 2.75 are

selected as the same for all case studies.
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Fig. 3.5 displays that the desired path is well followed under the supervision of the proposed

adaptive LOS law comparing with the classical LOS method without the adaptive scheme. More

clearly shown in Fig. 3.6, the cross-track error is significantly eliminated by the proposed guidance

law. Its good performance is mainly due to the introduction of an integral term into the LOS law

design based on the estimates of sideslip angles. From Fig. 3.7, the USV operated by the proposed

guidance law tracks the desired heading angle faster than that of the compared method.

This also explains the reason of the cross-track error reduction induced by the proposed con-

troller. Furthermore, it can be observed from Fig. 3.8 that sideslip angles caused by the imposed
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current and USV turning action are well estimated using the proposed adaptive estimation law.
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Figure 3.9: Performance comparison of path following.
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Figure 3.10: Performance comparison of cross-track errors.

3.1.4.3 Results of Scenario 2 and Evaluation

Fig. 3.9 shows that the LOS path following method with variable lookahead distance outper-

forms that with constant lookahead distance. This variant lookahead distance contributes to a fast

convergence speed to the desired path when the USV is far away from the path, while a gentle ac-

tion when the USV is moving close to the path. More specifically, from Fig. 3.10, the time-varying
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lookahead distance method induces smaller cross-track error than the constant lookahead distance

approach does, especially in each turning corner.

The variation of the lookahead distance during the operation is shown in Fig. 3.11. As it is

expected, the lookahead distance is close to its maximum value when the USV approaches to

the desired path, while it tends to be its minimum value when the USV departs away from the

path. This mechanism accordingly improves the performance of heading angle tracking, which

can significantly reduce the path deviation during the path following course.

0 20 40 60 80 100 120 140 160 180
−50

0

50

100

150

Time [s]

H
ea

di
ng

 A
ng

le
s [

de
g]

 

 

0 20 40 60 80 100 120 140 160 180
2

4

6

Time [s]Lo
ok

ah
ea

d 
D

is
ta

nc
e 

[m
]

0 20 40 60 80 100 120 140 160 180
−0.02

0

0.02

Time [s]

R
ud

de
r M

om
en

t [
N

m
]

Reference Angle Compared Controller Proposed Controller

Figure 3.11: Performance of heading angle, lookahead distance, and rudder.

3.1.5 Field Test Results

The effectiveness of the proposed adaptive LOS path following method is further verified on a

real-size USV (see Fig. 3.12) developed by our collaborator, a research group in Shanghai Univer-

sity. This USV, which is of 6.5m in length, 2.8m in width, and 3 ton in weight, is equipped with a

group of sensors for providing required information to guidance and control systems as well as an

onboard computer for executing command. There are two modes for the operation of USV, one is

manual remote control of USV by operator, while the other one is that the USV autonomously car-

ries out the predefined missions. In the autonomous mode (which is used for testing the proposed

methods in this research), the desired trajectory (starts at the start waypoint, travels through WP1,
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Figure3.12:Theemployed“Jinghai”USVsystem.

FromFig.3.13,theUSVcanfollowtheplannedpathwithasatisfactoryperformance,using

theproposedpathfollowingmethod.Althoughthesecondandthirdwaypointsarenotreached

accurately,whichisreasonableduetothephysicallimitationoftheUSVforsatisfyingsuchsharp

turningmaneuveringmotionswiththedesignedwaypoints.Inordertoavoidsteepsteeringinthe

realworldapplication,awaypointselectingmechanismisdesigned.Thismechanismpartially

dropsthetrajectorywithsharpangles.

Fig.3.14
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Figure 3.15: The performance of rudder operation.

while smaller value of cross-track error indicates better path following performance. It is worth-

mentioning that there are two large cross-track errors during the entire period of path following,

one happens at around 600th second, the other one occurs at around 1320th second. Actually, this

phenomenon corresponds to the operation of two sharp waypoints selection procedure, rather than

the reduced performance of the proposed method.

As displayed in Fig. 3.15, the rudder can track the desired reference without violating the

constraint of rudder deflection [−30deg, 30deg].

3.2 Serret-Frenet Frame Based Path Following Subject to En-

vironmental Disturbances and Actuator Saturation

In this section, the other path following approach with the capability of attenuating time-

varying disturbances and subjecting to actuator saturation is proposed. The basic idea of this
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approach is to combine the control inputs from an adaptive disturbance compensating mechanism

and a normal controller, so that the negative effects of environmental disturbances can be effec-

tively eliminated, and the desirable performance can be guaranteed as well. Likewise, yaw rate

constraint, the limits of rudder deflection and its rate are all taken into consideration at the control

design stage. The controller’s design procedure can be described as follows: 1) first, a state feed-

back tracking controller is selected as the normal controller for the operation of USV in the calm

water. This is meaningful because USVs normally operate in this kind of environment most of the

time; 2) then, a disturbance estimator is designed to detect the disturbance and estimate its ampli-

tude, while a retrofit adaptive disturbance compensating mechanism is developed to compensate

the adverse impacts of disturbance; 3) finally, the normal and adaptive disturbance compensating

control inputs are synthesized to operate the USV along the desired path.

3.2.1 USV Modelling under Environmental Disturbances

Assumption 3 The path to be followed is a straight/way-point path, so that the curvature κ in (24)

can be treated as zero. The sway velocity is so small that it is negligible (this derives vy = 0). The

USV moves with a constant surge speed, which means v̇x = 0.

Based on Assumption 3, Eqs. (3), (23) and (24) can be combined and further simplified, the

simplified model including the dynamics of USV and path following error can then be obtained as:

ė = vxψe

ψ̇e = r

v̇y = a11vy + a12r + b1τvE

ṙ = a21vy + a22r + b2θ + b3τrE,

(40)

where a11 = − d22
m22

, a12 = −m11

m22
u, a21 = m11−m22

m33
u, a22 = − d33

m33
, b1 = − d22

m22
, b2, and b3 = 1

m33
. b2

is the proportional scale between τr and rudder angle θ.
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Considering environmental disturbances, (40) can be written into the state-space form as:

 ẋ(t) = Ax(t) +Bu(t) +Gw(t)

y(t) = Cx(t),
(41)

where u(t) = θ ∈ <m, x(t) =

[
e ψe r vy

]T
∈ <n, y(t) ∈ <p, and w(t) =

[
τrE τvE

]T
∈

<r ∈ [w, w] denote the control input, state, output, and bounded external disturbance, respectively.

A =



0 vx 0 0

0 0 1 0

0 0 a21 a22

0 0 a11 a12


, B =

[
0 0 b2 0

]T
, C =



1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 1


, and G =

0 0 b3 0

0 0 0 b1


T

.

3.2.2 Constraints of USV Actuators and System States

3.2.2.1 USV Actuator Model and Constraints

The actuator, which converts the control signal into the physical action, plays a critical role in

the control system of USV. As shown in Fig. 3.16, position (a) is the actuator’s initial position when

the telemotor and floating lever are at rest. Once the control input uoi is generated to operate the

actuator, the port valve is then commanded to open. Consequently, the hydraulic oil can be pumped

into the steering cylinder. Therefore, the piston of steering cylinder is moved by the pressure of

hydraulic oil, this leads the floating lever to go upwards to position (c), and the actuator is driven

to the desired position ui. Similarly, once the starboard valve is ordered to open, the floating lever

will be pushed downwards to position (b), and the actuator is driven to the expected position.

Normally, mechanical actuators are subject to their physical limitations. When these limitations

are exceeded, the closed-loop system may become destabilized [103], even cause secondary dam-

ages to actuators [104] leading to a serious consequence (crash). In practice, the frequent actuator

action is common in extreme weather conditions since the compensation of high frequency distur-

bances is required. However, continual actuator operation may inevitably lead to the oscillations,
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Figure3.16:Simplifieddiagramofatwo-stagehydraulicmechanicalactuator.

unwantedimpacts,andwearandtearofthesteeringsystem[98].

Drawinglessonsfrom[98],acommonlyusedsimplifieddynamicrelationshipbetweentheith

actuatoroutputui(s)andithcontrolinputuoi(s)canberepresentedas:

ui(s)

uoi(s)
=

bi
s+ai

, (42)

whereaiandbidenotethemodelparametersofithactuator,i∈[1,...,m].

Basedon(42),therateofui(t)canbedenotedasfollows:

uri(t)=buoi(t)−aui(t), (43)

whereuri(t)isthedeflectionrateofui(t),andphysicallimitsontheactuator’sinternalvariables

canbedefinedasφd(i)andφr(i)fordisplacementandrate,respectively.Thus,theithactuator

variablesareconstrainedwithinthefollowingsafeoperatingregion:

−φd(i)≤ui(t)≤φd(i),

−φr(i)≤uri(t)=biuoi(t)−aiui(t)≤φr(i),

(44)

Withrespecttomultipleactuators,theactuatoramplitudeandratelimitscanberepresentedby

φd=[φd(1),...,φd(m)]
Tandφr=[φr(1),...,φr(m)]

T.DiagonalmatricesW1=diag{a1,...,am}and
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W2 = diag{b1, ..., bm}, the operating constraints on multiple actuators can be shown as:

− φd ≤ u(t) ≤ φd,

− φr ≤ ur(t) = W2uc(t)−W1u(t) ≤ φr,

(45)

where u(t) = [u1(t), ..., um(t)]T and ur(t) = [ur1(t), ..., urm(t)]T .

3.2.2.2 Safety Margin

Although actuators have their extreme operating ranges due to the existence of power capacity,

they are usually constrained within their corresponding operating regions. The difference between

the physical limit and desired operating limit is named as safety margin ∆φdi for the ith actuator,

as shown in Fig. 3.17.

}

Actuator 
constraint

di

t (s)

di

di

}

di

Figure 3.17: Illustration of the safety margin.

In this thesis, since the system’s ultimate control input is synthesized by a normal and an

additional control inputs, the idea of safety margin is employed for ensuring the availability of

additional control input when the normal controller violates its constraint.

As shown in Fig. 3.17, the normal control input is under the ith actuator constraint [−φdi, φdi].

Then, both the ith additional control input and ultimate control input are set to be limited within

[−φdi −∆φdi, φdi + ∆φdi], which is the sum of the ith actuator constraint and its safety margin.

Therefore, even though the nominal controller saturates, the effectiveness of additional control

input can be guaranteed, because it is still constrained in [−∆φdi, ∆φdi]. This design technique is

of significant importance in practical implementation.
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3.2.2.3 State Constraints

In addition to actuator saturation, for the case of USV turning, extremely abrupt turns and

undesirable motion may even capsize it due to the existence of inertia. Thus, preventing the yaw

rate from reaching its limit cannot be neglected in practice as well.

The limit of the jth state (yaw rate is considered) is assumed to be φs(j), and the jth state is

constrained within the following safety boundary:

− φs(j) ≤ xj(t) ≤ φs(j), j ∈ [1, ..., n]. (46)

For multiple state constraints, they can be denoted as φs = [φr(1), ..., φr(n)]
T . Hence, the

operating constraints on multiple states can be expressed as:

− φs ≤ x(t) ≤ φs, (47)

where x(t) = [x1(t), ..., xn(t)]T .

3.2.3 Normal Controller Design

It is well known that the steady state error can be effectively eliminated by the integral action

[105], the corresponding augmented state-space description of (41) can then be defined as:

 ẋa(t) = Aaxa(t) +Bau(t) +Gawa(t)

ya(t) = Caxa(t),
(48)

where xa(t) =

[
(
∫ t

0
ε(τ)dτ)T , xT (t)

]T
and ya(t) =

[
(
∫ t

0
ε(τ)dτ)T , yT (t)

]T
are the augmented

state vector and output vector, ε(t) = yTref (t) − yT (t) denotes the error between reference signal

and output, wa(t) =

[
ωT (t), yTref (t)

]T
includes bounded external disturbance vector ωT (t) and
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reference input signal yTref (t). In addition, Aa =

0 −C

0 A

 ∈ <(l+n)×(l+n), Ba =

 0

B

 ∈
<(l+n)×m, Ca =

I 0

0 C

 ∈ <(l+p)×(l+n) and Ga =

0 I

G 0

 ∈ <(l+n)×(l+r).

Incorporating the constraints of actuators (45) and states (47) into the augmented system (48)

[106], one can then obtain the following representations:


˙̄xa(t) = Āax̄a(t) + B̄au(t) + Ḡawa(t)

ȳa(t) = C̄ax̄a(t),

(49)

where x̄a(t) = [xa(t), u(t)]T ∈ <(l+n+2m), Āa =

Aa Ba

0 W1

 ∈ <(l+n+2m)×(l+n+2m), B̄a =

[0,W2]T ∈ <(l+n+2m)×m, Ḡa = [Ga, 0]T ∈ <(l+n+2m)×l, and C̄a = [Iq+n, 0] ∈ <(l+n)×(l+p+2m).

Assumption 4 The states of USV are available at every time instant, these variables are assumed

to be measurable or observable.

Based on Assumption 4, the controller with closed-loop state feedback and the integral term of

tracking error can be formed by:

u(t) = Kx̄a(t) = Ke

∫ t

0

ε(τ)dτ +Kxx̄a(t), (50)

where K = [Ke Kx] ∈ <(l+n+2m)×(l+n+2m).

As a result, integrating the augmented system (49) with the closed-loop state feedback control

law (50), the closed-loop control system can be written as follows:

˙̄xa(t) = (Āa + B̄aKC̄a)x̄a(t) + Ḡawa(t). (51)

The control law u(t) = KC̄ax̄a(t) can be used as the output feedback control for the augmented

system (49). For the sake of decreasing the difficulties of implementation, the displacements and
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rates of actuators are not involved in feedback signals.

The design objectives thereby include:

• The closed-loop system is stable during normal operation, and the output y(t) follows the

reference signal yref (t) without steady-state error, namely:

lim
t→∞

ε(t) = 0. (52)

The controller minimizes the following upper bound of linear-quadratic (LQ) cost function:

J =

∫ t

0

(x̄Ta (τ)Qx̄a(τ) + uT (τ)Ru(τ))dτ, (53)

where Q ∈ <l+n and R ∈ <l+m are symmetric positive-semidefinite and positive definite

weighting matrices, respectively.

• The USV is intended to follow the desired path in the event of external time-varying distur-

bances, when the closed-loop system is still stabilized and the required output y(t) asymp-

totically tracks the reference signal yref (t) with no steady-state error.

• The rudder and yaw rate obey their corresponding safe regions.

Theorem 2 Consider the closed-loop system given in (51). For a known positive constant γ, if

there exist positive symmetric matrices X =

X11 0

X21 X22

 ∈ <(l+n+2m)×(l+n+2m), X11 = XT
11, and

Z = ZT > 0 ∈ <(l+n+2m)×(l+n+2m), matrices Y = [Y1, 0] ∈ <n×(l+n+2m) lead to the following

LMIs (54), (55), (56) and (57) hold, where the symbol ∗ represents a symmetric entry. Then system

(51) can be stabilized by the controller u(t) = Kx̄a(t), where K = [Ke, Kx] = Y ∗1 (X∗11)−1,

and Y ∗1 and X∗11 are the optimal solutions of Y1 and X11, and simultaneously meet the design

requirements u(t) ∈ [−φd, φd], ur(t) ∈ [−φr, φr], and x̄a(t) ∈ [−φs, φs]:
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

ĀaX + B̄aY + (ĀaX + B̄aY )T Ḡa Y TR1/2 XQ1/2

∗ −γI 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0, (54)

 Z ∗

I(l+n+i)WX φ2
d/r

2
max

 > 0, i = 1, ...,m, (55)

 Z ∗

−[0,W1(i)]WX +W1(ii)Y1(i) φ2
r/r

2
max

 > 0, i = 1, ...,m, (56)

 Z ∗

I(l+j)WX φ2
s/r

2
max

 > 0, i = 1, ..., n, (57)

where Y ∗ and X∗ stand for the optimal results of LMIs (54), (55), (56) and (57). γ is related to the

H∞ norm of Tzwa(s) from the bounded external disturbance to the performance output [18], and

P = P T . W = [C̄T
a (C̄aC̄

T
a )−1, C̄⊥a ], C̄⊥a represents the orthogonal basis for the null space of C̄a.

W1(i) and Y1(i) denote the ith rows of matrices W1 and Y1. I(l+n+i) and I(l+j) respectively stand

for the (l + n + i)th and (l + j)th row of identical matrix I . In addition, the upper bound of cost

performance index (53) can be represented as:

J 6 γ2

∫ t

0

wTa (τ)wa(τ)dτ + x̄Ta (0)X−1x̄a(0). (58)

Proof of Theorem 2: Based on Lemma 1 in [105], its sufficient condition can be rewritten by

synthesizing the USV control system with the performance constraints of LQ and closed-loop H∞

norm as:

(Āa + B̄aK)TP + P (Āa + B̄aK) +KTRK +Q+ (
1

γ2
)PḠaḠ

T
aP < 0. (59)
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According to the Reciprocal Projection Lemma in [107], apply the Schur complement [108]

and let P = X−1, (59) can be rewritten as (60).

Q+ ( 1
γ2

)PḠaḠ
T
aP +KTRK + P − (Y + Y T ) (Āa + B̄aK)TP + Y T

P (Āa + B̄aK) + Y −P



=



ĀaX + B̄aY + (ĀaX + B̄aY )T Ḡa Y TR1/2 XQ1/2

∗ −γ2I 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0.

(60)

Furthermore, substituting u(t) = Kx̄a(t) in (50), and P = X−1 into the performance index

(53), (61) can be obtained which is exactly the same as inequality (58).

J =

∫ t

0

x̄Ta (τ)(Q+KTRK)x̄a(τ)dτ < −
∫ t

0

x̄Ta (τ)[(Āa + B̄aK)TP + P (Āa + B̄aK)

+
1

γ2
PḠaḠ

T
aP ]x̄a(τ)dτ 6 −

∫ t

0

d(x̄Ta (τ)Px̄a(τ) + γ2

∫ t

0

wTa (τ)wa(τ)dτ

6γ2

∫ t

0

wTa (τ)wa(τ)dτ + x̄Ta (0)X−1x̄a(0).

(61)

The inequality (55) is used to limit the actual angle of ith actuator within the safe operating

region φd(i). Employing Schur’s complement, (55) equals to

P = X−1 ≥ ITl+n+i

r2
max

φ2
d(i)

Il+n+i

⇒ φ2
d(i) ≥ X

1
2 ITl+n+iIl+n+iX

1
2 r2
max ≥ αmax(X

1
2 ITl+n+iIl+n+iX

1
2 r2
max)

≥ max|x̄aa(t)|≥r2max
||Il+n+iX

1
2 x̄aa(t)||2 ≥ max

|X−
1
2 x̄a(t)|≥r2max

||Il+n+ix̄a(t)||2

≥ max
x̄a∈Ω
||Il+n+ix̄a(t)||2 ≥ (Il+n+ix̄a(t))

2 = u2
(i)(t),

where αmax(·) denotes the maximal eigenvalue and i = 1, ...,m.

Inequality (56) guarantees that the actual rate of ith actuator within the desired operating
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boundary φr(i). Utilizing Schur’s complement, (56) can be equivalent to

Z = (WX)TP (WX) ≥ (−W1(i)WX +W1(ii)Y1(i))
T r2

max

φ2
rate(i)

(−W1(i)WX +W1(ii)Y1(i))

⇒ φ2
r(i) ≥ X

1
2 (WX)−T (−W1(i)WX +W1(ii)Y1(i))

T (−W1(i)WX +W1(ii)Y1(i))(WX)−1r2
max

≥ αmax(X
1
2 (−W1(i) +W1(ii)Y1(i)(WX)−T )T (−W1(i) +W1(ii)Y1(i)(WX)−1)X

1
2 r2
max)

≥ max
|x̄aa(t)|≥r2max

||(−W1(i) +W1(ii)KC̄a)X
1
2 x̄aa(t)||2

≥ max
|X−

1
2 x̄a(t)|≥r2max

||(−W1(i) +W1(ii)KC̄a)x̄a(t)||2

≥ (−W1(i)u(t) +W1(ii)KC̄ax̄a(t))
2 = u2

r(i)(t).

Inequality (57) is exploited to constrain the actual jth state of controlled system within the

expected operating limit φs(j). Using Schur’s complement, (57) equals to

P = X−1 ≥ ITl+j
r2
max

φ2
s(j)

Il+j

⇒ φ2
s(j) ≥ X

1
2 ITl+jIl+jX

1
2 r2
max ≥ αmax(X

1
2 ITl+jIl+jX

1
2 r2
max)

≥ max
|x̄aa(t)|≥r2max

||Il+jX
1
2 x̄aa(t)||2 ≥ max

|X−
1
2 x̄a(t)|≥r2max

||Il+jx̄a(t)||2

≥ max
x̄a∈Ω
||Il+jx̄a(t)||2 ≥ (Il+jx̄a(t))

2 = x̄2
a(j)(t).

Therefore, the problem can be solved if conditions (54), (55), (56), and (57) are simultaneously

satisfied with K = Y1(X11)−1. In addition, the closed-loop system can be stabilized under the ac-

tuator constraints of u(t) ∈ [−φd, φd], ur(t) ∈ [−φr, φr], and state constraints of x̄a(t) ∈ [−φs, φs].

Remark 1 Using LMI Toolbox in Matlab [108], the upper bound of performance index (58) can

be minimized by solving the optimization problem: minTrace(Z) subject to (55), (56), and (57).

Conditions (55), (56) and (57) guarantee that the amplitude and rate of actuators, and states are

limited within their safe regions. The normal controller can be synthesized by K = Y ∗1 (X∗11)−1.
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3.2.4 ActiveDisturbanceCompensatingTrackingControllerDesign

Themathematicalrepresentationoftheultimatecontrolinputuc(t)canbewrittenasfollows:

uc(t)=u(t)+uad(t), (62)

whereuad(t)andu(t)

Normal 
Controller Plant

Adaptive 
Mechanism

Disturbance

Disturbance
Estimator

Disturbance 
Compensator

Adaptive
Model

aretheaddedandnormalcontrolinputs,respectively.

Figure3.18:Schematicdiagramofproposedcontrolapproach.

AsshowninFig.3.18,thegeneralideaof(62)canbeillustratedasfollows:

(1)first,theUSVisoperatedbythenormalcontrollerincalmwater;

(2)intheeventofdisturbance,adisturbanceestimatorisactivatedandestimatetheamplitude

ofdisturbanceaccordingtoanadaptiveestimationlaw;

(3)basedontheestimatedvalue,adisturbancecompensatorgeneratestheappropriatecontrol

inputuad(t)tobecombinedwiththenormalcontrolu(t)forcompensatingdisturbances.

3.2.4.1 Time-InvariantDisturbanceDetectionandEstimation

Inordertoeffectivelyestimatethedisturbances,anadaptiveobserverisconstructedas:

˙̂xa(t)=Āâxa(t)+̄Bau(t)+̄Gaŵa(t)+L(̂xa−x̄a), (63)
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where x̂(t) and ŵ(t) denote the estimated values of the state and external disturbances, respectively.

L is the observer gain matrix, which is selected to make AL = (Āa + L) Hurwitz.

The state error e(t) = x̂a(t) − x̄a(t) is obtained from (49) and (63), the derivative of the state

error can then be denoted as:

ė(t) = ˙̂xa(t)− ˙̄xa(t) = ALe+ Ḡaw̃a(t), (64)

where w̃a(t) = ŵa(t)− wa(t) is estimated disturbance error and w̃a(t) = diag[w̃a1(t)...w̃an(t)].

Assumption 5 The disturbance can be seen as constant in every neighbouring sampling time since

the frequency of disturbance is relative low comparing with the fast sampling time of sensors.

Then, the following result can be achieved based on Assumption 5:

˙̃wa(t) = ˙̂wa(t)− ẇa(t) = ˙̂wa(t). (65)

Theorem 3 There exist symmetric positive definite matrices P, Q ∈ <(l+n+2m)×(l+n+2m), an ob-

server gain L ∈ <n×(l+n+2m), and a matrix H ∈ <r×(l+n+2m), such that the following conditions

hold:

PAL + ATLP = −Q, and ḠT
aP = H, (66)

and ˙̂wa(t) is determined by the following adaptive estimation law:

˙̂wa(t) = Proj[w,w]{−kḠT
aPe(t)}

=


0 if ŵa(t) = w,−kḠT

aPe(t) 6 0

or ŵa(t) = w,−kḠT
aPe(t) > 0,

−kḠT
aPe(t) otherwise,

(67)

where k > 0 denotes the adaptive law gain, Proj{·} is the projection operator [100] employed

for projecting the estimates ŵa(t) to an acceptable interval [w,w].
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Proof of Theorem 3: The Lyapunov candidate function can be chosen as follows:

Vsf = eT (t)Pe(t) +
w̃Ta (t)w̃a(t)

k
. (68)

Then, the derivative of Vsf is written as:

V̇sf = eT (t)[PAL + ALP ]e(t) + 2eT (t)PḠaw̃a(t) + 2
˙̃wTa w̃a
k

. (69)

If the following inequality is selected:

˙̂wa = ˙̃wa 6 −kḠT
aPe(t), (70)

and (67) is chosen as the adaptive law. Thus, inequality (69) can be rewritten as:

V̇sf 6 eT (t)[P (Āa + B̄aF ) + (Āa + B̄aF )TP ]e(t). (71)

If there is a symmetric positive definite matrix Q, such that the following equality holds:

P (Āa + B̄aF ) + (Āa + B̄aF )TP = −Q. (72)

Substituting the above Eq. (72) into (71), it is derived that:

V̇sf = −eT (t)Qe(t) < 0. (73)

From (73), it follows that V ∈ L∞, and according to (68), it implies that e(t) ∈ L∞. So far,

the augmented state error Eq. (64) is stabilized, moreover e(t) ∈ L2 is implied by integrating both

sides of (73) from 0 to∞. Thus, the proof of Theorem 3 is finished.
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Remark 2 Using the aforementioned approach, the disturbance can be estimated by:

ŵa = −kḠT
aP

∫ t

td

e(τ)dτ. (74)

In essence, this approach only contains a pure integral term, it is difficult to deal with the time-

varying disturbances. Thus, an additional correction procedure is needed.

3.2.4.2 Time-Varying Disturbance Estimation Correction

Generally, the environmental disturbances are time-varying. With respect to the USV control

system design, a challenging issue is to avoid the 1st-order wave-induced time-varying distur-

bances [50]. In this thesis, a time-varying estimation method is developed, its basic idea is to

combine an additional correction mechanism with the previously designed estimation law [109].

Theorem 4 If disturbance wa(t) is time-varying, an enhanced disturbance estimation scheme is

established as ŵc(t) = ŵa(t) − L0(t)e(t), where ŵa(t) = L0(t)e(t) denotes the approximated

relationship between e(t) and ŵa(t), and L0(t) is achieved by integrating (75) on-line.

L̇0(t) = −(L0(t)AL + L0(t)ḠaL0(t) + kḠT
aP ), (75)

where L0(t) specifies the correction gain, and AL = Āa − L.

Proof of Theorem 4: Assuming that:

ŵa(t) = L0(t)e(t). (76)

In order to satisfy the condition that V̇sf < 0, Eq. (76) should be consistent with (67). The

derivative of Eq. (76) can then be written as:

˙̂wa(t) = L̇0(t)e(t) + L0(t)ė(t) = L̇0(t)e(t) + L0(t)(ALe(t) + Ḡaw̃a(t)). (77)
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When disturbances present, substituting ˙̂wa(t) = Proj[w,w]{−kḠT
aPe(t)} = −kḠT

aPe(t) and

Eq. (76) into Eq. (77), the following matrix differential equation can be obtained:

L̇0(t) = −(L0(t)AL + L0(t)ḠaL0(t) + kḠT
aP ). (78)

Hence, from Eq. (76), the time-varying disturbance estimation scheme is then achieved as

ŵc(t) = ŵa(t)− L0(t)e(t). Proof of Theorem 4 is completed.

Eventually, the time-varying disturbance estimation laws can be obtained:

˙̃wa(t) = ˙̂wa(t) = Proj[w,w]{−kḠT
aPe(t)}, (79)

where ŵc(t) = ŵa(t)− L0(t)e(t).

3.2.4.3 Disturbance Compensating under State and Control Input Constraints

An appropriate disturbance compensating input u∗ad(t) can be calculated by:

min
uad(t)∈<n

||B̄auad(t) + Ḡaŵc(t)||, (80)

subject to

SB̄auad(t) ≤ −SĀae(t)−Hw, (81)

Euad(t) ≤ T − Eu(t), (82)

where state constraints are defined by S and F , and control input constraints are represented by

matrices E and T , Hw = max(SḠaŵc(t)).

Remark 3 Due to the fact that actuators cannot produce unlimited output to compensate the ex-

ternal disturbances, the actuator constraint (81) is employed to limit the boundary of actuators. In

view of (82), when the normal control input exists, the constraint of additional control input is the
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result of overall control input constraint subtracts the normal control input.

As a result, considering Eqs. (62), (79), (80), and normal control input together, the ultimate

control input can be achieved:

uc(t) = u(t) + uad(t) = Kx̄a(t) + u∗ad(t). (83)

Proposition 1 If the control law (83) is applied to the closed-loop system (49), the control input

constraint of normal controller is satisfied, and the optimization problems (80, 81, 82) are feasible,

then the state and control input constraints S ˙̂xa(t) ≤ F and Euc(t) ≤ T can be guaranteed.

Proof of Proposition 1: For the convenience of proving Proposition 1, the state and control

input constraints for normal controller can be restated as:

Eu(t) ≤ T −∆T, (84)

S ˙̄xa(t) ≤ F, (85)

where ∆T is the safety margin.

Applying (83) and e(t) = x̂a(t)− x̄a(t), the estimated state x̂a(t) can be obtained:

˙̂xa(t) = ˙̄xa(t) + Āae(t) + B̄auad(t) + Ḡaŵc(t). (86)

Assuming constraints (81) and (85) are satisfied, the following inequality can be obtained:

SB̄auad(t) + S ˙̄xa(t) + SĀae(t) +Hw ≤ F. (87)

Thus, the following inequality can be achieved by pre-multiplying Eq. (86) by S:

S ˙̂xa(t) = SB̄auad(t) + S ˙̄xa(t) + SĀae(t) + SḠaŵc(t), (88)
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furthermore, since Hw = max(SḠaŵc(t)), then

S ˙̂xa(t) ≤ SB̄auad(t) + S ˙̄xa(t) + SĀae(t) +Hw ≤ F. (89)

When (82) is satisfied, pre-multiplying Eq. (83) by E, and incorporating (82) into Eq. (83):

Euc(t) = Eu(t) + Euad(t) ≤ Eu(t) + T − Eu(t) ≤ T. (90)

So far, the constraints of state S ˙̄xa(t) ≤ F and control input Euc(t) ≤ T are both satisfied.

Remark 4 u∗ad(t) is calculated by quadratic programming (QP ) [110]. The computational load

is not a concern since it is a low-dimension optimization problem.

Remark 5 In addition to compensating environmental disturbances, the proposed control method

is intended to optimize the performance of the normal controller as well, it makes sense as it can

also guarantee the optimal performance when USV works in the calm water.

Table 3.2: System parameters used in the simulation

Parameter Value
m11 25.8 [kg]
m22 33.8 [kg]
m33 2.76 [kg]
d11 12
d22 17
d33 0.5
b2 0.0028385
W1 1
W2 1

3.2.5 Simulation Results

The selected parameters for the nonlinear USV model [111] are listed in Table 3.2. The length

of the selected USV is 1.2 m, and its mass is 17.5 kg. In this case study, a straight line path that is
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along the trajectory of line y = 2 m, starts from x = 0 m to x = 20 m is selected as the desired

path. The surge speed is fixed at u = 0.1 m/s. The initial position and orientation of the ship are

chosen as 1.6 m, 1 m and ψ = 90 deg, respectively. As listed in Table 3.3, the performance of five

controllers are compared in the simulation.

Table 3.3: Illustration of controllers that are compared in the simulation

Name Illustration
Controller-1 Normal controller with consideration of actuator and state constraints
Controller-2 TI-ADCTC with consideration of actuator and state constraints

Controller-3
TV-ADCTC with consideration of actuator and state constraints, which
is the proposed controller

Controller-4 TV-ADCTC without consideration of actuator and state constraints
Controller-5 Normal controller without consideration of actuator and state con-

straints

Note: TI-ADCTC is the time-invariant adaptive disturbance compensating tracking controller, while

TV-ADCTC is the time-varying adaptive disturbance compensating tracking controller.

The bound of rudder deflection is set to be [−35 deg, 35 deg], the maximum rudder speed

is constrained within [−20 deg/s, 20 deg/s]. To avoid abrupt turns, the yaw rate is limited in

[−20 deg/s, 20 deg/s]. Furthermore, the safety margin is chosen as ∆T = [7 deg, 7 deg]T . Thus,

the corresponding matrices E, F , S and T are given by:

E =

 1

−1

 , F =

20

20

 , S =

0 0 0 1 0 0

0 0 0 −1 0 0

 , and T =

35

35

 . (91)

In this simulation, two kinds of disturbances are considered, namely first-order and second-

order disturbances, mimicking the effects of waves and currents. The constant disturbance is se-

lected as−0.4m/s2, while the sinusoidal is represented as 0.4sin(0.1t)m/s2. Both of them act on

the lateral direction and vanish after a certain amount of time. In this case, the maximum deflection

of disturbance is chosen as Hw = [0.5 m/s2, −0.5 m/s2]T .
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Figure 3.19: The comparison of path following performance.

3.2.5.1 Scenarios Description

To demonstrate the effectiveness of the proposed method, three scenarios are included:

(1) In Scenario 1, the constant disturbance, which occurs at 60th second and disappears at 140th

second, is imposed in the system when USV is following a straight line path.

(2) In Scenario 2, the proposed approach is further validated under one set of sinusoidal distur-

bance, which is imposed at 60th second and lasts to the end of path following.

(3) In Scenario 3, to verify the effectiveness of the actuator saturation prevention mechanism of

the proposed method, another constant disturbance with the amplitude of 0.5 m/s2, which

lasts from 60th to 140th second, is imposed into system as well.

3.2.5.2 Results of Scenario 1 and Evaluation

From Fig. 3.19(a), the performance achieved by the proposed Controller-3 is superior than that

of the Controller-1 and Controller-2 in the presence of environmental disturbance.

More specifically, as shown in Fig. 3.19(b), 3.20(a) and Table 3.4, in the case of Controller-

1, the maximal cross-track and heading errors are 0.28 m and 23 deg, respectively. It is worthy

to mention that the deviation can be gradually reduced due to the effect of tracking error inte-

gral action. In addition, around 0.065 m of maximal cross-track error and 10 deg of maximal

66



heading error are yielded by the disturbance under the operation of Controller-2. Comparing with

Controller-1 and Controller-2, the errors of cross-track and heading angle are significantly elim-

inated by the Controller-3. The maximal cross-track and heading errors are within 0.03 m and

7 deg, respectively. As illustrated in Fig. 3.20(b) and Table 3.4, although the yaw rate generated

by three controllers are all within the limits of yaw rate, Controller-3 can compensate the external

disturbance with the minimal yaw rate (about 4 deg/s).
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Figure 3.20: The responses of heading deflection and yaw rate.
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Figure 3.21: The responses of rudder deflection and rudder rate.

As can be observed in Fig. 3.21(a), Fig. 3.21(b) and Table 3.4, the control inputs of the three

controllers are all under the limitations of USV’s rudder. Moreover, Controller-3 is capable of
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Table 3.4: Performance comparison of different control schemes

Performance Index Controller-1 Controller-2 Controller-3
Maximal cross-track error 0.28 m 0.065 m 0.03 m
Maximal heading error 23 deg 10 deg 7 deg
Maximal yaw rate 7.8 deg/s 5.2 deg/s 4 deg/s
Maximal rudder deflection −30.5 deg −30 deg −29.5 deg
Maximal rudder rate 12 deg/s 15 deg/s 20 deg/s
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Figure 3.22: Sinusoid disturbance estimation performance.

operating the rudder promptly to accommodate the effects of disturbance.

As displayed in Fig. 3.22, the convergence speed of disturbance estimation error of Controller-3

is faster than that of Controller-2.

Table 3.5: Performance comparison of different control schemes

Performance Index Controller-1 Controller-2 Controller-3
Maximal cross-track error 0.3 m 0.12 m 0.05 m
Maximal heading error 35 deg 15 deg 6 deg
Maximal yaw rate 6.5 deg/s 3.5 deg/s 2.5 deg/s
Maximal rudder deflection 24 deg 22 deg 21 deg
Maximal rudder rate 4.8 deg/s 6.7 deg/s 9.9 deg/s
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3.2.5.3 Results of Scenario 2 and Evaluation

In this scenario, the path following results of the compared three controllers are demonstrated

in Fig. 3.23(a). With respect to path following, faster convergence and less oscillation are obtained

by Controller-3 rather than other two controllers.
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Figure 3.23: The comparison of path following performance.
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Figure 3.24: The responses of heading deflection and yaw rate.

As can be observed in Figs. 3.23(b), 3.24(a) and Table 3.5 that Controller-3 has a slight

overshoot in both cross-track and heading errors (0.05 m and 6 deg) in the presence of distur-

bance. However, about 0.3 m of cross-track error and 35 deg of heading error are produced when

Controller-1 is commissioned, and around 0.12 m of cross-track error and 15 deg of heading error

are generated under the supervision of Controller-2. Fig. 3.24(b) shows that the yaw rate produced
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Figure 3.25: The responses of rudder deflection and rudder rate.

by these three controllers are all within the constraints of the yaw rate. However, Controller-3 can

reject the external disturbance with minimal yaw rate, which can reduce the chance of capsizing.

As displayed in Fig. 3.25(a), Fig. 3.25(b) and Table 3.5, the rudder deflection and rate produced

by three controllers are all within their constraints. However, more prompt rudder action is trig-

gered by Controller-3, in other words, the USV’s heading angle can be adjusted to compensate the

environmental disturbance with less time delay. This leads to the smaller cross-track and heading

angle errors, and superior performance of path following.

From Fig. 3.26, the disturbance is estimated by either Controller-2 or Controller-3, while it is

evident that the proposed control scheme can improve the speed of disturbance estimation.

3.2.5.4 Results of Scenario 3 and Evaluation

The advantage of the proposed control strategy with consideration of actuator and state charac-

teristics is verified by the performance comparisons of Controller-3, Controller-4, and Controller-

5. As illustrated in Fig. 3.27(a) and Fig. 3.27(b), about 0.04 m of maximal cross-track error is

yielded by Controller-3 in the event of disturbance. However, the USV that is operated by either

Controller-4 or Controller-5 cannot follow the desired path.

Fig. 3.28(a) and Fig. 3.28(b)) shows that nearly 8/deg of maximal heading error is generated by

Controller-3. Meanwhile, yaw rate constraints are violated by both Controller-4 and Controller-5.
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Figure 3.27: Performance comparison of path following.
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From Fig. 3.29(a) and Fig. 3.29(b)), rudder deflection and rate are oscillatory in the case of

Controller-4 and Controller-5, while the Controller-3 drives the rudder more smoothly. When the

disturbance presents, Controller-3 can still perform without violating the constraints of actuator,

whereas the actuators under the operation of the other two controllers are saturated. Therefore,

Controller-3 enables the control signals to operate the rudder to react more gently than the other

two controllers. This is of significant importance in practice because the excessive utilization of

rudder is the primary cause of wear and tear. In addition, over-quick turning of USV may increase

the possibility of capsizing.
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Figure 3.28: The responses of heading deflection and yaw rate.
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Figure 3.29: The responses of rudder deflection and rudder rate.
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Chapter 4

Reliable and Safe Control of Unmanned

Vehicles

In this chapter, the problems of reliable and safe control of UVs in the presence of actuator

faults, saturation, and variations of working conditions are studied. Section 4.1 presents a new

passive FTC strategy for the compensation of actuator faults of unmanned quadrotor helicopter

(UQH); section 4.2, 4.3, and 4.4 introduce three different active FTC schemes mitigating the neg-

ative effects of actuator faults, while actuator dynamics are also considered in the controllers pre-

sented in section 4.2 and 4.3.

4.1 Learning-Based Fault-Tolerant Tracking Control of An Un-

manned Aerial Vehicle

Motivated by the successful use of extended Kalman filter (EKF) to train fuzzy logic system

in [112, 113], and the fuzzy logic control (FLC) to regulate the gains of linear quadratic regu-

lator (LQR) [114] in [115], a novel learning-based fault-tolerant state-feedback tracking control

approach with the capability of tolerating actuator faults is proposed for the control of an UQH,

for the purpose of improving its reliability and safety. The basic idea behind this is to change
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the shape of membership functions and rules of fuzzy system to generate an additional regulating

control input, so that the imposed faults can be compensated and the control performance can be

guaranteed accordingly.

4.1.1 State-Feedback Tracking Controller Design Procedure

The objective is to design a controller which meets the following requirements:

(1) before the occurrence of actuator faults, the reference signal yref (t) can be tracked by the

output y(t) without steady-state error, which means limt→∞ ε(t) = 0. Additionally, the

upper bound of the following performance index can be minimized:

J =

∫ t

0

(xTa (τ)Qxa(τ) + uT (τ)Ru(τ))dτ, (92)

where Q ∈ <l+n and R ∈ <l+m are symmetric positive-semidefinite and positive definite

weighting matrices, respectively;

(2) in the event of actuator faults, the closed-loop system can still be stabilized, and the desired

tracking performance can be guaranteed as well.

Written into state-space form, system model (6) along with (5) can be expressed as follows:

 ẋ(t) = Ax(t) +Bu(t) +Gω(t)

y(t) = Cx(t),
(93)

where x(t) ∈ <n is the state vector, u(t) ∈ <m denotes the control input, and y(t) ∈ <p represents

the output of system, ω(t) = [g ωd(t)]
T includes acceleration of gravity g and bounded external

disturbance ωd(t) ∈ <r, u(t) = [uz, uθ, uφ, uψ]T , x(t) = [x, ẋ, y, ẏ, z, ż, θ, θ̇, φ, φ̇, ψ, ψ̇]T ,

C =



1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0


, G =

1 1 1 1 1 1 1 1 1 1 1 1

0 0 0 0 −1 0 0 0 0 0 0 0

T

, A =
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

0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 g 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 −g 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0



, B =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

Km/m Km/m Km/m Km/m

0 0 0 0

KmL/Ix −KmL/Ix 0 0

0 0 0 0

0 0 KmL/Iy −KmL/Iy

0 0 0 0

KmC/Iz KmC/Iz −KmC/Iz −KmC/Iz



.

An augmented system can be obtained by adding an integral term into controller design [105]:

 ẋa(t) = Aaxa(t) +Bau(t) +Gawa(t)

ya(t) = Caxa(t),
(94)

where xa(t) =

[
(
∫ t

0
ε(τ)dτ)T , xT (t)

]T
and ya(t) =

[
(
∫ t

0
ε(τ)dτ)T , yT (t)

]T
are the augmented

state and output vectors, wa(t) = [ωT (t), yTref (t)]T , yref (t) is the reference signal, and ε(t) =

yref (t)− y(t) denotes the error between yref (t) and ya(t).

Aa =

0 −C

0 A

 ∈ <(l+n)×(l+n), Ba =

 0

B

 ∈ <(l+n)×m,

Ca =

I 0

0 C

 ∈ <(l+p)×(l+n), Ga =

0 I

G 0

 ∈ <(l+n)×(l+r).

Assumption 6 The states of the closed-loop system are assumed to be measurable or observable.
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Based on (94) and Assumption 6, the following state-feedback controller can be defined:

u(t) = Kxa(t) = Ke

∫ t

0

ε(τ)dτ +Ksx(t), (95)

where K = [Ke Ks] ∈ <m×(l+n).

The corresponding closed-loop system can be represented as:

ẋa(t) = (Aa +BaK)xa(t) +Gawa(t). (96)

Theorem 5 For a known positive constant γ, there exist positive symmetric matrices X and Z

∈ <(m+l)×(m+l) as well as matrix Y ∈ <n×(m+l), such that LMIs (98) and (99) hold. System (96)

can be stabilized by the controller u(t) = Kxa(t), where K = Y ∗(X∗)−1, and Y ∗ and X∗ are the

optimal results of (98) and (99) [18]. While the upper bound of (92) can be obtained:

J 6 γ2

∫ t

0

wTa (t)wa(t)dt+ xTa (0)Z−1xa(0). (97)



AaX +BaY + (AaX +BaY )T Ga Y TR1/2 XQ1/2

∗ −γ2I 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0, (98)

Z I

I X

 > 0. (99)

Proof of Theorem 5: Based on Lemma 1 in [105], its sufficient condition can be rewritten by

synthesizing the performance constraints of LQ and the closed-loop H∞ norm as:

(Aa +BaK)TP + P (Aa +BaK) +KTRK +Q+ (
1

γ2
)PGaG

T
aP < 0. (100)
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Post- and pre-multiplying (98) by P = X−1, and using the Receprocal Projection Lemma [107]

and Schur complement [108], (100) can then be restated as:

Q+ ( 1
γ2

)PGaG
T
aP +KTRK + P − (Y + Y T ) (Aa +BaK)TP + Y T

P (Aa +BaK) + Y −P



=



AaX +BaY + (AaX +BaY )T Ga Y TR1/2 XQ1/2

∗ −γ2I 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0.

(101)

Furthermore, if conditions (98) and (99) are simultaneously satisfied with K = Y X−1, then

substituting u(t) = Kxa(t) in Eq. (95), and P = X−1 into the performance index (92), (102) can

be obtained which is exactly the same as inequality (97). Therefore, the proof is completed.

J =

∫ t

0

xTa (t)(Q+KTRK)xa(t)dt < −
∫ t

0

xTa (t)[(Aa+

BaK)TP + P (Aa +BaK) +
1

γ2
PGaG

T
aP ]xa(t)dt

=−
∫ t

0

[(ẋa(t)−Gawa(t))
TPxa(t) + xTa (t)P (ẋa(t)−

Gawa(t)) +
1

γ2
xTa (t)PGaG

T
aPxa(t)]dt

6−
∫ t

0

d(xTa (t)Pxa(t) + γ2

∫ t

0

wTa (t)wa(t)dt

6xTa (0)Pxa(0) + γ2

∫ t

0

wTa (t)wa(t)dt

=γ2

∫ t

0

wTa (t)wa(t)dt+ xTa (0)Z−1xa(0).

(102)

Remark 6 The state-feedback tracking controller can be synthesized by K = Y ∗(X∗)−1. In ad-

dition, the upper bound of performance index (97) can be minimized by employing LMI func-

tions [108], while solving the optimization problem: minTrace(Z) subject to (98) and (99) [105].

77



Plant

Fault

Extended 
Kalman Filter

Fuzzy Logic 
Controller

)(te

)(tx)(terefy

dttde )(

ss KK 

e eK K 

Figure 4.1: Illustration of learning-based fault-tolerant tracking control scheme.

4.1.2 Learning-Based Fault-Tolerant Tracking Controller Design Procedure

The performance of the aforementioned tracking control method with fixed feedback control

gains may deteriorate when the UQH is exposed to actuator faults. A learning-based fault-tolerant

tracking control approach is proposed in this study to counteract the negative effects of actuator

faults and ensure the stabilization of the closed-loop system.

As addressed in Fig. 4.1, the primary concept of the proposed controller is to design a super-

visory fuzzy controller which is capable of adjusting the parameters of tracking controller, such

that the controller can achieve the desired performance even in the presence of actuator faults. The

supervisory fuzzy controller includes an EKF and a FLC, which is synthesized as follows:

(1) an EKF is first designed based on the reference command and system states to provide addi-

tional tuning flexibility to FLC by reshaping its fuzzy membership functions and rules;

(2) then, the additional regulating gains can be generated according to the modified FLC con-

troller and system states;

(3) eventually, the UQH can be properly operated by the reconfigured controller, incorporating

the additional regulating gains into the tracking control gains.

It is worth mentioning that the idea behind this scheme is to combine the best features of the
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online learning abilities of EKF, the capacities of FLC on dealing with sophisticated nonlinear sys-

tems with uncertainties, and those robust reference command tracking capabilities of the tracking

controller. The detailed design procedure is introduced in the following subsections.

4.1.2.1 Fuzzy Logic Control

FLC is regarded as an excellent control approach that has been utilized in a variety of applica-

tions and comes along with real-time, nonlinearity and complex computation requirements [116].

The triangle membership function is used for each input and can be written as:

fij(zj) =


1 + (zj − cij)/b−ij if − b−ij ≤ (zj − cij) ≤ 0,

1− (zj − cij)/b+
ij if 0 ≤ (zj − cij) ≤ b+

ij,

0 otherwise,

(103)

where i and j are the number of inputs and triangle membership functions, respectively. zj denotes

the jth input, cij represents the ith centroid, and b−ij and b+
ij are the lower half-width and upper

half-width of the ith triangle membership function, respectively.

Furthermore, the max-min aggregation and centroid defuzzification approaches as one of the

popularly applied defuzzification techniques have been borrowed to compute the outputs. It is

assumed that there is only one output in this fuzzy system. Similar to input, the defuzzification

rule for output can be obtained:

mj(y) =


1 + (y − γj)/β−j if − β−j ≤ (y − γj) ≤ 0,

1− (y − γj)/β+
j if 0 ≤ (y − γj) ≤ β+

j ,

0 otherwise,

(104)

wheremj(y) is the jth fuzzy output, γj , y, β−j , and β+
j denote the modal point, crisp number, lower

half-width, and upper half-width of the jth output rule, respectively.
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Supposing that the jth rule is the result of z1 ∈ fuzzy set i and z2 ∈ fuzzy set k, then the

activation level of the consequence of the jth rule can be denoted by wj , which is illustrated as:

wj = min[fi1(z1), fk2(z2)]. (105)

Thus, the corresponding fuzzy output can be expressed as:

m̄j(y) = wjmj(y), (106)

and the whole fuzzy output m(y) is proposed as:

m(y) =
M∑
j=1

m̄j(y). (107)

Applying the centroid defuzzification method, the fuzzy output can be mapped to a crisp num-

ber ŷ as follows:

ŷ =

∑M
j=1 ωjCjSj∑M
j=1 ωjSj

, (108)

where Cj and Sj are the centroid and area of the jth fuzzy membership function of output, respec-

tively. Additionally, the centroid Cj is defined by:

Cj =

∫
ymj(y)dy∫
mj(y)dy

. (109)

4.1.2.2 Extended Kalman Filter

EKF has been widely applied in various engineering applications [117], which is employed in

this study for training the aforementioned fuzzy systems on-line.

The stochastic variable xi is assumed to be the system state at time ti. In the succeeding stage,
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the state can be replaced by a stochastic differential equation [118]:

 xi = f(xi−1) + ωi−1,

di = h(xi) + νi,
(110)

where ωi−1 and νi are the process and measurement noises, respectively. f(·) and h(·) represent

the nonlinear vector functions of the states.

The desired estimate x̂i can then be calculated by the following EKF recursive equations [118]:



Fi−1 = ∂f(x)
∂x

∣∣∣
x=x̂i−1|i−1

,

Hi = ∂h(x)
∂x

∣∣∣
x=x̂i|i−1

,

Kki = Pi|i−1H
T
i (Ri +HiPi|i−1H

T
i )−1,

x̂i|i = f(x̂i−1|i−1) +Kki[di − h(x̂i|i−1)],

Pi|i = Fi−1(Pi−1|i−1 −KkiHiPi−1|i−1)F T
i−1 +Qi−1,

(111)

where di denotes the observation vector, Kki is known as the Kalman gain, Pi represents the

covariance matrix of state estimation error, and the estimated state x̂i|i is the optimal solution

which approaches the conditional mean value E[xi|(d0, d1, . . . , di)].

4.1.2.3 Synthesis of Learning-Based Fault-Tolerant Tracking Controller

In order to synthesize the proposed controller, two critical design processes are further required:

1) the optimization of fuzzy membership functions and rules; and 2) the modification of state

feedback tracking control gains.

Optimizing the fuzzy membership functions by EKF can be deemed as a weighted least-squares

minimization problem. A two-input and one-output fuzzy system is selected in this study. The error

“e(t)” and its derivative “ė(t)” are then chosen as the two inputs, while the regulating parameters

are selected as the output. It is also assumed that there are n fuzzy sets for the first input, m fuzzy

sets for the second input, and k fuzzy sets for the output.
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Choosing a vector x that includes b−ij , b
+
ij , and cij of inputs in Eq. (103), and β−ij , β

+
ij , and γi of

output in Eq. (104) as the state of the nonlinear system Eq. (110):

x = [b−11 b
+
11 c11 . . . b

−
n1 b

+
n1 cn1

b−12 b
+
12 c12 . . . b

−
m2 b

+
m2 cm2

β−1 β+
1 γ1 . . . β

−
k β

+
k γk]

T .

(112)

Then, applying the Kalman recursion in Eq. (111), where di represents the target output of

the fuzzy system, f(·) denotes the identity mapping, h(x̂i) is defined as the fuzzy system’s actual

output that gives the current membership function parameters, Fi is an identity matrix, and Hi is

assigned to be the partial derivative of the fuzzy output with respect to the membership function

parameters. Finally, the estimate x̂i that includes the new fuzzy membership function parameters

can be obtained after conducting Kalman recursion.

In addition, an on-line reconfigurable fuzzy controller is obtained based on the new fuzzy

membership function parameters, which is capable of modifying the state feedback gain K to

achieve the desirable control performance. The principle of the modification of state feedback

control gains is defined as follows:

K̄ = K + T∆K, (113)

where K̄ = {K̄e1, ..., K̄en, K̄s1, ..., K̄sn}T denotes the ultimate state feedback gains. Moreover,

∆K = {∆Ke1, ...,∆Ken,∆Ks1, ...,∆Ksn}T are the available regulation regions of K̄, ∆K =

Kmax − Kmin, while Kmax = {Kmax
e1 , ..., Kmax

en , Kmax
s1 , ..., Kmax

sn }T denotes the upper bound

of K̄, and Kmin = {Kmin
e1 , ..., Kmin

en , Kmin
s1 , ..., Kmin

sn }T denotes the lower bound of K̄. T =

{Te1, ..., Ten, Ts1, ..., Tsn}T includes the regulating parameters where Ti ∈ [0, 1] (i = 1, ..., 2n).

Consequently, the modified state feedback tracking control gains K̄ can be imported into the

closed-loop control system to conduct the assigned tasks.
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Table 4.1: The system parameters used in the simulation

Parameter Value Unit
ωm 15 rad/s
Km 120 N
m 1.4 kg
C 1 -
L 0.25 m
Ix 0.03 kg ·m2

Iy 0.03 kg ·m2

Iz 0.04 kg ·m2

Table 4.2: The fuzzy rule base for the proposed controller

|e(t)|
NL NS Z PS PL

NL Z Z Z S M
NS Z Z S M M

|de(t)| Z Z S M M M
PS S S M B B
PL M M M B B

4.1.3 Simulation Results

In this section, the effectiveness of the proposed control scheme is evaluated with comparison

of the baseline tracking controller on a nonlinear UQH model (4). The performance evaluation

is carried out in vertical, longitudinal, and lateral directions simultaneously. Table 4.1 shows the

system parameters of the UQH that are used in the simulation.

As shown in Table 4.2, a fuzzy rule base with five membership functions for each of the two

inputs and one output is defined. Where “NL” = “negative large”, “NS” = “negative small”, “Z”

= “zero”, “PS” = “positive small”, and “PL” = “positive large” are selected as fuzzy values for the

inputs, while “S” = “small”, “M” = “medium”, “B” = “big”, and “Z” = “zero” are chosen as fuzzy

values for output. Fig. 4.2 illustrates the initial membership functions of error, derivative of error

for input, and output, respectively. For the control of vertical, longitudinal, and lateral directions,

the error of each input is limited in [−2, 2], the derivative of error of each input is constrained
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Figure 4.2: Initial input functions of error (a), derivative of error (b), and output (c).

within [−2, 2], and fuzzy sets width of each output is restricted within [−1, 1]. The selected

ranges of inputs and output are obtained from the absolute values of system error and its derivative

through the scale factors chosen from the specification of the system performance. In terms of the

selection of membership functions for partitioning the range of each input, the more membership

functions are chosen, the more complex control system is to be and the more computation time are

likewise required. Therefore, five triangle membership functions are utilized in this study based on

the design experience obtained from our previous researches and the existing work on fuzzy logic

control design for smoothly tuning the baseline state-feedback controller gains, while not much

computation time effort is demanded for online applications.

It is worth noting that the fuzzy rule base is selected as the same for the control of vertical,

longitudinal, and lateral directions. Meanwhile, the initial state feedback control gains are the

same for the two controllers. The control inputs bounds of the two controllers are limited within

[0, 0.05].

4.1.3.1 Scenarios Description

To better evaluate the fault tolerant capability of the proposed control approach, the studied

scenarios cover that:

(1) Scenario 1: In the first scenario, the comparison of the proposed approach and the baseline

tracking control strategy is carried out under a loss of 25% control effectiveness in all motors,

and the injected faults occur at 12th second. This kind of fault can result in a loss of altitude;
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(2) Scenario 2: In this scenario, the proposed approach is further validated by comparing with

the baseline tracking control method under a loss of 20% control effectiveness in two neigh-

boring motors, and the fault happens at 12th second. This kind of fault may lead to a loss of

altitude, and drifts in both lateral and longitudinal directions;

(3) Scenario 3: In order to make the simulation to be more realistic and further verify the stabil-

ity of the unmanned quadrotor helicopter controlled by the proposed controller, it is supposed

that all sensors are polluted by Gaussian white noise with zero mean. The sampling time and

covariance of these random signals are 0.01 and 0.0001, respectively [119]. Besides, the

proposed controller is also simulated in the same faulty system as Scenario 1.

4.1.3.2 Results of Scenario 1 and Evaluation

The performance of the selected two controllers in the vertical direction is illustrated in Fig. 4.3.

Although both of the compared controllers can operate the quadrotor helicopter back to the desired

height after a transient period, the performance achieved by the proposed controller is significantly

superior than that of the baseline tracking controller after the occurrence of actuator faults. More

specifically, around 0.9 m of overshoot is generated by the baseline tracking controller, while the

proposed controller successfully compensates the injected actuator faults at the expense of 0.15 m

overshoot.

Since the motion along either longitudinal or lateral direction can avoid influence from the

actuator faults in this scenario, Fig. 4.4(a) and Fig. 4.4(b) show that almost the same good per-

formances in longitudinal direction are achieved by both tracking controller and the proposed

controller. Fig. 4.5(a) and Fig. 4.5(b) are the performances obtained in lateral direction, which

illustrate the similar results as longitudinal direction.

As can be observed in Fig. 4.6, the control inputs of the compared two controllers are under

actuator saturation. But the proposed controller is capable of achieving an faster actuator action

than the tracking controller with the aid of control gain regulating mechanism. It can thereby

properly adjust the thrust of motors to compensate the actuator faults with less time delay.
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Figure 4.3: Performance comparison in the vertical direction.
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Figure 4.4: Performance comparison in longitudinal direction (a) and pitch angles (b).

In addition, the motion along the longitudinal and lateral directions are not affected by the

injected faults in this scenario, hence only the membership functions of vertical direction control

that are adjusted by EKF are shown in Fig. 4.7. A comparison with Fig. 4.2 displays that the

changes in membership functions can be observed clearly.

4.1.3.3 Results of Scenario 2 and Evaluation

As shown in Fig. 4.8, this is the respective performance of two controllers in vertical direction

in the presence of a loss of 20% control effectiveness. In this scenario, being controlled by the

tracking controller, over 0.6m of overshoot is caused by the actuator faults. While the proposed
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Figure 4.5: Performance comparison in lateral direction (a) and roll angles (b).
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Figure 4.6: PWM input performance with faults in all actuators.
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Figure 4.7: Adjusted input membership functions.

0 5 10 15 20 25 30
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

Time (s)

V
er

tic
al

 M
ot

io
n 

(m
)

 

 

Reference Signal
Tracking Controller
Proposed Controller

Figure 4.8: Performance comparison in the vertical direction.

controller can still maintain the stability of quadrotor helicopter at the expense of less than 0.1m

of overshoot.

From Fig. 4.9(a) and Fig. 4.10(a), it can be observed that the proposed controller can steer

the quadrotor helicopter to achieve faster angular action and smaller amplitude oscillation than

the compared controller. As demonstrated in Fig. 4.9(b) and Fig. 4.10(b), the performance are

significantly improved by the proposed controller with comparison of the tracking controller in

both longitudinal and lateral directions.

Fig. 4.11 displays the corresponding PWM control signal inputs, the proposed controller can

regulate the thrust of quadrotor more prompt and simultaneously obey the actuator limitation,

comparing with the tracking controller.

Furthermore, Fig. 4.12, Fig. 4.13, and Fig. 4.14 show the membership functions of vertical, lon-

gitudinal, and vertical direction control, respectively. These memberships are distinctly adjusted

with comparison of Fig. 4.2, which is optimized online for extending the operating conditions of
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Figure 4.9: Performance comparison in longitudinal direction (a) and pitch angles (b).
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Figure 4.10: Performance comparison in lateral direction (a) and roll angles (b).
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Figure 4.11: PWM input performance with faults in two neighboring propellers.
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Figure 4.12: Adjusted input membership functions in vertical direction.
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Figure 4.13: Adjusted input membership functions in longitudinal direction.

controller and also the reason behind good performance.

4.1.3.4 Results of Scenario 3 and Evaluation

From Fig. 4.15 and Fig. 4.16, the simulation results show that the proposed controller can still

robustly stabilize the system and achieve the satisfactory tracking performance when the closed-

loop system is subjected to both the actuator faults and measurement noises.
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Figure 4.14: Adjusted input membership functions in lateral direction.
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Figure 4.15: Quadrotor helicopter state response with sensor noise.

4.1.4 Experimental Validation on An Unmanned Surface Vehicle

In order to verify the effectiveness of the proposed method in practice and reduce the time and

efforts to the implementation of algorithms in the field, an indoor experimental test platform has

been established. The designed algorithm can be easily and conveniently applied on this system

since it is Matlab/Simulink based, which enables the researcher can concentrate on the design

of algorithms, rather than being distracted by other time-consuming problems, such as coding,

communication, sensors data reading, and actuators control.

As shown in Fig. 4.17, the developed platform consists of a small container for the motion of

USV, a group of 24 cameras based object localization system, a USV for algorithm validation, a

ground station for mission assignment and displaying USV’s states in real-time, a wireless com-

munication module, and an onboard computer for executing the developed algorithm.

After establishing the experimental platform, system identification is critical for the controller

design. In this study, only the dynamics of two motors are identified, while other dynamics of the

USV are borrowed from an existing work in [120].

The moment T and propulsion force F are generated as follows:


T = (FL − FR) ∗B/2

F = FL + FR,

(114)
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Figure 4.16: PWM input performance with noise.

where B = 0.07, FL, and FR are forces produced from left and right motors, respectively.

Fi = Kpwm ∗ upwmi , (115)

where i = L or R, and Kpwm = 200.

The range of the DC motor output Vm is limited between Vmin = 0 V and Vmax = 7.6 V . PWM

signals ul and ur are distributed to the left and right DC motors, respectively. Their operational

ranges are accordingly constrained within the dead zone of [0.074, 0.0876] and [0.0734, 0.0851].

And the dead zone is constrained in [−0.3 V, 0.2 V ]. Due to the existence of dead zone, the initial

PWM signal with the values of 0.074 and 0.0734 are thereby needed for the left and right motors,

respectively. The control signal uc generated from the controller is then added to this initial control

signal for compensating the dead zone as the ultimate control input signal uf :

uf = uc + upwmi . (116)
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Figure4.17:Thedevelopedexperimentalplatform.

Figure4.18:TherelationshipbetweenthePWMsignalandpropellerforce[2].

FromFig.4.18,therelationshipbetweenthemotorPWMinputsignalandpropellerforcecan

beestablishedasaquadraticform[2]accordingtothemeasureddatausingtheforcegauge:

PWMj=






131100f2j+19890fj−753.7,iffj>0,

22660f2j−3204fj+113.1, iffj<0,

(117)

wherePWMjisthePWMsignalofmotor,whilefidenotestheforcefrompropeller.

FromFig.4.19,therelationshipbetweenthePWMsignalanditscorrespondingvoltageof

motorisobtainedinalinearformas:

Vj=






506.9PWMj−37.27,iffortheleftmotor,

513.7PWMj−37.64,iffortherightmotor,

(118)
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Figure 4.19: The relationship between left (a) and right (b) motor’s voltage and PWM.
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Figure 4.20: The performance of heading angle tracking.

where Vj is the motor input voltage.

The experimental test environment is set up as Fig. 4.17. The developed USV is operated in

a container and a group of cameras is used for the localization and measuring the orientation of

USV. The control inputs for balancing the USV are chosen as 0.075 and 0.0713 for left and right

motors, respectively. The PWM input of right motor is set as a constant value of 0.0713.

As can be seen in Fig. 4.20, the desired heading angle is tracked by the developed USV, while

the left motor performs without violating the actuator constraint (see Fig. 4.21).
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Figure 4.21: The PWM input signals of two motors.

4.2 Adaptive Fault-Tolerant Tracking Control of Unmanned

Aerial Vehicle Considering Actuator Dynamics

In the event of actuator failure, the primary concern is to keep the system safe and stable, rather

than performing as expected as that in the fault-free case. Motivated by the aforementioned factors

in this chapter, the study in this section is intended to design an active FTC approach to mitigate

the negative impacts of actuator faults, even external disturbances and unmodeled dynamics that

are probably present, meanwhile subject to actuator dynamics and limits.

4.2.1 Preliminaries

4.2.1.1 Actuator Dynamics and Constraints

Written into state-space form, system model (6) along with (5) can be expressed as follows:

 ẋ(t) = Ax(t) +Bu(t) +Gg,

y(t) = Cx(t),
(119)
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where x(t) =

[
x, ẋ, y, ẏ, z ż, φ, φ̇, θ, θ̇, ψ, ψ̇

]T
∈ <n is the system state vector,

u(t) =

[
F1, F2, F3, F4

]T
∈ <m denotes the control input, and y(t) ∈ <p represents the sys-

tem’s output.

A =



0 1 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 g 0 0 0 0 0

0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 −g 0 0 0

0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 0 0



, B =



0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1/m 1/m 1/m 1/m

0 0 0 0

L/Ix −L/Ix 0 0

0 0 0 0

0 0 L/Iy −L/Iy

0 0 0 0

C/Iz C/Iz −C/Iz −C/Iz



,

C =



1 0 0 0 0 0 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0 0 0 0

0 0 0 0 1 0 0 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0 0


, G =

[
0 0 0 0 0 −1 0 0 0 0 0 0

]T
.

4.2.1.2 Actuator Faults Formulation

Combining with the faulty actuator model (11), (119) becomes:

 ẋ(t) = Ax(t) +Bu(t) +Gg + Ef(t),

y(t) = Cx(t),
(120)

where E = −B and f(t) = Lfu(t).

Remark 7 The actuator fault term f(t) can include external disturbances and noises as well, this

is reasonable since it is of primary concern to compensate total adverse effects of actuator faults,
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external disturbances, and noises, rather than distinguishing their negative impacts.

4.2.2 Adaptive Fault-Tolerant Tracking Control Design

In this section, the design procedure of a normal controller is first provided for UQH working

without actuator failures. Next, the scheme of a retrofit adaptive FTTC is introduced against actu-

ator faults. Finally, a reconfigurable control strategy constituting the normal and adaptive control

laws are synthesized.

4.2.2.1 Normal Controller Design

A normal controller designed under a proportional and integral scheme is chosen to effectively

eliminate the steady-state tracking error, the following augmented closed-loop state feedback con-

trol law can then be defined:

u(t) = Kxa(t) = Ke

∫ t

0

ε(τ)dτ +Kxx(t), (121)

where K = [Ke, Kx] ∈ <m×(l+n), ε(t) = yref (t) − y(t) denotes the error between the reference

command yref (t) and system output y(t), and xa(t) =

[
(
∫ t

0
ε(τ)dτ), x(t)

]T
.

Accordingly, system (119) can be augmented as follows:

 ẋa(t) = Aaxa(t) +Bau(t) +Gaw(t),

ya(t) = Caxa(t),
(122)

whereAa =

0 −SxC

0 A

 ∈ <(l+n)×(l+n),Ba = [0B]T ∈ <(l+n)×m,Ca =

I 0

0 C

 ∈ <(l+p)×(l+n),

Ga =

I 0

0 G

 ∈ <(l+n)×(l+r), Sx ∈ <q×p is designed to select system outputs for reference com-

mands tracking, w(t) =

[
yref (t), g

]T
, and ya(t) =

[
(
∫ t

0
ε(τ)dτ), y(t)

]T
.
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Considering (121) in (122), the augmented state feedback control system (122) becomes:

 ẋa(t) = (Aa +BaK)xa(t) +Gaw(t),

ya(t) = Caxa(t),
(123)

As a result, the UQH with actuator faults can be expressed as:

 ẋa(t) = Aaxa(t) +Bau(t) +Gaw(t) + Eaf(t),

ya(t) = Caxa(t),
(124)

where Ea = [0, E]T and UQH’s control inputs are all constrained by (10).

Consider actuators dynamics (10), the augmented system (122) can be rewritten as:


˙̄xa(t) = Āax̄a(t) + B̄au(t) + Ḡaw(t),

ȳa(t) = C̄ax̄a(t),
(125)

where x̄a(t) = [xa(t), u
pwm]T ∈ <(l+n+2m), ȳa(t) =

[
y(t) 0

]T
∈ <p+2m+l, Āa =

Aa 0

0 Kmωm

 ∈
<(l+n+2m)×(l+n+2m), B̄a = [Ba − ωm]T ∈ <(l+n+2m)×m, Ḡa = [Ga 0]T ∈ <(l+n+2m)×l, and

C̄a = [I 0] ∈ <(l+n)×(l+p+2m).

The augmented faulty system (124) then becomes:


˙̄xa(t) = Āax̄a(t) + B̄au(t) + Ḡaw(t) + Ēf(t),

ȳa(t) = C̄ax̄a(t),
(126)

where Ē = [E, 0]T .

Introduce the output feedback control u(t) = KC̄ax̄a(t) into the closed-loop system (126),

which can be expressed as:

˙̄xa(t) = Āax̄a(t) + B̄aKC̄ax̄a(t) + Ḡaw(t) + Ēf(t). (127)
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Theorem 6 For a known positive constant γ, if there exist positive symmetric matricesX = XT ∈

<(l+n+2m)×(l+n+2m) and Z = ZT > 0 ∈ <(l+n+2m)×(l+n+2m) and matrix Y ∈ <n×(l+n+2m) that

make the linear matrix inequalities (LMIs) (128), (129), and (130) hold, where the symbol ∗ is the

symmetric entry. Then system (125) can be stabilized by the controller u(t) = K̄C̄ax̄a(t):



ĀaX + B̄aY + (ĀaX + B̄aY )T Ḡa Y TR1/2 XQ1/2

∗ −γ2I 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0, (128)

 Z ∗

I(l+n+i)WX Φ2
d/r

2
max

 > 0, i = 1, ...,m, (129)

 Z ∗

−[0,W1(i)]WX +W1(ii)Y1(i) Φ2
r/r

2
max

 > 0, i = 1, ...,m. (130)

Here, γ is related to the H∞ norm Tzw(s) of transfer function ( ||ȳa(t)||2
||w(t)||2 < γ2I) from w(t) to the

performance output [33]:

ȳa(t) = [Q1/2, 0]T x̄a(t) + [0, R1/2]Tu(t). (131)

In addition, P = P T = X−1, W = [C̄T
a (C̄aC̄

T
a )−1, C̄⊥a ], and C̄⊥a represents the orthogonal ba-

sis for the null space of C̄a. W1(i) and Y1(i) denote the ith rows of matrices W1 and Y1, respectively.

Y = [Y1, 0], X =

X11 0

X21 X22

 with X11 = XT
11. I(l+n+i) and I(l+j) indicate the (l + n+ i)th and

(l + j)th row of identical matrix I , respectively. The reference command is assumed to be limited

within a known boundΩ := {yref (t)| yTref (t)yref (t) ≤ r2
max, ∀t ≥ 0}. Therefore, K = Y ∗1 (X∗11)−1

can guarantee that the system (127) meets actuators constraints (10), and Y ∗ andX∗ are the optimal

solutions of Y and X .
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Proof of Theorem 6: The following Lyapunov candidate is selected here:

V1 = x̄Ta (t)Px̄a(t). (132)

The derivative of V1 along the trajectory of system (125) can be written as:

dV1(t)

dt
= ˙̄xTa (t)Px̄a(t) + x̄Ta (t)P ˙̄xa(t) = x̄Ta (t)(Āa + B̄aK)TPx̄a(t) + wT (t)ḠT

aPx̄a(t)

+ x̄Ta (t)P (Āa + B̄aK)x̄a(t) + x̄Ta (t)PḠaw(t).

(133)

In order to guarantee the system stability, it requires that
dV1(t)

dt
< 0. Moreover, recalling the

affine quadratic H∞ condition ||ȳa(t)||2
||w(t)||2 < γ2I , then the following inequality can be obtained:

dV1(t)

dt
+ ȳTa (t)ȳa(t)− γ2wT (t)w(t)

=x̄Ta (t)(Āa + B̄aK)TPx̄a(t) + wT (t)ḠT
aPx̄a(t) + x̄Ta (t)P (Āa + B̄aK)x̄a(t)+

x̄Ta (t)PḠaw(t) + ȳTa (t)ȳa(t)− γ2wT (t)w(t) < 0.

(134)

From (131), one can easily derive that:

ȳTa (t)ȳa(t) = x̄Ta (t)(KTRK +Q)x̄a(t). (135)

In addition, the following equality is obvious:

wT (t)ḠT
aPx̄a(t) + x̄Ta (t)PḠaw(t) 6 γ2wT (t)w(t) + (

1

γ2
)x̄Ta (t)PḠaḠ

T
aPx̄a(t). (136)

Eventually, substituting (135) and (136) into (134), the following inequality can be obtained:

(Āa + B̄aK)TP + P (Āa + B̄aK) +KTRK +Q+ (
1

γ2
)PḠaḠ

T
a P < 0. (137)
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[
Q+ ( 1

γ2
)PḠaḠ

T
aP +KTRK + P − (Y + Y T ) (Āa + B̄aK)TP + Y T

P (Āa + B̄aK) + Y −P

]

=


ĀaX + B̄aY + (ĀaX + B̄aY )T Ḡa Y TR1/2 XQ1/2

∗ −γ2I 0 0
∗ ∗ −I 0
∗ ∗ ∗ −I

 < 0.

(138)

According to the Reciprocal Projection Lemma in [108], applying the Schur complement [107]

and P = X−1, (137) can be formulated into (138), which is the same as (128).

Eq. (129) ensures the ith actuator operating within the safety region Φd(i), which equals to

P = X−1 ≥ ITl+n+i

r2
max

Φ2
d(i)

Il+n+i

⇒ Φ2
d(i) ≥ X

1
2 ITl+n+iIl+n+iX

1
2 r2
max ≥ αmax(X

1
2 ITl+n+iIl+n+iX

1
2 r2
max)

≥ max
|x̄aa(t)|≥r2max

||Il+n+iX
1
2 x̄aa(t)||2 ≥ max

|X−
1
2 x̄a(t)|≥r2max

||Il+n+ix̄a(t)||2

≥ max
x̄a∈Ω
||Il+n+ix̄a(t)||2

⇒ Φ2
d(i) ≥ (Il+n+ix̄a(t))

2 = u2
(i)(t),

where αmax(·) denotes the maximal eigenvalue, Z = (WX)TP (WX), and i = 1, ...,m.

Eq. (130) guarantees the rate of the ith actuator operating within the desired boundary Φr(i).

Utilizing the Schur’s complement, (130) is equivalent to

Z ≥(−W1(i)WX +W1(ii)Y1(i))
T r

2
max

Φ2
r(i)

(−W1(i)WX +W1(ii)Y1(i))

⇒ Φ2
r(i) ≥X

1
2 (WX)−T (−W1(i)WX +W1(ii)Y1(i))

T (−W1(i)WX +W1(ii)Y1(i))(WX)−1r2
max

≥αmax(X
1
2 (−W1(i) +W1(ii)Y1(i)(WX)−T )T (−W1(i) +W1(ii)Y1(i)(WX)−1)X

1
2 r2
max)

≥ max
|x̄aa(t)|≥r2max

||(−W1(i) +W1(ii)KC̄a)X
1
2 x̄aa(t)||2

≥ max
|X−

1
2 x̄a(t)|≥r2max

||(−W1(i) +W1(ii)KC̄a)x̄a(t)||2

⇒ Φ2
r(i) ≥(−W1(i)u(t) +W1(ii)KC̄ax̄a(t))

2 = u2
r(i)(t).
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Figure 4.22: Schematic diagram of the proposed adaptive FTC scheme.

Therefore, the problem can be solved if conditions (128), (129), and (130) are simultaneously

satisfied with K = Y1(X11)−1. In addition, the closed-loop system can be stabilized under the

actuator constraints of u(t) ∈ [−Φd,Φd], ur(t) ∈ [−Φr,Φr], and state constraints of x̄a(t) ∈

[−Φs,Φs].

Remark 8 The conditions (129) and (130) guarantee that the amplitude and rate of actuators are

limited within their safe regions. The control effects can be adjusted by constraining the variable

γ to meet the transient performance requirement.

4.2.2.2 Adaptive Fault-Tolerant Controller Design

This predominant concept of the proposed adaptive FTC methodology can be illustrated in

Fig. 4.22. The overall control system comprises a normal controller, a fault estimator, and a fault

compensator. In the absence of actuator faults, the UQH is controlled by the normal controller.

Once the actuator fails to operate, it is then detected by the fault estimator, its magnitude is also

estimated using an adaptive law. Based on the estimated value, the fault compensator generates an

additionally appropriate control input uad(t) for tolerating the negative impact of actuator faults.

Eventually, an adaptive FTC controller capable of counteracting actuator faults is synthesized by

the additional control input uad(t) and nominal one un(t).
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Written into mathematical representation, the ultimate control input becomes:

u(t) = un(t) + uad(t), (139)

where uad(t) is the additional control input, which is 0 with healthy actuators, while deviates from

0 with faulty actuators; un(t) is from normal controller.

In order to obtain the magnitude of actuator faults online, a target model is first built:

˙̂x(t) = Ax̂(t) +Br(t) +Gg + Ef̂(t), (140)

where x̂(t) and f̂(t) denote the estimation of states and actuator faults, respectively; the target

control input r(t) ∈ <n is properly chosen to accomplish the control objective.

The augmentation form of (140) then offers:

˙̂xa(t) = Aax̂a(t) +Bar(t) +Gaw(t) + Eaf̂(t). (141)

Define the system state error e(t) = x̂a(t) − xa(t) and the control input u(t) = r(t) −

Γe(t), the error feedback gain Γ is introduced for stabilizing the augmented system (141), Ea =

[Ea1, ..., Eam]. Then one can obtain the derivative of system state error as follows:

ė(t) = ˙̂xa(t)− ẋa(t)

= Aae(t) +Ba(u(t) + Γe(t)) +Ga(f̂(t)− f(t))

= (Aa +BaΓ )e+ Eaf̃(t)

= (Aa +BaΓ )e+
n∑
i=1

Eaif̃i(t),

(142)

where f̃(t) = f̂(t)− f(t) is the estimation of disturbance errors and f̃(t) = diag[f̃1(t)...f̃n(t)].

Theorem 7 The augmented state error system (142) can be stabilized with the existence of positive

symmetric matrix X2 ∈ <(m+l)×(m+l) and matrix Y2 ∈ <n×(m+1), meanwhile the following LMI
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(143) should hold:

AaX2 +BaY2 +X2A
T
a + Y T

2 B
T
a < 0, (143)

and ˙̂
f(t) is determined by the following adaptive law:

˙̂
fi(t) = Proj[f

i
,f i]
{−kieTPEai}

=


0, if f̂i(t) = f

i
,−kieTPEai 6 0 or

f̂i(t) = f i,−kieTPEai > 0,

−kieTPEai, otherwise,

(144)

where ki > 0 denotes the adaptive law gain, Proj{·} is the projection operator projecting the

estimates f̂i(t) to the acceptable fault interval [f
i
, f i].

Remark 9 A feasible solution of X2 and Y2 can be calculated from (143) using LMI toolbox in

Matlab. Then, the error feedback gain Γ = Y2X
−1
2 can be obtained [121].

Proof of Theorem 7: Choosing the Lyapunov candidate function as follows:

V2 = eT (t)Pe(t) +
n∑
i=1

f̃ 2(t)

ki
. (145)

The derivative of V2 then gives:

V̇2 = eT (t)[P (Aa +BaΓ ) + (Aa +BaΓ )TP ]e(t) + 2
n∑
i=1

f̃ie
T (t)PEai + 2

n∑
i=1

f̃i
˙̃fi

ki
. (146)

If the adaptive law (144) and the following LMI are selected, it follows that:

f̃i
˙̃fi

ki
6 −f̃ieT (t)PEai, (147)

then, (146) can be rewritten as:

V̇2 6 eT (t)[P (Aa +BaΓ ) + (Aa +BaΓ )TP ]e(t). (148)
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Choosing Γ = Y2X
−1
2 and P = X−1

2 , as well as (143) holds, one can obtain that:

P (Aa +BaΓ ) + (Aa +BaΓ )TP < 0. (149)

Substituting (149) into (148), it gives:

V̇2 6 −β||e(t)||2 6 0, (150)

where β := −max[P (Aa +BaΓ ) + (Aa +BaΓ )TP ] > 0.

So far, the augmented state error system (142) is stabilized and proof of Theorem 7 is finished.

4.2.2.3 Control Schemes Synthesis

An appropriate control input r(t) = Kx̂a(t) − B†aEaf̂(t) is devised in order to match the

augmented target system (141) with the normal system (123), then (141) becomes:

˙̂xa(t) = (Aa +BaK)x̂a(t) +Gaw(t), (151)

where B†a denotes the pseudo inverse of Ba.

Ultimately, the additional control effort compensating the undesired adverse effects of actuator

faults can be derived:
u(t) = r(t)− Γe(t)

= Kx̂a(t)−B†aEaf̂(t)− Γe(t)

= un(t) + uad(t),

(152)

where un(t) = Kxa(t), and uad(t) = (K − Γ )e(t) − B†aEaf̂(t). The additional compensating

control input uad(t) varies from 0 in the event of actuator faults, while it remains 0 in the absence

of actuator faults.

Remark 10 The additional fault compensating control input uad(t) comprises two terms (K −

Γ )e(t) and −B†aEaf̂(t). The first term, which activates once any residuals between the plant and
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adaptive model are generated, is designed for reducing the speed of fault induced performance

deterioration with no fault information, so as to provide the FDD module with sufficient time to

achieve more accurate diagnosis results and offer extra time for the control reconfiguration as well;

the other term is triggered after the correct fault information is obtained from the FDD scheme.

4.2.3 Simulation and Experimental Results

The performance of the normal and proposed controllers are compared in the face of faulty

actuators. The system parameters of the studied UQH are adopted from a real one, which are listed

in Table 4.1. In order to better meet the practical conditions, the actuator saturation is considered

in the system nonlinear model. The operation bound of PWM control input is restricted within

[0, 0.05] and its rate is limited under 0.05 per second for the simulation; while PWM control input

is constrained in [0.05, 0.1] and its rate is limited under 0.05 for the experiment.

4.2.3.1 Scenarios Description

Three scenarios are included in the method validation:

(1) Scenario 1: This scenario considers two actuator fault cases. First, there are partial loss

of control effectiveness faults (60%) acting on all four motors which occurs at 30th second

when the UQH is tracking a desired trajectory. Next, the performance comparison with

partial loss of 50% control effectiveness in two neighbouring motors (rear and left motors)

starting at 30th second is conducted.

(2) Scenario 2: In this scenario, the proposed control method considering actuator dynamics is

further validated by comparing it with the normal control method without consideration of

actuator dynamics. This performance comparison is conducted with partial loss of 30% con-

trol effectiveness imposed, which is solely acted on the rear motor starting at 20th second.

To make the simulation to be more practical, it is important to show the proposed controller’s
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Figure 4.23: Performance comparison in vertical direction (a) and estimation result (b).

robust performance in the presence of external disturbances and noises. Accordingly, an en-

vironmental disturbance of 1 N along vertical and 1 N along longitudinal directions, which

lasts from 40th second to 50th second, is injected into the system. Noises with variance of

0.0001 acting on all measurements are taken into account as well.

(3) Scenario 3: In order to further demonstrate the efficacy of the proposed FTC method in

practice, experimental test is also carried out in an indoor experimental environment. Loss

25% of overall power of all motors is considered, mimicking the negative impact of battery

drainage.

4.2.3.2 Results of Scenario 1 and Evaluation

Fig. 4.23(a) shows the performance achieved by the proposed controller is significantly superior

than the normal controller when the UQH is exposed to actuator faults in all motors. Although the

UQH can be steered to return to the intended altitude by both controllers, the performance of

overshoot (80%) and settling time (30s) is not satisfactory in the case of normal controller. By

contrast, the performance is significantly improved (with 20% of overshoot and 10s of settling

time) by the proposed controller.

The estimated fault rate is displayed in Fig. 4.23(b). As can be observed in Fig. 4.24, the

control inputs of both controllers are under actuator saturation, and the required PWM inputs to
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Figure 4.24: Performance of PWM control input signals.
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Figure 4.25: Performance comparison in the vertical direction.

compensate the effect of gravity and actuator faults is around 0.0286 (under the PWM deflection

range [0, 0.05]). Moreover, it can also be seen from Fig. 4.24 that the better performance of the

proposed controller is due to the more prompt control signal generation of the proposed controller

than that of the normal controller.

4.2.3.3 Results of Scenario 2 and Evaluation

As can be seen the respective performance of two compared controllers in Fig. 4.25, although

merely the amount of imposed actuator faults is not able to cause the UQH crash, eventually

the normal controller cannot prevent this serious consequence in the event of both actuator faults
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Figure 4.26: Performance comparison in longitudinal direction (a) and pitch angles (b).
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Figure 4.27: Performance comparison in lateral direction (a) and roll angles (b).

and external disturbances. While the proposed controller can eventually maintain the quadrotor’s

stability at the expense of 60% overshoot after the occurrence of disturbance.

It can be observed from Fig. 4.26(b) and 4.27(b), the normal controller cannot ensure Euler an-

gles to track the reference signals. Eventually, as shown in Fig. 4.26(a) and 4.27(a), it cannot force

the set-point tracking error to converge to zero quickly enough or even worse steer the quadrotor

helicopter to the intended position within a stipulated time. On the contrary, within a graceful per-

formance degradation, the proposed controller can still ensure stability of the quadrotor helicopter.

This indicates the proposed controller has the capability to effectively reject large constant external

disturbances comparing to the normal controller.

From Fig. 4.28, operated by the normal controller, the UQH’s actuators are saturated when
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Figure 4.28: Performance of PWM control input signals.

it simultaneously encounters the actuator fault and external disturbances. This directly leads to

the crash. However, by employing the proposed controller, the UQH can react effectively and its

stability can also be guaranteed without violating actuator limits.

4.2.3.4 Results of Scenario 3 and Evaluation

Before the presence of actuator faults, the normal and proposed controllers (no fault com-

pensating mechanism is activated) are similar, thereby the analogically good trajectory tracking

performance can be observed in Fig. 4.29. After the occurrence of actuator faults, Fig. 4.29 shows

a deviation from the expected path. One can see that the better tracking performance is achieved by

the proposed controller comparing with the normal controller. The existence of fault compensating

mechanism exactly explains the superior performance of the proposed controller.

To be more specific, from Fig. 4.30, 0.33 m and 0.83 m of height losses are induced under

the supervision of the proposed and normal controllers, respectively. Furthermore, although no

significant tracking errors are caused along the longitudinal direction (as shown in Fig. 4.32) when

the UQH is operated by either the normal controller or proposed controller, the performance of the

UQH along the lateral direction (as displayed in Fig. 4.31(a)) achieved by the normal controller

(around 0.5 m) is worse than that of the proposed controller (around 0.17 m).
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Figure 4.29: Performance comparison of normal and proposed controllers in 3D view.
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Figure 4.30: Performance comparison in the vertical direction.
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Figure 4.31: Performance comparison in longitudinal direction (a) and pitch angles (b).
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Figure 4.32: Performance comparison in lateral direction (a) and roll angles (b).

In addition, as can be seen in Fig. 4.33, more appropriate PWM inputs are generated by the pro-

posed controller (by virtue of the consideration of actuator dynamics in the controller design) with

comparison of the normal controller, while this correspondingly contributes to the less aggressive

actions of the UQH manoeuvring by the proposed controller.

4.3 Adaptive Fault-Tolerant Tracking Control of Unmanned

Surface Vehicle

In addition to the design of a reliable USV guidance system capable of compensating negative

effects from environmental disturbances and turning motion (as stated in section 3.1), it is also of

great importance to develop a FTC strategy to enhance the reliability and safety of USV control

system and maintain an acceptable level of performance in the presence of system component

malfunctions. As the connection between the control command and physical action, the actuator

plays a vital role in USV control system. When actuators fail to operate as expected, the system

performance degrades as well, even the stability of the overall system may be seriously threatened.

These hazardous phenomena may further lead to two risks, the first risk implies that both rescue

personnels and manned vessels are needed to fetch the USV with defect actuators; the other risk is

to increase the collision probabilities and threats to other vessels and personnels in the vicinity of
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Figure 4.33: Performance comparison of PWM input signals.

the faulty USV.

The existing researches in the USV control community up to date, however, mainly involve the

fault detection and diagnosis (FDD) of USV sensor and actuator failures, while limited number of

papers devote to the FTC of USV problems. In terms of the FDD of USV sensor faults, a fuzzy

logic adaptive federated Kalman filter (FLA-FKF) algorithm is developed in [122] in the event of

sensor faults and measurement noises. In [123], an adaptive observer is proposed along with redun-

dant sensors to detect sensor faults. A multiple model adaptive estimation (MMAE) technique is

presented in [124] to detect and isolate the sensor faults. [125] introduces a federated Kalman filter

(FKF) employing a fuzzy logic adaptive methodology for detecting and isolating different class of

sensor faults. With respect to the FTC of USV, a reconfigurable control approach is adopted for

the accommodation of ship propulsion faults in [126]. In [127], an unknown input observer based

fault-tolerant control allocation technique is developed for the detection and isolation of actuator

faults. [128] addresses a linear parameter varying control technique based FTC method consider-

ing the actuator fault as a time-varying term in the controller design. Furthermore, according to the

existing work [74,75], the desired heading angle is normally assumed to be perfectly tracked by the
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Figure 4.34: Block diagram of the proposed adaptive fault-tolerant tracking control scheme.

heading control system. In the practical situations, however, either environmental disturbances or

actuator failures may seriously affect the performance of heading controller. The desired heading

angle thereby may not be well tracked in these dangerous cases.

In the subsequence of this section, the design procedure of a normal tracking control method

is first applied in the absence of actuator faults. Then, a retrofit adaptive fault estimation and

compensating control scheme is introduced to counteract the actuator failure. Finally, a fault-

tolerant tracking control strategy is constructed by synthesizing these two control laws.

4.3.1 Adaptive Fault-Tolerant Control Law Design

The primary idea behind the proposed FTC method is illustrated in Fig. 4.34, which is the

combination of the aforementioned normal tracking control scheme and a fault estimation and

compensating mechanism. Its design procedure can be generally introduced as follows:

(1) before encountering the actuator fault, the USV is controlled by the normal tracking con-

troller to achieve the satisfactory performance;

(2) once the fault occurs, a fault estimator is activated and the amplitude of the fault is then

estimated based on an indirect adaptive fault estimation law;
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(3) after the fault estimation, a corresponding fault compensating control input is generated

according to an actuator fault compensating control law; and

(4) eventually, an adaptive FTC input combining with the normal and fault compensating control

inputs is synthesized so as to effectively counteract the adverse effect of actuator faults.

In the mathematical representation, the ultimate control input u(t) can also be written as:

u(t) = ubc(t) + uad(t), (153)

where uad(t) is the fault compensating control input, which is 0 in the normal case and deviates

from 0 in the event of actuator fault, ubc(t) denotes the control input from the normal controller.

To further facilitate the controller design, as a widely adopted marine surface vehicles model,

the USV model (3) has been reduced into the classic Nomoto model, which is employed in this

research for modelling the yaw dynamics of USV:

ψ̇ = r

ṙ +
d33

m33

r =
1

m33

τr,
(154)

where τr is the yaw control moment, m33 and d33 denote the added mass effects and hydrodynamic

damping, respectively [98].

In state-space representation, (154) can then be written into:

ẋ(t) = Ax(t) +Bu(t), (155)

where u(t) = τr is the control input, x(t) = [ψ, r]T is the state vector, A =

0 1

0 −d33/m33

, and

B = [0 1/m33]T .
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Borrowing the idea of incorporation of state feedback control law with an integral action that

is used in section 4.1, (155) can then be augmented as:

ẋa(t) = Aaxa(t) +Bau(t) +Garref (t), (156)

whereAa =

0 −Sx

0 A

 ∈ <(q+n)×(q+n), Ba = [0B]T ∈ <(q+n)×m, andGa = [I 0 0]T ∈ <(q+n)×q.

Consider the closed-loop state feedback control with integration of the integral term of tracking

error, the following controller can then be selected as the normal tracking control law:

ubc(t) = Kxa(t) = Ke

∫ t

0

ε(τ)dτ +Kxx(t), (157)

where K = [Ke Kx] ∈ <m×(l+n) which is designed using Theorem 5 in section 4.1, ε(t) =

rref (t) − Sxx(t) denotes the error between reference signal and state, rref (t) is the reference

signal, matrix Sx ∈ <q×p determines the specific outputs for tracking the reference signals, and

xa(t) =

[∫ t
0
ε(τ)dτ x(t)

]T
∈ <(q+n) is the augmented state vector.

Combine (156) and (157), the augmented closed-loop state feedback control system becomes:

ẋa(t) = (Aa +BaK)xa(t) +Garref (t). (158)

Incorporate actuator fault (11) in the augmented system (156):

ẋa(t) = Aax(t) +Bau(t) + Eafa(t), (159)

where Ea = Ga + [0, E]T = [I, ET ]T and fa(t) = [rref (t), f(t)]T .

Consider a target model subjects to actuator faults, which has the following structure:

˙̂x(t) = Ax̂(t) +Br(t) + Ef̂(t), (160)
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where the target control input r(t) ∈ <n is properly determined so as to achieve the control objec-

tive. x̂(t) and f̂(t) denote the estimation of states and actuator faults, respectively.

The augmented form of the target model (160) becomes:

˙̂xa(t) = Aax̂a(t) +Bar(t) + Eaf̂a(t), (161)

where x̂a =

[∫ t
0
ε̂(τ)dτ x̂(t)

]T
and fa(t) = [rref (t), f̂(t)]T .

Let the system state error e(t) = xa(t) − x̂a(t) and the control input u(t) = r(t) + Fe(t), the

derivative of the state error between (159) and (161) then gives:

ė(t) = ẋa(t)− ˙̂xa(t)

= Aae(t) +Ba(u(t)− r(t)) + Ea(fa(t)− f̂a(t))

= (Aa +BaF )e+ Eaf̃a(t),

(162)

where f̃a(t) = fa(t) − f̂a(t) is the estimation of fault errors, f̃a(t) = [f̃a1(t)...f̃an(t)]T , and F is

the error feedback gain which is designed for stabilizing the augmented system (161).

Writing Ea = [Ea1...Ean]T , the following augmented system state errors can be obtained:

ė(t) = (Aa +BaF )e+
n∑
i=1

Eaif̃ai(t). (163)

Since the actuator fault can be regarded as constant within a relatively short period as compared

with fast sampling time, then the following relationship is achievable:

˙̃fa(t) = ḟa(t)− ˙̂
fa(t) = − ˙̂

fa(t). (164)

Theorem 8 The augmented state error system (163) can be stabilized if there exist a positive

symmetric matrixXa ∈ <(m+l)×(m+l) and matrix Ya ∈ <n×(m+1), while the linear matrix inequality

(165) should hold:

AaXa +BaYa +XaA
T
a + Y T

a B
T
a < 0, (165)
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and ˙̂
fa(t) is determined by the following indirect adaptive law:

˙̂
fai(t) = Proj[f

i
,f i]
{kPiΞTPEai}

=


0, if f̂a(t) = f

i
, kPiΞ

TPEai 6 0

or f̂a(t) = f i, kPiΞ
TPEai > 0,

kPiΞ
TPEai, otherwise,

(166)

where Ξ = e(t) + kDiė(t), the adaptive law gain kPi > 0 and kDi > 0, the positive symmetric

matrix P = X−1
a > 0, and Proj{·} denotes the projection operator [100] which is employed for

projecting the estimates f̂ai(t) to the acceptable fault interval [f
i
, f i].

Proof of Theorem 8: Based on (163), the Lyapunov candidate function is chosen as:

V2 = eT (t)Pe(t) +
n∑
i=1

f̃ 2
a (t)

kPi
. (167)

Deriving V2 with respect to time and along the trajectory of the error (163), one can obtain:

V̇2 = eT (t)[P (Aa +BaF ) + (Aa +BaF )TP ]e(t) + 2
n∑
i=1

f̃aie
T (t)PEai + 2

n∑
i=1

f̃ai
˙̃fai

kPi
. (168)

According to the adaptive law (166), one can obtain:

f̃ai
˙̃fai

kPi
= −f̃ai[e(t) + kDiė(t)]

TPEai. (169)

Substituting (169) into (168), it follows that:

V̇2 = eT (t)[P (Aa +BaF ) + (Aa +BaF )TP ]e(t)− 2
n∑
i=1

f̃aikDiė
T (t)PEai
kPi

. (170)

Setting V2 as follows:

V̇2 = V̇21 + V̇22, (171)
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where V̇21 = eT (t)[P (Aa +BaF ) + (Aa +BaF )TP ]e(t) and V̇22 = −2
∑n

i=1
f̃aikDiė

T (t)PEai

kPi
.

Let F = YaX
−1
a , P = X−1

a , as well as (165) holds, the following inequality can be obtained:

V̇21 = eT (t)[P (Aa +BaF ) + (Aa +BaF )TP ]e(t) < 0. (172)

Next, substituting (163) into V̇22 gives:

V̇22 =− 2
n∑
i=1

f̃aikDi[e
T (t)(Aa +BaF )T + (Eaif̃ai)

T ]PEai
kPi

≤− 2
n∑
i=1

f̃aikDie
T (t)(Aa +BaF )TPEai

kPi
− 2

n∑
i=1

f̃ 2
aikDiE

T
aiPEai

kPi
.

(173)

Employing the Lemma 1 in [129], for a positive scalar µ and positive symmetric matrix P0, one

can obtain that:

V̇22 ≤− 2
n∑
i=1

f̃aikDie
T (t)ATstPEai
kPi

− 2
n∑
i=1

f̃ 2
aikDiE

T
aiPEai

kPi

≤
n∑
i=1

eT (t)P0e(t)

µkPi
− 2

n∑
i=1

f̃ 2
aikDiE

T
aiPEai

kPi
+ µ

n∑
i=1

[f̃aikDiA
T
stPEai]P

−1
0 [f̃aikDiA

T
stPEai]

T

kPi

≤
n∑
i=1

eT (t)P0e(t)

µkPi
− 2

n∑
i=1

f̃ 2
aikDiE

T
aiPEai

kPi

+ µ
n∑
i=1

(f̃aikDi)
2

kPi
λmax

{
[ATstPEai]P

−1
0 [ATstPEai]

T
}
,

(174)

where Ast = Aa +BaF .

Substituting (172) into (170) gives:

V̇2 = V̇21 + V̇22 ≤ −(δ1 − δ2)||e(t)||2 + δ3, (175)
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where

δ1 =−max[PAst + ATstP ] > 0,

δ2 =
n∑
i=1

P0

µkPi
> 0,

δ3 =µ
n∑
i=1

(f̃aikDi)
2

kPi
λmax

{
[ATstPEai]P

−1
0 [ATstPEai]

T
}
− 2

n∑
i=1

f̃ 2
aikDiE

T
aiPEai

kPi
.

Then, V̇2 < 0 for (δ1 − δ2)||e(t)||2 > δ3, ∀t ≥ 0, this implies that the errors e(t) and f̃a are

uniformly bounded and converge to a small set according to the Lyapunov stability theory [101],

and the augmented state error (162) is also stabilized.

Remark 11 A feasibility solution of Xa and Ya is obtained by solving inequality (165) using Mat-

lab LMI toolbox. The error feedback gain F can then be calculated by F = YaX
−1
a .

Remark 12 The adaptive fault estimation law (166) constitutes a proportional term with a deriva-

tive one, which can increase the rapidity of fault estimation comparing with the fault estimation

law with solely the proportional term.

4.3.2 Control Schemes Synthesis

In order to match the augmented target system model (161) with the fault-free system model

(156), r(t) = Kx̂a(t)−B†aE0f̂(t) is chosen so that (161) becomes:

˙̂xa(t) = Aax̂a(t) +BaKx̂a(t) +Garref (t), (176)

where E0 = [0, ET ]T and B†a is the pseudo inverse of Ba.

From Theorem 8, it implies that x̂a(t) ∈ L∞ and r(t) are bounded. Moreover, e(t) ∈ L∞,

the state vector xa(t) of augmented faulty model (159) is then bounded. Based on the augmented

state error system (163), it follows that ė(t) is bounded as well. Together with a fact that e(t) ∈
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L∞
⋂
L2, it means that limt→∞e(t) = 0. As a result, the states encountering actuator faults can

asymptotically track that of normal states and the final control goal is fulfilled [121].

The ultimate control effort compensating the negative impact of actuator faults is obtained:

u(t) = r(t) + Fe(t)

= Kx̂a(t)−B†aE0f̂a(t) + Fe(t)

= ubc(t) + uad(t),

(177)

where ubc(t) = Kxa(t), and uad(t) = (F − K)e(t) − B†aE0f̂a(t). The additional control input

uad(t) will vary from 0 in the presence of actuator faults.

Remark 13 In addition to counteracting the adverse effects of actuator faults, the proposed con-

troller is capable of ensuring the satisfactory performance of normal controller as well. Actually,

this property is of significance as the USV is operated under actuator failures most of the time.

4.3.3 Simulation Results

The USV model and path to be followed, in this simulation, are selected as the same to the

simulation of Section 3.1.

4.3.3.1 Scenarios Description

The following two scenarios have been considered:

(1) Scenario 1: A step fault with amplitude of 0.2 Nm, in this case, is injected in rudder control

input. This fault begins at 20th second and disappears at 100th second. The performance of

the normal and proposed controllers is compared.

(2) Scenario 2: To further validate the efficacy of the proposed controller, a time-varying actua-

tor fault (0.1 + 0.2sin(π/5)t) is introduced into rudder, lasting from 20th to 180th second.
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Figure 4.35: The performance comparison of path following.

4.3.3.2 Results of Scenario 1 and Evaluation

In Fig. 4.35, the path following performance of the normal and proposed controllers are com-

pared. After either the occurrence or disappearance of actuator faults, the USV can smoothly

follow the path under the supervision of the proposed adaptive FTC controller, while the transient

oscillation is induced when the USV is operated by the normal controller.
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Figure 4.36: Performance of heading angle, lookahead distance, and rudder.
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Figure 4.37: The estimation of actuator fault.
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Figure 4.38: The performance comparison of path following.

Fig. 4.36 displays the time histories of heading angle tracking, lookahead distance, and rudder

moment. It can be seen that a more prompt and proper rudder action is produced with the proposed

controller comparing with normal controller. Accordingly, this results in a better heading angle

tracking performance and less and smoother lookahead variation than that of the normal controller.

The fault estimation result is shown in Fig. 4.37, it clearly shows that the amplitude of the

imposed actuator fault can be well and rapidly estimated.
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4.3.3.3 Results of Scenario 2 and Evaluation

From Fig. 4.38, the added actuator fault seriously deteriorates the performance of the normal

controller which makes the USV oscillates along the path, while the proposed controller capable of

compensating the negative effects of fault maneuvers the USV to follow the desired path in a gentle

and steady manner. This good results of the proposed controller is due to the rapid and appropriate

rudder operation (see in Fig. 4.39), which likewise steers the USV to elegantly track the expected

heading angle without causing obvious oscillation. Furthermore, compared with normal controller,

the proposed controller induces less and smoother lookahead distance variation.
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Figure 4.39: Performance of heading angle, lookahead distance, and rudder.

As displayed in Fig. 4.40, even the amplitude of the time-varying fault can be consistently

estimated as well. This superior performance is because of the introduction of the derivative term

in the fault estimation law which can guarantee a prompt convergence to the expected value.
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Figure 4.40: The estimation of actuator fault.

4.4 Linear Parameter Varying Control of Unmanned Surface

Vehicle with Actuator Faults and Mass Variation

In real life situations, the mass of USV may suddenly and dramatically change due to payload

deployment, aircraft taking-off and landing, as well as missile launching. It may also gradually

alter over a period of time due to fuel consumption and water sampling. These factors can di-

rectly lead to the variation of system dynamics (inertia and Coriolis and centripetal effects), and

may ultimately deteriorate the performance of USV controller that is designed on the basis of a

static internal model. More seriously, it may likewise cause the frequent operation as well as wear

and tear of actuators which can severely threaten the health of actuators (actuator faults), result in

missions being aborted, and probably threaten the safety of other marine crafts and personnels in

its proximity [130]. In order to cope with such issues and successfully accomplish assigned mis-

sions without significant performance degradation, the development of an efficient and effective

gain-scheduling control methodology with adaptive dynamics updating capabilities is highly de-

manded. Unfortunately, the variation of mass, which is responsible for the significant deterioration
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in terms of controller performance, is normally unknown in advance. The precise estimation of

mass variation is thereby critical in real-time applications. However, little research to date involve

in this topic, only a recent publication is found in [130], in which a model predictive control (MPC)

combining with three parameter estimation algorithms (including gradient descent, least squares,

and weighted least squares) is developed.

Most of the existing USVs control approaches are developed based on linear models or the

linearization of nonlinear systems around a specific operating point. But for systems with a wide

operating range, the linearized methods may fail to achieve satisfactory performance. Alterna-

tively, the linear parameter varying (LPV) control [131] capable of effectively solving numerous

nonlinear control problems has progressed steadily into a mature tool [132]. It has a significant

advantage over the fixed-gain controllers since its feedback control gains can be scheduled along

with the variation of dynamics, which contributes to less conservativeness of the controller as well.

In industrial applications, LPV control method has been widely adopted to solve variety of prac-

tical problems due to its capability of guaranteeing system stability and performance over a wide

range of operating conditions [133]. The idea of LPV is firstly appeared in [134] which is to anal-

yse the interpolation and realization issues in the traditional gain-scheduling control approaches.

In the successive development, many methodologies are gradually developed to contribute to the

LPV control design including linear matrix inequality (LMI) [135], stable realizations [136], and

set-invariance methods [137].

In order to overcome the challenges addressed above, this thesis investigates the design of

an adaptive gain scheduling control method for USV tackling the sudden change in mass, while

encountering actuator faults. This proposed controller includes the following components: 1) a

LPV state feedback controller is designed to control USV under different operating conditions,

these conditions include variations of overall mass and actuator faults, which are considered as the

scheduling variables in the LPV controller design; 2) an adaptive parameter estimation mechanism

and a finite-time adaptive fault estimation scheme are devised to provide the real-time information

of mass and actuator faults variations during the maneuver of USV; 3) finally, a LPV state feedback
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controller capable of adaptively estimating system parameter variation is synthesized to guarantee

the satisfactory mission performance in the absence/presence of sudden and dramatic changes in

dynamics.

4.4.1 USV Linear Parameter Varying Steering Model

Assumption 7 It is reasonable to neglect the sway velocity (this derives uv = 0) since it is much

smaller than the surge velocity in the case of underactuated USV.

Based on Assumption 7, the following simplified USV model consisting of surge and steering

dynamics can be achieved:

u̇u = Auuu +Buτu

ψ̇ = r

ṙ = Arr +Brθ,

(178)

where ψ, θ, and uu denote the yaw angle, rudder deflection, and surge speed, respectively. Au =

−d11/m11, Ar = −d33/m33, Bu = 1/m11, Br = Nθ/m33.

In addition, the parameters d33 = −Nr+(mχg− 1
2
Nν̇− 1

2
Yṙ)uu andm11 = m−Xu̇ are functions

of system overall mass m. When selecting m as a time-varying parameter, (178) is exactly a LPV

model [138].

Without loss of generality, (178) can be written into the following state-space form:

 ẋ(t) = A(δ)x(t) +B(δ)u(t)

y(t) = C(δ)x(t),
(179)

where u(t) = [τu θ]
T ∈ <m, x(t) = [uu ψ r]T ∈ <n, and y(t) ∈ <p represent the system’s

control input, state, and output vector, respectively. A(δ) =


Au 0 0

0 0 1

0 0 Ar

, B(δ) =


Bu 0

0 0

0 Br

,
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and C(δ) =

1 0

0 1

. δ is a time-varying vector that contains all possible trajectories of system.

The linearized USV model can then be expressed as:

(A(δ), B(δ), C(δ)) =
N∑
i=1

µi(Ai, Bi, Ci) ∈ Co{(Ai, Bi, Ci) : i = 1, ..., N}, (180)

with the convex coordinates µi > 0 and
∑N

i=1 µi = 1, (Ai, Bi, Ci)(i = 1, ..., N) are a priori known

constant matrices that denote USV models at all vertices, and Co{· } represents the convex hull.

Ω = {µi ∈ <N , µi ≥ 0,
N∑
i=1

µi = 1}, (181)

where Ω denotes a convex set, µi denotes the function of time-varying parameter δ, and its selection

rule can use the bounding box approach presented in [139].

Therefore, a LPV system can be constructed if the parameter dependence is affine, that is

matrices A(δ), B(δ), and C(δ) depend affinely on δ, while δ varies over a fixed polytope. In order

to eliminate the steady-state error, the state feedback control is normally in augmentation with an

integral action [140]. The augmented feedback system can then be described as follows:

 ẋa(t) = Aa(δ)xa(t) +Ba(δ)u(t) +Ga(δ)yr(t)

ya(t) = Ca(δ)xa(t),
(182)

where yr(t) is the reference signal, xa(t) = [
∫ t

0
ε(τ)dτ, x(t)]T and ya(t) = [

∫ t
0
ε(τ)dτ, y(t)]T ,

ε(t) = yr(t)− y(t).

Aa(δ) =

0 −SC(δ)

0 A(δ)

 ∈ <(l+n)×(l+n), Ba(δ) =

 0

B(δ)

 ∈ <(l+n)×m,

Ca(δ) =

I 0

0 C(δ)

 ∈ <(l+p)×(l+n), Ga(δ) =

I
0

 ∈ <(l+n)×(l+r).

(183)
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Basedon(180)and(183),system(182)canalsobewritteninpolytopicrepresentation:

(Aa(δ),Ba(δ),Ca(δ),Ga(δ))=
N

i=1

µi(Aai,Bai,Cai,Gai)

∈Co{(Aai,Bai,Cai,Gai):i=1,...,N}.

(184)

4.4.2 Finite-TimeLinearParameterVaryingFault-TolerantControlDesign

TheoverallcontroldesignstructureoftheproposedschemeisoutlinedinFig.4.41

LPV  
Controller USV

LPV Adaptive Mechanism

Reference 
Model

Fault 
Estimator

LPV Scalar
Calculation

.First,a

LPV-basedfaultestimatorisconstructedtoestimatetheamplitudeofactuatorfaultunderdifferent

workingconditions;then,aLPVscalarcalculationlawisdevelopedforthedeterminingtheweight

ofcontrolgainsofeachvertex;finally,aLPV-basedfeedbackcontrolmethodischosenforthe

reconfigurablecontroldesign.

Figure4.41:SchematicdiagramofLPV-basedfault-tolerantcontrolmethod.

4.4.2.1 LinearParameterVaryingFault-TolerantControlScheme

Itisassumedthatthestatesoftheclosed-loopsystemaremeasurablebythesensorsatany

timeinstant.Hence,theaugmentedsystem(182)withclosed-loopstatefeedbackandtheintegral

trackingactioncanberepresentedby:

u(t)=Kst(δ)x(t)=Kε(δ)
t

0

ε(τ)dτ+Kx(δ)x(t), (185)
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where Kst(δ) = [Kε(δ), Kx(δ)] ∈ <m×(l+n). Choosing the output as za(t) = Cz(δ)xa(t) +

Dz(δ)u(t) +Gz(δ)ωa(t), the corresponding closed-loop augmented system in state feedback case

can therein be represented by:

 ẋa(t) = Ast(δ)xa(t) +Ga(δ)ωa(t)

za(t) = Cst(δ)xa(t) +Gz(δ)ωa(t),
(186)

where Ast(δ) = Aa(δ) + Ba(δ)Kst(δ), and Cst(δ) = Cz(δ) + Dz(δ)Kst(δ). za(t) ∈ <p, Cz(δ) ∈

<p×n, Dz(δ) ∈ <p×m, Gz(δ) ∈ <p×r.

To ensure the existence of the linear parameter dependent state feedback control law (185) for

the closed-loop system (186), the following bounded real lemma (BRL) [139] should be satisfied:

(1) Ast(δ) is quadratically stable [108];

(2) there exists a bound γ > 0 for any exogenous input ωa(t) ∈ L2[0.∞), the performance

criteria ||T (δ)||∞ < γ, where T (δ) denotes the system transfer function.

If the aforementioned BRL is satisfied, and there exists a symmetric positive definite matrix

X(δ) and a matrix Y (δ) such that LMI (187) holds [18]:

Ξ(δ) =



Alpv(δ) Ga(δ) Y T (δ)R1/2 X(δ)Q1/2

−γI ∗ 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0, (187)

where Alpv(δ) = Aa(δ)X(δ) +Ba(δ)Y (δ) + (Aa(δ)X(δ) +Ba(δ)Y (δ))T .

Remark 14 For the sake of minimizing the conservative, the matricesX(δ) and Y (δ) are normally

parameterized. However, the nonlinear uncertainties terms may yielded by the products between

the uncertain matrices Aa(δ) and X(δ), or Ba(δ) and Y (δ). Therefore, the following procedure

should be conducted to avoid the nonlinear uncertainties terms by eliminating the elements with

the products of two uncertain terms.
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Theorem 9 The closed-loop system (186) can be stabilized under the supervision of state feedback

control law ut = Kst(δ)xa(t) with Kst(δ) = Y (δ)X−1(δ), where the positive symmetric matrix

X(δ) =
∑N

i=1 µiXi ∈ <(m+l)×(m+l) and matrices Y (δ) =
∑N

i=1 µiYi ∈ <n×(m+l) and Z(δ) =∑N
i=1 µiZi ∈ <(m+l)×(m+l), if (188) and (189) hold (∗ denotes the symmetric entry in the LMI).

Ξij + Ξji < 0, (1 ≤ i ≤ j ≤ N), (188)

Ξij =



AajXi +BajYi + (AajXi +BajYi)
T Gaj Y T

i R
1/2 XiQ

1/2

∗ −γI 0 0

∗ ∗ −I 0

∗ ∗ ∗ −I


< 0. (189)

Proof : Expanding and parametrizing all terms in (187), then the following sufficient condition

of (187) holds:

Ξ(δ) =
N∑
i=1

N∑
j=1

µiµjΞij < 0, (190)

where Ξij is the same as (188) and (189).

If (188) is true, the following inequalities can thereby be obtained


Ξii < 0, (i = 1, ..., N)

Ξij + Ξji < 0, (1 ≤ i < j ≤ N).

(191)

As
∑N

i=1 µi = 1, µi ≥ 0, then

Ξ(δ) =
N∑
i=1

µ2
iΞii +

N−1∑
i=1

N∑
j=i+1

µiµjΞij < 0, (192)

which is equivalent to (190).

Consequently, if (188) holds, it can then derive that (192) is satisfied and (189) holds. Whilst

the closed-loop system (186) can be stabilized with respect to all parameter variations δ.
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4.4.2.2 Controller Synthesis

Employing the bounding box method proposed in [139], the LPV system matrices can be ap-

proximately described in an affine LPV form [141] as:


Aa(δ) = Aa0 +

N∑
i=1

µi(δ)Aai

Ba(δ) = Ba0 +
N∑
i=1

µi(δ)Bai,

(193)

where N is the selected number of vertex.

According to the affine LPV assumption, infinite sets of LMI of (189) can then be reduced

to finite evaluation in each vertex of convex set Ω. Thus, the controller for each vertex can be

computed offline as Ki = YiX
−1
i (i = 1, 2, ..., N) [142].

Based on these vertex controllers, the LPV state feedback control law Kst(δ) can ultimately be

obtained online as follow:

Kst(δ) =
N∑
i=1

µi(δ)Ki, (194)

where δ can be measured or estimated in real time, then µi can be obtained through δ =
∑N

i=1 µiδi,

and δi denotes the value of each vertex.

4.4.2.3 Finite-Time Linear Parameter Varying Adaptive Fault Estimation Scheme

Suppose system without actuator fault can be formulated as:


ẋa(t) =

N∑
i=1

µi[Aixa(t) +Biu(t)]

ya(t) = Caxa(t).

(195)
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Then, system (195) with actuator fault (11) can be represented as:


ẋa(t) =

N∑
i=1

µi[Aixa(t) +BaLfi(t)u(t)]

ya(t) = Caxa(t).

(196)

To estimate the effectiveness of each faulty actuator, the following adaptive fault diagnosis

observer is constructed:
˙̂xa(t) =

N∑
i=1

µi[Aix̂a(t) +BaL̂fi(t)u(t)−Koi(ŷa(t)− ya(t))]

ŷa(t) =Cax̂a(t),

(197)

where the pair (Ai, Ca) is assumed to be observable, and the observer gain Ko(δ) is chosen to

guarantee the stability of (Aa(δ)−Ko(δ)Ca), which is given by:

Ko(δ) =
N∑
i=1

µi(δ)Koi > 0, µi(δ) ≥ 0,
N∑
i=1

µi(δ) = 1. (198)

Thus, the dynamic error between (196) and (197) can be denoted as:


ėx(t) =

N∑
i=1

µi(Ai −KoiCi)ex(t) +Baefi(t)u(t) =
N∑
i=1

µi[AKiex(t) +Baefi(t)u(t)]

ey(t) = Caex(t),

(199)

where ex(t) = x̂a(t) − xa(t), ey(t) = ŷa(t) − ya(t), ef (t) =
∑N

i=1 µi(efi(t)), efi(t) = L̂fi(t) −

Lfi(t), AK(δ) =
∑N

i=1 µi(AKi), and AKi = Ai −KoiCa.

The parameter-varying observer gain Ko(δ) can then be obtained by the stated LMI conditions

in the following proposition.

Proposition 2 If there exist matrices Fi and a symmetric matrix T making (199) asymptotically
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stable, the following LMI holds [143, 144]:

 T ATKiT − CT
a F

T
i

TAKi − FiCa T

 > 0. (200)

Consequently, Ko(δ) is determined by Ko(δ) =
∑N

i=1 µi(T
−1Fi).

For the convenience of constructing an adaptive law for the parameter (actuator efficiency

factor) estimation, (199) can be rewritten as:


ėx(t) =

N∑
i=1

µi[AKiex(t) +BaL̃f (t)u(t)]

ey(t) = Caex(t),

(201)

where L̃f (t) =
∑N

i=1 µi[L̂fi(t)− Lfi(t)] = L̂f (t)− Lf (t).

4.4.2.4 Regressor Matrix and Vector

Defining a regressor matrix M(t), and a vector N(t) as:


Ṁ(t) = −kFFM(t) + kFFφ

T (t)φ(t), M(0) = 0

Ṅ(t) = −kFFN(t) + kFFφ
T (t)φ(t)Lf (t),

(202)

where kFF ∈ <+ denotes a forgetting factor, φ(t) = Bau(t), whilst N(0) = 0 is the initial

condition of N(t).

The solution to (202) can then be obtained:


M(t) =

∫ t

0

e−kFF (t−τ)kFFφ
T (τ)φ(τ)dτ,

N(t) =

∫ t

0

e−kFF (t−τ)kFFφ
T (τ)φ(τ)Lf (t)dτ = M(t)Lf (t).

(203)
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Therefore, the following equations can be derived:


Ñ(t) = N̂(t)−N(t) = M(t)Lf (t),

Lf (t) = M−1(t)Ñ(t).

(204)

4.4.2.5 Finite-Time Linear Parameter Varying Adaptive Parameter Estimation

Theorem 10 The adaptive law can be formulated as:

˙̂
Lf (t) = −Γ

N∑
i=1

µi[B
T
a Piex(t) +R(t)], (205)

where R(t) is a sliding mode term, which is expected to guarantee the fast parameter convergence,

can be written as:

R(t) =M(t)Ωf1
M(t)L̂f (t)−N(t)

||M(t)L̂f (t)−N(t)||
+M(t)Ωf2[M(t)L̂f (t)−N(t)]

=M(t)Ωf1
Ñ(t)

||Ñ(t)||
+M(t)Ωf2Ñ(t),

(206)

where Ωf1 = ωf1Ω and Ωf2 = ωf2Ω. ωf1 and ωf2 are positive definite scalars. Ω = diag(ω1, ω2,

..., ωn) is a positive definite matrix, and Γ = diag(τ1, τ2, ..., τn) is a learning rate symmetric

positive definite matrix.

Proof of Theorem 10: This proof procedure can be divided into two steps:

(1) Proving ex(t) can exponentially decay; and

(2) Proving the finite-time convergence property of control input.

Step 1): Choosing the following Lyapunov candidate:

V =
1

2
eTx (t)P (δ)ex(t) +

1

2
ÑT (t)M−1(t)Γ−1M−1(t)Ñ(t)

=
1

2

N∑
i=1

µi[e
T
x (t)Piex(t) +

1

2
ÑT (t)M−1(t)Γ−1M−1(t)Ñ(t)] > 0,

(207)
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besides, setting:

V = V1 + V2,

V1 =
1

2

N∑
i=1

µi[e
T
x (t)Piex(t)],

V2 =
1

2

N∑
i=1

µi[Ñ
T (t)M−1(t)Γ−1M−1(t)Ñ(t)].

(208)

Differentiating (207) with respect to time and applying (201), one can then obtain that:

V̇ =
1

2

N∑
i=1

µi{[ėTx (t)Piex(t) + eTx (t)Piėx(t)] +
d

dt
[
1

2
ÑT (t)M−1(t)Γ−1M−1(t)Ñ(t)]}

=
1

2

N∑
i=1

µi{eTx [ATKiPi + PiAKi]ex + eTxPiBaL̃f (t) + ÑT (t)M−1(t)Γ−1d[M−1(t)Ñ(t)]

dt
}.

(209)

Since AK(δ) =
∑N

i=1 µi(AKi) is a Hurwitz matrix, the following inequality should hold:

AK(δ)TP (δ) + P (δ)AK(δ) =
N∑
i=1

µi[A
T
KiPi + PiAKi] ≤ −Q(δ), (210)

where P (δ) = P T (δ) =
∑N

i=1 µiPi ∈ <(l+n)×(l+n), Q(δ) = QT (δ) =
∑N

i=1 µiQi ∈ <(l+n)×(l+n).

Successively applying (204), (220), (206), and (210), then (209) can be rewritten as:

V̇ ≤ −1

2
eTxQ(δ)ex − ÑT (t)M−1(t)R(t)

≤ −1

2
eTxQ(δ)ex − ÑT (t)Ωf1

Ñ(t)

||Ñ(t)||
− ÑT (t)Ωf2Ñ(t).

(211)

For the convenience of plain demonstration, the analysis of each term in (211) is separately

conducted as follows:

−1

2
eTxQ(δ)ex ≤ −

1

2

λmin(Q(δ))

λmax(P (δ))
V1,

−ÑT (t)Ωf1
Ñ(t)

||Ñ(t)||
≤ − λmin(Ωf1)

λmax(Γ−1/2)λmax(M−1(t))
V

1/2
2 ,

−ÑT (t)Ωf2Ñ(t) ≤ − λmin(Ωf2)

λmax(M−1(t))λmax(Γ−1)λmax(M−1(t))
V2,

(212)
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where λmax(·) and λmin(·) represent the maximum and minimum eigenvalues of a specific matrix.

Therefore, the derivative of the chosen Lyapunov candidate (207) is:

V̇ ≤ −α1V1 − α2V
1/2

2 − α3V2, (213)

and the ex(t) can exponentially decay with the existence of α2 =
λmin(Ωf1)

λmax(Γ−1/2)λmax(M−1(t))
> 0,

α1 =
1

2

λmin(Q(δ))

λmax(P (δ))
> 0, and α3 =

λmin(Ωf2)

λmax(M−1(t))λmax(Γ−1)λmax(M−1(t))
> 0.

Step 2): Apply (205) and (206), the derivative of V2 can then be achieved:

V̇2 = −
N∑
i=1

µi[Ñ
T (t)M−1(t)Γ−1Γ (BT

a Piex(t) +R(t))]

= −
N∑
i=1

µi[L̃
T
f (BT

a Piex(t)) + L̃Tf (M(t)Ωf1
M(t)L̃f

||M(t)L̃f ||
+M(t)Ωf2M(t)L̃f )].

(214)

Furthermore, when (212) is applied, (214) can be further derived as:

V̇2 ≤λmax(
N∑
i=1

µiPi)||Ba||||ex||||L̃f || − λmin(M)λmin(Ωf1)||L̃f ||

− λmin(Ωf2)Ñ2M−1Γ−1M−1

λmax(M−1)λmax(Γ−1)λmax(M−1)

≤−2[λmin(M)λmin(Ωf1)− λmax(
∑N

i=1 µiPi)||Ba||||ex||]V 1/2
2

λmax(Γ−1/2)
− α3V2

=− αeV 1/2
2 − α3V2,

(215)

where αe = 2
λmax(Γ−1/2)

[λmin(M)λmin(Ωf1)− λmax(
∑N

i=1 µiPi)||Ba||||ex||].

Since ||Ba|| is bounded and ex(t) → 0, there exists a time interval T1 so that the following

inequality holds for t > T1:

λmin(M)λmin(Ωf1) > λmax(
N∑
i=1

µiPi)||Ba||||ex||. (216)

137



Consequently, there is a time threshold T2 such that V̇2 ≤ −αeV 1/2
2 − α3V2 ≤ −αeV 1/2

2 .

Based on the finite-time stability theorem in [145], the finite-time convergence of lim
t→T2

L̃f = 0

can thereby be achieved.

4.4.3 Adaptive Mass Variation Estimation Scheme

4.4.3.1 Mass Variation Estimation

In order to obtain mass variations online, an adaptive reference model is also established:

˙̂xa(t) = (Aa(δ)− Asρ̂(δ))x̂a(t) +Ba(δ)u(t) +Ga(δ)yr(t) (217)

where Aa(δ) − Asρ̂(δ) = Aa0(δ) is assumed to be observable, Aa0 ∈ <n×n denotes the invariant

system dynamics, As ∈ <n×n is to select the varying parameters, and ρ̂(δ) =
∑N

i=1 µiρ̂i is the

estimated value of mass variation [146].

Let the state error ex(t) = x̂a(t)− xa(t), the derivative of state error can then be obtained:

ėx(t) = Aa(δ)ex(t)− Asρ̂(δ)x̂a(t) =
N∑
i=1

µi(Aaiex(t)− Asρ̂ix̂a(t)). (218)

Theorem 11 There exist positive definite matrices P (δ) = P T (δ) =
∑N

i=1 µiPi ∈ <(l+n)×(l+n)

and Q(δ) = QT (δ) =
∑N

i=1 µiQi ∈ <(l+n)×(l+n) > 0 making the following inequality holds:

Aa(δ)
TP (δ) + P (δ)Aa(δ) =

N∑
i=1

µi[A
T
aiPi + PiAai] ≤ −Q(δ), (219)

and δ̂(ρ) is determined according to the following adaptive law:

˙̂ρ(δ) =Proj[ρ,ρ̄]{ρ(δ)}

=


0 if ρ̂ = ρ,∆(δ) 6 0 or ρ̂ = ρ̄, ρ(δ) > 0,

∆(δ) otherwise,

(220)
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where ∆(δ) = Γ
∑N

i=1 µie
T
xPiAsx̂(t). ρ and ρ̄ denote the lower and upper bounds of ρ̂(δ). Sym-

metric positive definite learning rate matrix Γ = diag(λ1, λ2, ..., λn).

Proof of Theorem 11: Select the following Lyapunov candidate:

Vm = eTx (t)P (δ)ex(t) + ρ̂T (δ)Γ−1ρ̂(δ) > 0. (221)

Differentiate (221) with respect to time and applying (218), (222) can then be obtained:

V̇m =[ėTx (t)P (δ)ex(t) + eTx (t)P (δ)ėx(t)] + 2ρ̂T (δ)Γ−1 ˙̂ρ(δ)

=eTx [Aa(δ)
TP (δ) + P (δ)Aa(δ)]ex − 2ρ̂T (δ)eTx (t)P (δ)Asx̂(t) + 2ρ̂T (δ)Γ−1 ˙̂ρ(δ).

(222)

If the LPV adaptive law is chosen as (220), the following inequality holds:

ρ̂TΓ−1 ˙̂ρ− ρ̂T eTx (t)P (δ)Asx̂(t) ≤ 0, (223)

therefore

V̇m ≤ eTx [Aa(δ)
TP (δ) + P (δ)Aa(δ)]ex ≤ −eTxQ(δ)ex, (224)

it follows that Aa(δ)TP (δ) + P (δ)Aa(δ) =
∑N

i=1 µi[A
T
aiPi + PiAai] ≤ −Q(δ) < 0.

4.4.3.2 Transient Reduction

The switching between two controllers may cause severe transients due to output mismatches

of respective controllers. Instead of improving system performance, this phenomenon may seri-

ously degrade system performance and even destabilize system. In order to reduce the negative

effects of this phenomenon as much as possible, it is important to remarkably minimize the output

mismatches at the instant of switching.

In this study, the following smooth switching function is adopted:

Kst(t) = Kf + [Kst(t0)−Kf ]e
−τ(t−t0), (225)
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Table 4.3: Adopted system parameters
Parameter Value
m11 m+2 [kg]
m22 m-10 [kg]
m33 2.76 [kg]
m23 0.046m [kg]
m32 0.046m [kg]
d11 0.7225
d22 0.8897
d33 1.9+0.046m
d23 9.25+m
d32 7.9687
Nθ 0.0284

whereKst is the ultimate control gain,Kst(t0) is the control gain when no actuator faults occur,Kf

denotes the control gain of reconfigurable controller when actuators fail to operate as expected. τ

is chosen according to the dynamics of closed-loop system. The design of this function is intended

to guarantee a smooth transition from normal case Kst(t0) to fault-tolerant case Kf .

4.4.4 Simulation Results

In this study, numerical simulations are carried out to validate the effectiveness of the proposed

control methodology on a nonlinear USV model [138].

The system parameters utilized for both controller design and nonlinear model are listed in

Table 4.3. The overall mass m is denoted as the time-varying parameter ρ, and the vertex number

is chosen as N = 2. Then, the LPV scalar µi is computed through µ1 = (ρ − ρ)/(ρ̄ − ρ) and

µ2 = (ρ̄ − ρ)/(ρ̄ − ρ) according to the bounding box approach [139]. The initial value of mass

is m0 = 23.8 kg. The upper and lower bounds of mass variation are defined as ρ̄ = 80.0 kg and
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ρ = 23.8 kg. Therefore, the corresponding LPV system matrices are given by:

Aa1 =



0 0 −1 0 0

0 0 0 −1 0

0 0 −0.028 0 0

0 0 0 0 1

0 0 0 0 −1.085


, Aa2 =



0 0 −1 0 0

0 0 0 −1 0

0 0 −0.0088 0 0

0 0 0 0 1

0 0 0 0 −2.0217


,

Ba1 =



0 0

0 0

0.03876 0

0 0

0 0.01028


, Ba2 =



0 0

0 0

0.012195 0

0 0

0 0.01028


.

Employing the bounding box approach in [139], the weighting functions µi(δ) are defined:

µ1(δ) =
(δAi − δAmin)

(δAmax − δAmin)

(δBi − δBmin)

(δBmax − δBmin)
=

(δAi − 0.5)(δBi − 0.1)

9
,

µ2(δ) =
(δAi − δAmin)

(δAmax − δAmin)

(δBmax − δBi )

(δBmax − δBmin)
=

(δAi − 0.5)(1− δBi )

9
,

µ3(δ) =
(δAmax − δAi )

(δAmax − δAmin)

(δBi − δBmin)

(δBmax − δBmin)
=

(10.5− δAi )(δBi − 0.1)

9
,

µ4(δ) =
(δAmax − δAi )

(δAmax − δAmin)

(δBmax − δBi )

(δBmax − δBmin)
=

(10.5− δAi )(1− δBi )

9
,

(226)

where δAi and δBi are the time-varying parameters in matrices Aa(δ) and Ba(δ), while δAmax, δBmax,

δAmin and δBmin denote the maximum and minimum values of the time-varying parameters in matri-

ces Aa(δ) and Ba(δ), respectively.

In the simulation, the overall mass of USV is increased from m = m0 = 23.8 kg to m =

m0 + ∆m = 63.8 kg, where ∆m is the mass variation. Moreover, the output force of propulsion

and deflection of rudder are respectively limited in [−2 N, 2 N ] and [−30 deg, 30 deg]. The state

feedback control gains for each vertex is tuned as follows:
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4.4.4.1 Example 1: Mass Variation Compensating Control and Transients Analysis

In this example, a conventional linear quadratic regulator (LQR) controller is selected to com-

pare with the proposed controller in the presence of sudden USV overall mass variation (the dotted

line in Fig. 4.44). LQR controller’s gain Klqr = Kst1, which is tuned with m = 23.8 kg.
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Figure 4.42: Performance of surge speed (a) and yaw angle (b).
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Figure 4.43: Output of propulsion force (a) and Performance of rudder deflection (b).

As shown in Fig. 4.42(a), the proposed controller remarkably outperforms LQR controller

when mass changes. From Fig. 4.42(b), the proposed controller performs better than the compared

controller, but performance improvement is not significant. This phenomenon is caused by the

term d33 = −Nr + (mχg − 1
2
Nv̇ − 1

2
Yṙ)uu in D(ν) is not sensitive to mass variation. In addition,

Fig. 4.43(a) and Fig. 4.43(b) show that the actuators are all under saturation.
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Figure 4.44: Mass variation estimation

Normally, it takes time to estimate and confirm the dynamic variation by adaptive estimator.

Then, the reconfigurable controller is switched into closed-loop system based on the updated es-

timation information. However, the difference between the former and current control inputs can

cause a certain amount of transient performance degradation. While longer time delay between

the variation occurrence and reconfigurable action can cause more significant performance degra-

dation. Thus, the selection of switching time is critical in reconfigurable control design. Based

on the performance of adaptive parameter estimator, the switching time is chosen as 2 s in this

simulation.

4.4.4.2 Example 2: Mass Variation Estimation

As displayed in Fig. 4.44, the proposed parameter variation estimation method is effective in

obtaining the online information of mass variation. More specifically, the variation (within 5% of

error) can be estimated within 3.5 s.

4.4.4.3 Example 3: Fault-Tolerant Control

In this example, the performance of LQR controller and the proposed controller are compared

in the event of actuator fault. The rudder is initially deployed at 0 deg, loss of 50% effectiveness is

then imposed in rudder, which occurs at 4th second when the rudder is tracking the desired angle
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Figure 4.45: Yaw performance comparison.

( 45 deg). The surge speed is consistently set at 0.5 m/s.

From Fig. 4.45, it shows that the proposed controller significantly outperforms the fixed-gain

controller. This result is due to the smoother and more prompt action of rudder by the proposed

controller (as observed in Fig. 4.46(b)). In addition, compared with the LQR controller, smaller

heading (yaw) rate is caused by the proposed controller (as shown in Fig. 4.46(a)). This is of

significance to the safety of USV steering control since the extremely abrupt turn of USV can

result in undesirable motion, even capsizing.

Furthermore, as displayed in Fig. 4.46(b), rudder is operated without saturation by the proposed

controller, while the compared controller violates the constraint of rudder deflection between 5th

second and 6th second.
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Figure 4.46: Performance comparison of yaw rate (a) and rudder deflection (b).
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Figure 4.47: Control signal estimation (a) and Fault estimation result (b).

4.4.4.4 Example 4: Fault Estimation

As shown in Fig. 4.47(b), the imposed actuator fault is well estimated by the developed fault

estimation scheme. Furthermore, the actual control input is tracked in an acceptable perspective

level (see Fig. 4.47(a)).

4.4.5 Experimental Validation on An Unmanned Quadrotor Helicopter

The payload grasping, carrying, and dropping tasks are challenging which require UAVs remain

balanced in flight when payload mass is added to or dropped off the vehicles. This phenomenon

is mainly caused by two factors, the first one is the dynamic response of UAV system that can

be significantly affected by the added or dropped payload mass; the other one is that the UAV

may experience bias forces caused by the unevenly placed payload or improperly trimmed offset

loads [147]. In recent years, numerous relevant research activities are conducted. In [148], both

gain-scheduling PID and model predictive control (MPC) approaches are utilized for the appli-

cation of payload dropping. The stability of UAV with added payload mass under classical PID

control is studied in [147], but no additional payload compensating strategy is developed. In [149],

a payload compensation scheme is integrated into the PID control structure rejecting the payload

mass variation induced system performance deterioration. Moreover, the cooperative transporta-

tion of payloads using multiple UAVs is also investigated [11, 12].

145



Ground Station

UAV

Cameras for 
Localization

Gumstix 
Controller

Figure4.48:Layoutoftheexperimentaltestenvironment.

Inadditiontomassvariationissues,batterydrainageisanotherunavoidablephenomenondur-

ingtheflightofUAVs.MostUQHsarepoweredbybatteries,butthebatteryvoltagenormallybe-

comeslowerovertime.Accordingly,thecombinedperformanceofthemotor-batteryalsochanges,

causingapartiallossofeffectivenessofthethrustgeneratedbypropellers.Theexpectedperfor-

manceofUAV,asaresult,cannotbeguaranteed.Thisphenomenoncanbetreatedasakindof

actuatorfault.Despitethis,onlyfewrelevantexistingresearchesarecarriedout.In[149],amulti-

plesubsystemcontrolstrategyisproposed,thePIDcontrolmethodisfirstselectedforthedesign

ofthebaselinecontroller,guaranteeingthesystemstabilityanddesiredperformance.Abattery

drainagecompensatingsubsystemisthendesignedtocalculatetheappropriatecontrolcommand

requiredtocompensatethelossofcontroleffectivenessinducedbybatteryvoltagereduction.The

PIDcontrolinputandtheadditionalcompensatingcontrolinput,finally,areintegratedtomitigate

thenegativeimpactofbatterydrainage.In[150,151],afeedforwardneuralnetworkstructureis

alsoutilizedformitigatingthepowerlossinbatteries.

Inordertosolvetheabove-mentionedchallengingissues,asapossiblesolution,theproposed

adaptiveLPVcontrolschemeisfurthervalidatedonanUQH(seemodel(4))intheexperiment

(thelayoutpfexperimentalenvironmentisshowninFig.4.48),adaptingtothesystemvariation

withagracefulsystemperformancedegradation[44].Inthisresearch,thevoltagevariationin

batteryisseenasthelossofcontroleffectiveness[152],thisisreasonableandpracticaldueto
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thethrustofactuatorisrelatedtothevoltageofbattery.Underthesamecontrolcommandsignal,

lowervoltageofbatterymeanslessthrust,whilehighervoltageofbatteryprovidesmorethrust.

Sincethevoltageofbatterydropswithtime,itindicatesthatthecontroleffectivenessalsochanged

overtime,whichcanthenbetreatedasthetime-varyingstatesofactuatorsconstrainedinaspe-

cificbound.Besides,thevariationofpayloadmassischosenasthetime-varyingparameteras

well.Selectingtheboundaryoftheseparametersasvertex,severalgroupofcontrolgainscanbe

obtainedofflineforeachvertexbasedonarobuststate-feedbackcontroller.Theboundingbox

approachaddressedin[139]isthenadoptedtocalculatetheultimatecontrolgainonlinebased

onthepreviouslyobtainedcontrolgainsaswell.Theoveralldesignphilosophyoftheproposed

methodologiesisoutlinedinFig.4.49.

Theperformanceofthelinearquadraticregulator(LQR)andproposedcontrollersarecom-

pared.Usingtheboundingboxapproach,theweightingfunctionsµi(δ)arethenselectedas:

µ1(δ)=
(δAi−δ

A
min)

(δAmax−δ
A
min)

(δBi−δ
B
min)

(δBmax−δ
B
min)

µ2(δ)=
(δAi−δ

A
min)

(δAmax−δ
A
min)

(δBmax−δ
B
i)

(δBmax−δ
B
min)

µ3(δ)=
(δAmax−δ

A
i)

(δAmax−δ
A
min)

(δBi−δ
B
min)

(δBmax−δ
B
min)

µ4(δ)=
(δAmax−δ

A
i)

(δAmax−δ
A
min)

(δBmax−δ
B
i)

(δBmax−δ
B
min)
,

(227)
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Figure 4.50: Trajectory tracking performance comparison.
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Figure 4.51: Performance comparison in vertical direction.
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Figure 4.52: Performance comparison in lateral direction (a) and roll angles (b).
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Figure 4.53: PWM signals of the compared controller.

where δAi and δBi denote the time-varying parameters of mass variations and control effectiveness,

respectively, while δAmax = 1.6, δBmax = 1, δAmin = 1.4 and δBmin = 0.7 denote the maximum and

minimum mass variations and control effectiveness values, respectively.

In the absence of battery drainage and mass variation, the compared (Klqr) controller and gains

of lower vertices (KA
min = KB

min) share the same state-feedback control gainKlqr = KA
min = KB

min.

A payload of 0.2 Kg is attached at the bottom of UAV. The battery voltage drops from 12.5 V to

11.7 V , which indicates the control effectiveness of actuator decreases from 100% to 80%. Both

payload and battery voltage are changed at the start of experiment. Due to the compared and

proposed controllers are both state feedback controller, but the state of UQH is partially measurable

in practice, a classic Luenberger observer [101] and a low-pass filter (228) are then adopted for

149



20 30 40 50 60 70 80 90 100
0.05

0.055

0.06

0.065

0.07

0.075

0.08

0.085

Time (s)

A
m

pl
itu

de

 

 

PWM−1 PWM−2 PWM−3 PWM−4

Figure 4.54: PWM signals of the proposed controller.

estimating the state of UQH and filtering the measurement noises.

xout
xin

=
30

30 + s
, (228)

where xout, xin, and s are the output, input, and Laplace transform variable, respectively.

As displayed in Fig. 4.50, a significant deviation (around 0.6 m along the Y direction, also see

Fig 4.52(a)) from the desired path is caused by the compared controller during the take-off period.

Absence of mass variation counteracting mechanism results in its poor performance.

As shown in Figs. 4.50 and 4.51, there is a residual of 0.1 m between the anticipated and real

heights when the UQH is under the operation of the compared controller, this reduction in the

height is due to the voltage loss in battery, while no corresponding compensation action is taken.

To be more specific, as the PWM performance of the two controllers demonstrated in Fig. 4.53

and Fig. 4.54, since the control gains of the compared controller is fixed, there is no significant

PWM variation when the system dynamic changes, which exactly explains the deterioration in its

performance. Alternatively, thanks to its reconfigurable properties, the proposed controller can

correspondingly and effectively alter the PWM signal to compensate the negative effects induced

by the system dynamics variation.
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Chapter 5

Leader-Follower Fault-Tolerant Formation

Control of Unmanned Aerial Vehicles

In the past decades, much attention has been dedicated to the cooperative control of multiple

UAVs [153]. This phenomenon is caused by the possibility of deploying a group of UAVs in an or-

ganized topology for a variety of potentially practical applications [154], such as forest health/fire

surveillance [4, 155], natural resources exploration [156], and search and rescue [157, 158]. Un-

fortunately, various challenging issues still seriously prevent these applications in practice. As

the conjunction between the control command and physical action on UAVs, actuators are crucial

for UAVs operation. But they may subject to a variety of failures, such as stuck (lock in place),

float, partial or full loss of effectiveness, and outage [22, 33], due to various mechanical failures,

including control surface malfunction, mechanical deformation, hydraulic failures, as well as wear

and tear of the gear [28]. During the course of UAVs formation flight, the malfunctions of actu-

ators can adversely degrade the overall system performance, affect the mission completion, and

even result in catastrophic consequences (such as crash) to both UAVs and their surrounding envi-

ronment. Furthermore, the remaining healthy actuators in UAV have to take a heavier load when

some actuators fail to operate. This situation leads the healthy actuators to be more susceptible

to the physical constraints. Actuator saturation can not only result in the potential damage to the
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healthy actuators, but also seriously threaten the safety of UAVs and their surrounding objects.

Therefore the capabilities of healthy actuators should also be explicitly considered in the con-

troller design. In addition to these issues, the deployment of a group of UAVs presents the risk

of collision with stationary and dynamical obstacles from both inter and outer formation. These

issues severely threaten the safety of personnels, natural environment, infrastructures, and other

manned/unmanned vehicles from both ground and air. It is therefore critical for developing a reli-

able and safe formation control strategy for UAVs, preventing them from disrupting or destroying

each other and other environmental objects in their vicinity.

UAVs formation control has attracted significant attention over the past decades. Tremendous

efforts have been devoted to solve a variety of challenging applications. These solutions include the

design of a formulation and heuristic method to task allocation and routing of UAVs under limited

communication conditions [159]; integrating task and motion planning for UAVs to improve per-

formance in terms of the shortest path cost and search complexity [160]; developing a cooperative

mission planning system for managing multiple UAVs of various capabilities to execute a series of

missions, including classification, attack, verification, and search and rescue [161, 162]; designing

a formal framework and architecture, that can be employed for the automated specification, gen-

eration and execution of high-level collaborative tasks involving multiple UAVs and human oper-

ators [163]; mobile ground target racking by a group of quadrotor UAVs [164]; the development

of distributed task allocation approach which engages under-utilized UAVs to serve as communi-

cation relays, supporting the network missions [165]. Accordingly, various control methodologies

have likewise been adopted, such as linear quadratic (LQ) control [166, 167], feedback lineariza-

tion [168], proportional-integral (PI) control [169, 170], robust control [171, 172], sliding mode

control (SMC) [173], hybrid supervisory control [174], and backstepping control [175].

Moreover, substantial efforts have also been devoted to the formation control of UAVs with ex-

plicit consideration of either collision avoidance or actuator/communication fault-tolerant control

(FTC). Communication faults (such as delays, dropouts, and failures) accommodation has recently

become an active topic since the superior performance of UAVs formation control heavily depends

152



on the reliable data exchange among UAVs [159, 165]. In [176–178], the FTC against the de-

fects of UAVs communication is explicitly investigated by ensuring the expected manner of UAVs

formation control or reconfiguring the topological structure of UAVs formation via the remain-

ing healthy communication links. Although UAVs formation control considering communication

faults has been extensively studied, little attention has been dedicated to the research of UAVs for-

mation control with consideration of actuator faults. Some interesting investigations can be found

in [179, 180], where actuator faults in a group of UAVs have been counteracted by applying the

sliding mode control and robust control techniques. The research of UAVs formation control pos-

sessing collision avoidance capabilities is also extensively conducted in the past decade, partial

existing work of this interesting topic can be referred in [181–185], and the references thereby.

The existing UAVs formation control strategies are capable of effectively reducing the adverse in-

fluences of either actuator/communication faults or obstacles, and simultaneously maintaining the

overall system stability. But the research combining both the actuator FTC and collision avoidance

capabilities in UAVs formation control has not yet been extensively studied, while it is crucial for

the practical UAVs applications.

The past decades have also seen a significant development of UAVs control system design

with consideration of actuator constraints. The controller design considering actuator limits can

be referred to [104, 186, 187]. The basic idea behind these investigations is to develop an anti-

windup mechanism in terms of actuator status to compensate the side effects of actuator saturation.

In [188, 189], the actuator saturation issues are also well investigated in adaptive control systems

in the cases that all actuators in system are free of failures. A so-called positive µ-modification

methodology is presented in [190, 191], where a virtual control input bound less than the physi-

cal constraints is established, combining the real control input signal and the virtual control input

bounds. The stable adaptation within the actuator limitations can therefore be achieved by appro-

priately modifying both the adaptive reference model and the system tracking error dynamics.

Unfortunately, the following three fundamental issues still exist which are worth further inves-

tigation. First, in order to prevent the secondary damage of healthy actuators, it is always expected
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that reference commands can be adaptive to a satisfactory and safe physical constraints and UAVs

formation specifications, when one or more actuators fail to operate. In addition, although commu-

nication delays/faults are well investigated in the existing research, and the fault-tolerant formation

control (FTFC) against loss of effectiveness in actuators is well treated as well, actuator outage and

stuck failures have not yet been extensively studied in UAVs formation control. Another practical

issue involves the potential collision caused by actuator faults. The time consumption and delay

of fault compensating action may seriously threaten other objects from inter formation and sur-

rounding environment. Thus, an effective FTC operation with collision avoidance capability is

promising. Motivated by the aforementioned challenging issues, existing research, and remaining

unsolved fundamental issues, this thesis presents a leader-follower kind of UAVs formation con-

trol approach with FTC, collision avoidance, and actuator saturation prevention capabilities. The

proposed method is intended to guarantee all UAVs following their preplanned trajectories, while

being free of collisions from both environment and inter-formation, along with stabilizing systems

in the presence of actuator faults and constraints.

The proposed method is intended to guarantee all UAVs following their preplanned trajectories,

while being free of collisions from both environment and inter-formation, along with stabilizing

systems in the presence of actuator faults and constraints. The proposed approach consists of an

active FTC (AFTC) mechanism and a collision avoidance mechanism for multiple UAVs, which

operates as follows: 1) once any of follower UAVs encounters actuator faults, a direct adaptive

FTC mechanism is activated to compensate the adverse effects of faulty actuators; 2) when the

potential obstacles are detected by the collision avoidance function in the threatened UAVs, a

collision avoidance action is then conducted; 3) after all obstacles being avoided, UAVs all return

to track their respective trajectory and keep the desired formation. During the entire operation

period, actuators of each UAVs can be guaranteed under saturation.
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Figure 5.1: Illustration of the leader-follower formation geometry.

5.1 Premilinaries

5.1.1 UAVs Outer-Loop Kinematics

In this study, the kinematics and dynamics of UAVs are separately adopted for the outer- and

inner-loop control strategies design. The outer-loop formation control law mainly relies on UAVs’

kinematics, while the inner-loop control scheme for each individual UAV depends on its dynamics.

More specifically, issues related to formation keeping and collision avoidance are managed in

outer-loop controller based on kinematics of UAV. In terms of problems involving attitude control

and fault-tolerant control, they are disposed by inner-loop controller employing UAV’s dynamics.

The leader-follower formation structure is considered here, which constitutes i (i ≥ 2) UAVs.

The kinematic model of each individual UAV is:
ẋi = vicosψi

ẏi = visinψi

ψ̇i = ωi,

(229)

where detailed explanation of all symbols are illustrated in Table 5.1.1.

155



Table 5.1: Nomenclature
Symbols Explanation
xi The position along the X coordinate of earth reference frame (m)
yi The position along the Y coordinate of earth reference frame (m)
vi The forward velocity (m/s)
ψi The heading angle between the forward velocity andX coordinate (deg)
ωi The angular velocity of heading angle deg/s
ddfi The desired distance with respect to forward direction (m)
ddli The desired distance with respect to lateral direction (m)
efi The forward distance error between the actual and desired values (m)
eli The lateral distance error between the actual and desired values (m)
αi The angle of attack (deg)
βi The sideslip angle (deg)
θi The pitch angle (deg)
pi The roll rate (deg/s)
qi The pitch rate (deg/s)
ri The yaw rate (deg/s)
δei The elevator deflection (deg)
δti The throttle deflection (deg)
δai The aileron deflection (deg)
δri The rudder deflection (deg)

Note: this table includes the information of the ith UAV.

It is worth mentioning that only the planar kinematic model of UAV is considered while the

altitude is assumed to be constant during the entire flight mission. This model simplification is

reasonable since the primary concern of this research is to develop a formation control mechanism

for keeping a desired mutual distance between the leader UAV and each follower UAV in the

horizontal plane. The assigned altitude can also be maintained by designing a separate controller

which is independent of the formation control system.

As shown in Fig. 5.1, assuming the communication links are healthy and the information of all

UAVs are available. The actual distance errors between the leader and the ith follower UAV along

their forward and lateral directions can be described as:
dfi =(xi − xL)cosψi + (yi − yL)sinψi +Dcos(ψi − ψL)

dli =(xi − xL)sinψi + (yi − yL)cosψi −Dsin(ψi − ψL),

(230)
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where (xL, yL) and ψL are the actual position and heading angle of leader UAV, respectively, and

D denotes the distance between the centre of mass and the control point [192].

The separation distance errors between the desired and actual distances in forward and lateral

directions can be defined as efi = dfi − ddfi and eli = dli − ddli. The derivation of efi and eli with

respect to time can then be obtained:

ėfi
ėli

 =

−vL − dliωL
dfiωL

+

 cos(ψi − ψL) −Dsin(ψi − ψL)

−sin(ψi − ψL) −Dcos(ψi − ψL)


vi
ωi

 , (231)

where vL and ωL represent the forward velocity and angular velocity of leader UAV, respectively.

The objectives of the outer-loop control design, introduced here, are to develop an effective

control scheme so that:

(1) The desired leader-follower formation pattern is guaranteed within an acceptable time span;

(2) The tracking errors can be significantly eliminated;

(3) The UAVs are required to avoid collisions when there are obstacles in the path or there is a

chance of collision in their vicinity.

5.1.2 Inner-Loop UAV Model under Actuator Faults and Saturation

In terms of a specified trimming point, a linear time-invariant dynamic model of the investi-

gated UAV can be formulated as:


ẋ(t) = Ax(t) +Bu(t)

y(t) = Cx(t),

(232)

where x(t) = [vi, αi, qi, θi, βi, pi, ri, ψi]
T ∈ <n, u(t) = [δei, δti, δai, δri]

T ∈ <m, and y(t) =

[vi, ψi − βi]
T ∈ <p denote the system states, control inputs, and system outputs of the ith UAV,

respectively, whose details are all introduced in Table 3.2. A ∈ <n×n, B ∈ <n×m, and C ∈ <n×n
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are the known matrices with appropriate dimensions.

In order to eliminate the steady-state error, the integral of tracking error is introduced into the

system states [105, 140], the corresponding augmented system can then be represented by:

 ẋa(t) = Aaxa(t) +Bau(t) +Gar(t)

ya(t) = Caxa(t),
(233)

where r(t) (||r(t)|| ≤ rmax) is a uniformly bounded reference input, and ε(t) = r(t) − y(t) is

the error between the reference signal and system output, xa(t) =

[
(
∫ t

0
ε(t)dt)T , xT (t)

]T
and

ya(t) =

[
(
∫ t

0
ε(t)dt)T , yT (t)

]T
, Aa =

0 −C

0 A

 ∈ <(n+q)×(n+q), Ba = [0 B]T ∈ <(n+q)×m,

Ga = [I 0]T ∈ <(n+q)×q.

In practice, UAVs’ control surfaces may be stuck at a stochastic position owing to the hydraulics

failure, whose value can be modeled as ū = [ū1, ū2, ..., ūm]T . ūj (j = 1, 2, ...,m) represents the

jth actuator is stuck with the value of ūj . Considering v(t) = [v1, v2, ..., vm]T ∈ <m to be the

commanded control input signal. The actual control input u(t) with consideration of actuator

faults can then be written into:

u(t) = v(t) + σ[ū− v(t)] = (I − σ)v(t) + σū, (234)

where σ = diag{σ1, σ2, ..., σm} denotes the failure pattern matrix. σi = 1 when the ith actuator

fails to work properly, while σi = 0 indicates the ith actuator is healthy.

System (233) with consideration of actuator faults can thereby be rewritten as:


ẋa(t) =Aaxa(t) +Ba(I − σ)v(t) +Baσū+Gar(t)

ya(t) =Caxa(t).

(235)
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The so-called ideal reference model of UAVs, in this work, is considered as follows:

ẋm(t) = Amxm(t) +Bmr(t), (236)

where xm(t) ∈ <n+q is the state of the reference model, Am ∈ <(n+q)×(n+q) is a Hurwitz matrix

and Bm ∈ <(n+q)×m, and the pair (Am, Bm) is controllable.

The state feedback for state tracking (SFST) matching condition owns advantages of sim-

plicity and suitability for aircraft flight control applications [146]. According to this condition,

the nominal system (A,B) is assumed to match the reference model (236) (with the control law

v(t) = KT
s x+Kad1r +Kad2) such that:


A+B(I − σ)KT

s = Am,

B(I − σ)Kad1 +Ga = Bm,

B(I − σ)Kad2 = −Bσū.

(237)

Furthermore, considering the control input u is amplitude limited (233), which is calculated

using the following static actuator model:

u(t) = umaxsat

(
ur
umax

)

=


ur(t), |ur(t)| ≤ umax,

umaxsgn(ur(t)), |ur(t)| > umax,

(238)

where ur(t) is the reference control input, while umax > 0 denotes the amplitude limitation level

of the actuator.

The objectives of inner-loop control design can be stated as follows:

(1) Designing an adaptive state feedback control methodology so that the unfavorable effect

of actuator stuck failures can be counteracted by means of the configured redundancy of

actuators, and the state of the reference model given above can be tracked by UAV’s states;
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(2) The reference model is modified in response to the output deficiencies between the proposed

FTC and actuator, adopting a virtual bound for actuator. Therefore, all actuators operate

under saturation, preventing a secondary damage to the faulty UAVs.

5.2 Formation Controller Design Procedure

5.2.1 Outer-Loop Controller Design

5.2.1.1 Rigid Formation Control Strategy

From (231), the following relationship can be defined:

ėfi
ėli

 =

−vL − dliωL
dfiωL

+

 cos(ψi − ψL) −Dsin(ψi − ψL)

−sin(ψi − ψL) −Dcos(ψi − ψL)


v∗i
ω∗i


+

 cos(ψi − ψL) −Dsin(ψi − ψL)

−sin(ψi − ψL) −Dcos(ψi − ψL)


vi − v∗i
ωi − ω∗i


=

−vL − dliωL
dfiωL

+

 cos(ψi − ψL) −Dsin(ψi − ψL)

−sin(ψi − ψL) −Dcos(ψi − ψL)


v∗i
ω∗i

 ,
(239)

where v∗i and ω∗i denote the expected control laws, distributing to the inner-loop controller of each

follower, so that the overall formation system can be stabilized.

In order to effectively track the desired trajectory, while eliminate the steady-state trajectory

tracking error, a PI type of control method is adopted for the outer-loop controller design, which

can be formulated as:v∗i
ω∗i

 =

 coseψ −sineψ

− 1
D
sineψ − 1

D
coseψ

×
−(k1P efi + k1I

∫
efidt) + vL + dliωL

−(k2P eli + k2I

∫
elidt)− dfiωL

 , (240)

where eψ = ψi − ψL, and the feedback gains k1P , k1I , k2P , k2I > 0 are chosen for the longitudinal
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and lateral directions control, respectively.

5.2.1.2 Semi-Rigid Formation Strategy

For the purpose of developing a safer and more flexible formation control strategy, this work

employs a collision avoidance mechanism. This mechanism is incorporated into the outer-loop

of formation control design, preventing UAVs from threatening their surrounding objects (other

vehicles, personnels, and infrastructures) from either air or ground.

A semi-rigid type of formation strategy is chosen here for the collision avoidance design, which

is capable of ensuring all UAVs following the expected formation, while avoiding the potential ob-

stacles from both inter-formation and surrounding environment. As depicted in Fig. 5.2, the main

idea of the proposed semi-rigid formation control scheme is to modify the forward and angular ve-

locities, such that keeping the desired separation distances (both longitudinal and lateral directions)

between the UAVs. The concept of this formation control strategy can also be mathematically writ-

ten as follows: 
vi = v∗i + vvi

ωi = ω∗i + ωvi,

(241)

where vi and ωi represent the modified forward and angular velocities, respectively. vvi and ωvi

denote the reactive obstacle avoidance terms for modifying forward and angular velocities of each

UAV to avoid the potential collisions.

Assumption 8 It is assumed that each UAV capable of detecting any approaching obstacles and

measuring their distances has equipped the onboard sensing systems. Moreover, communication

links among UAVs are assumed to be healthy enough.

As illustrated in Fig. 5.3, adopting the so-called mechanical impedance principle approach

in [193], each UAV in formation is allocated with a virtual repulsive force which is intended to

characterize the interaction of individual UAV and its surrounding environment. Accordingly, this
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Figure 5.2: Schematic diagram of the presented semi-rigid formation control strategy.

force changes forward and angular velocities of each UAV using the following scheme:

Ff =


c(dmax − do)α if do < dmax,

0 if do ≥ dmax,

(242)

where do is the distance away from the closest obstacle, α denotes a predefined positive value,

while dmax represents the safe distance between the UAV and potential obstacles, causing no fic-

titious forces (Ff = 0 if do ≥ dmax), and c is a constant determined by the following system

calibration:

Ffmax = c(dmax − dmin)α, (243)

where Ffmax and dmin denote the maximum virtual repulsive force and the minimum acceptable

collision avoidance distance, respectively.

Then the heading angle changed to avoid an approaching obstacle can be achieved by:


ψcL = Φ−1FfL

ψcR = Φ−1FfR,

(244)
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Figure5.3:Illustrationofthecollisionavoidancemechanism.

whereψcLandψcRrepresenttheregulationangleforobstaclescomingfromUAV’sleftandright

sides,respectively;Φ=KIs
2+KDs+KE,whichdenotesthemechanicalimpedance,character-

izestheinteractionofUAVandobstacles;KI,KD,KE≥0aretheinertia,damping,andelastic

constants,respectively;whileFfLandFfRdenotethefictitiousforcesintermsoftheclosestob-

staclestotheUAV,approachingfromitsleftandrightsides,respectively;theuseofthesetwo

fictitiousforcesintendedtoguaranteetheeffectiveformationcontrolsystemiseffectiveforthe

operationinmoreclutteredenvironment.

Theultimatecorrectionstotheforwardandangularvelocitiescanthereforebeobtained:






vvi=Φ
−1(FfLsinψcL+FlRsinψcR)

ωvi=Φ
−1(FfR−FfL).

(245)

5.2.2 Inner-LoopControllerDesign

Inordertoeffectivelytrackguidancecommandsfromtheouter-loopcontroller,adirectadap-

tiveFTCapproachintroducedin[194]isemployedandmodifiedtocounteractactuatorfailures
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Figure 5.4: Illustration of the proposed adaptive FTC scheme.

under actuator saturation. The overall control design structure of the proposed controller is de-

picted in Fig. 5.4.

Due to the static actuator model (238), a control deficiency ∆u(t) = u(t) − uac(t) can be

yielded. Adopting the µ-modification method in [190], a virtual amplitude bound of the actuator

is first chosen as:

vmax = umax −∆v, (246)

where vmax and 0 < ∆v < umax denote the virtual bound and performance specification constant,

respectively.

A modified direct adaptive model reference control is then defined as follows:

uac(t) = uad(t) + µ∆uac(t), (247)

where ∆uac(t) = vmaxsat
(
uac(t)
vmax

− uac(t)
)

represents the control deficiency signal due to vmax,

µ denotes the design constant, while uad(t) = KT
s xa(t) + Kad1r(t) + Kad2 is the control input

produced from the adaptive FTC.

To provide a more explicit definition of uac(t), the following solution to (247) is further given
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by the convex combination of uad(t) and vmaxsat (uad(t)/vmax) , ∀t > 0:

uac(t) =
1

1 + µ

(
uad(t) + µvmaxsat

(
uad(t)

vmax

))

=


uad(t), |uad(t)| ≤ vmax,

1
1+µ

(uad(t) + µvmax), uad(t) > vmax,

1
1+µ

(uad(t)− µvmax), uad(t) < −vmax,

(248)

where µ ≥ 0. For the case of setting ∆v = 0 and µ = ∞, it is noteworthy that the final control

input uac(t) = umaxsat (uad(t)/umax), which recovers the general adaptive FTC architecture with

amplitude limiter.

To associate the adaptive control uad(t) with the ultimate actuator output u(t), defining the

deficiency of the adaptive control signal as follows:

∆uad(t) = u(t)− uad(t). (249)

Substituting (249) and uad(t) = KT
s xa(t) +Kad1r(t) +Kad2 into (235), the following closed-

loop system dynamics can be obtained:

ẋa(t) =
[
Aa +Ba(I − σ)KT

s

]
xa(t) +Ba(I − σ)

[
Kad1r(t) +Kad2 + ∆uad(t)

]
+Gar(t) +Baσū.

(250)

Due to the system dynamics changing from (235) to (250), the following variation to the adap-

tive reference model dynamics (236) is considered:

ẋm(t) = Amxm(t) +Bm

[
r(t) +Km∆uad(t)

]
, (251)

where Km is a priori determined adaptive gain, achieving from stability proof.

Remark 15 Ks is the linear quadratic regulator (LQR) gain designed for the minimization of a

quadratic performance function, Ks along with the adaptive FTC gain Kad1 aim at stabilizing the
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closed-loop system, Kad2 is designed to counteract the adverse effect of actuator faults, while Km

is incorporated into the adaptive reference model for preventing actuators from saturation.

In order to match (250) to (251), the previously defined matching condition (237) can be rewrit-

ten as follows: 

Aa +Ba(I − σ)KT
s = Am,

Ba(I − σ)Kad1 +Ga = Bm,

Ba(I − σ)Kad2 = −Baσū,

Ba(I − σ) = BmKm.

(252)

Defining e(t) = xa(t) − xm(t) to be the tracking error signal, with the matching condition in

(252), the following tracking error dynamics can then be obtained:

ė(t) = Ame(t) +Ba(I − σ)
[
K̃sxa(t) + K̃ad1r + K̃ad2

]
+BmK̃m∆uad(t), (253)

where K̃ad1 = Kad1 − K̂ad1, K̃ad2 = Kad2 − K̂ad2, and K̃m = Km − K̂m represent the parameter

errors between the actual and estimated values. K̂ad1, K̂ad2, and K̂m denote the estimated values

of the FTC gains Kad1, Kad2, Km, respectively.

Theorem 12 Consider the systems given by (250) and (251), the control gains in adaptive FTC

control law uad(t) = KT
s xa(t) +Kad1r(t) +Kad2 and adaptive gain Km in the adaptive reference

model can be determined by the following adaptive FTC gain adaptation law:

˙̂
Ks = −ΓsB

T
a Pe(t)x

T (t),

˙̂
Kad1 = −γ1B

T
a Pe(t)r

T (t),

˙̂
Kad2 = −γ2B

T
a Pe(t),

˙̂
Km = −γ3∆uad(t)e

T (t)PBm,

(254)

where Γs ∈ <n×n is a positive definite and symmetric matrix, γ1 and γ2 are positive scalars,

ensuring that limt→∞ e(t) = 0 as well as all closed-loop system signals and adaptive gains are
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bounded. Meanwhile, there exist positive definite matrices P = P T ∈ <n×n andQ = QT ∈ <n×n,

so that the following inequality holds:

ATmP + PAm ≤ −Q. (255)

Proof of Theorem 12: The tracking error dynamics (253) can be rewritten as:

ė(t) = Ame(t) +
m∑
i/∈Fp

bi

[
K̃sixa(t) + K̃ad1ir + K̃ad2i

]
+

m∑
i/∈Fp

bmiK̃mi∆uad(t), (256)

where Fp = f1, f2, ..., fp indicates the set of failed actuators.

In order to assess the closed-loop system stability, select Lyapunov candidate function as:

Vlf = eTPe+
m∑
i/∈Fp

bi

[
K̃T
siΓ
−1
si K̃si+K̃

T
ad1iγ

−1
1 K̃ad1i+K̃

T
ad2iγ

−1
2 K̃ad2i

]
+

m∑
i/∈Fp

bmiK̃
T
miγ

−1
3 K̃mi. (257)

The time derivative of the Lyapunov candidate function (257) along the system trajectories of

(253) and (254) can then be obtained:

V̇lf =eT (PAm + AmP )e+ 2eTP

{
Ame+

m∑
i/∈Fp

bi

[
K̃sixa + K̃ad1ir + K̃ad2i

]

+
m∑
i/∈Fp

bmiK̃mi∆uad

}
+ 2

m∑
i/∈Fp

bi

(
K̃siΓ

−1
si

˙̂
Ksi + K̃ad1iγ

−1
1i

˙̂
Kad1i

+ K̃ad2iγ
−1
2i

˙̂
Kad2i

)
+ 2

m∑
i/∈Fp

bmiK̃miγ
−1
3i

˙̂
Kmi.

(258)

Applying the adaptive FTC parameter adaptation laws (254) and inequality (255) in Theo-

rem 12, (258) can in turn be derived as:

V̇lf ≤ −eTQe. (259)
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That is, e(t), K̃s, K̃ad1, K̃ad2, and K̃m are all bounded, and the equilibrium of (254) and (256)

is Lyapunov stable.

However, the bound of the reference model state cannot be guaranteed due to the adaptive

modification of the reference system. Accordingly, the Barbalat’s lemma cannot be applied to

prove the asymptotic properties of limt→∞ e(t) = 0 and the stability of the closed-loop system

in this case. In order to make such a asymptotic stability proof, the state xa(t) needs to remain

bounded under the adaptive modification. Therefore, two further proof steps are provided in the

following.

Step 1 (no actuators are saturated): If ∆uad(t) = 0 which means no actuators are saturated,

the tracking error dynamics (253) can then be rewritten as follows:

ė(t) = Ame(t) +Ba(I − σ)
[
K̃sxa(t) + K̃ad1r + K̃ad2

]
. (260)

Therefore, the closed-loop system under actuator failures can be stabilized applying Barbalat’s

Lemma.

Step 2 (actuator saturation occurs): If ∆uad(t) 6= 0, which indicates that some actuators en-

counter saturation, then applying the matching conditions in (254), uad(t) = KT
s xa(t)+Kad1r(t)+

Kad2, and the faulty system (250), the system dynamics can be written in the following form:

ẋa(t) = Amxa(t) +Ba(I − σ)u(t) +Gar(t)−Ba(I − σ)(KT
s xa(t) +Kad2). (261)

Since ∆u(t) 6= 0, then |uac(t)| > umax, u(t) = umaxsgn(uac(t)), therefore (261) becomes:

ẋa(t) = Amxa(t)+Ba(I−σ)umax(t)sgn(uac(t))+Gar(t)−Ba(I−σ)(KT
s xa(t)+Kad2). (262)

Considering the following Lyapunov function candidate which is with respect to xa(t):

Vxa = xTa (t)Pxa(t), (263)
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where P = P T > 0. Deriving (263) with respect to time, one can then obtain:

V̇xa = xTa (t)(PAm+AmP )xa(t) +2xTa (t)PBa(I−σ)[u(t)−KT
s xa(t)−Kad2] +2xTa (t)PGar(t).

(264)

Consider the condition umin ≤ ||u(t)|| ≤
√
mumax, where umin = min{umax1 , ..., umaxm},

the following two possibilities are then taken into consideration:

(1) Possibility 1: xTa (t)PBa(I − σ)u(t) < −||xa(t)|| ||PBa(I − σ)||umin;

(2) Possibility 2: xTa (t)PBa(I − σ)u(t) ≥ −||xa(t)|| ||PBa(I − σ)||umin.

If the Possibility 1 is true, then (264) becomes:

V̇xa ≤−Qm||xa(t)||2 − 2||xa(t)||2 ||PBa(I − σ)||||Ks||+ 2rmax||xa(t)|| ||PGa||

− 2||xa(t)||||PBa(I − σ)||(umin + ||Kad2||).
(265)

Thus, it follows that V̇xa < 0 if

xa ∈ Ω1
∆
=
{
xa

∣∣∣ ||xa|| < [||PBa(I − σ)||(umin + ||Kad2||)− rmax||PGa||
]/

ξ = xamax

}
, (266)

and

umax ≥
[
||PBa(I − σ)||(umin + ||Kad2||)− rmax||PGa||

]/
||PBa(I − σ)||, (267)

where ξ =
∣∣Qm − 2||PBa(I − σ)|| ||Ks||

∣∣.
Consider a largest set Θ1. This set is enclosed in Ω1, which limits system state xa(t) in bound-

ary

Θ1 = {xa(t)| Vxa ≤ Pminx
2
amax
}, (268)

where Pmin denote the minimum eigenvalue of P .
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If the Possibility 2 is true, applying the Lemma 2 in [190], then one can have

xTa (t)PBa(I − σ)

[
KT
s xa(t) +KT

ad1r(t) +KT
ad2

||U−1
maxuac(t)||∞

+ ū(t)

]
+ ||xa(t)|| ||PBa(I − σ)||umin(t) ≥ 0.

(269)

Since u0 = umin +
√
mumax, therefore the derivative of the Lyapunov function candidate

Eq. (264) can be further derived as:

V̇xa =xTa (t)(PAm + AmP )xa(t) + 2xTa (t)PBa(I − σ)[u(t)−KT
s xa(t)−Kad2]

+ 2xTa (t)PGar(t)

≤−Qm||xa(t)||2 + 2rmax||xa(t)|| ||PGa||+ 2||xa(t)|| ||PBa(I − σ)||[
K̃max
s ||xa(t)||+ (K̃max

ad1 + ||K̂ad1||)rmax + K̃max
ad2 + ||K̂ad2||

]
+ 2||U−1

max||∞||uac(t|| ||xa(t)|| ||PBa(I − σ)||u0.

(270)

In addition, ||uac(t)||∞ ≤ ||uac(t)||, and applying the adaptive modification law (248) with

setting µ = 0, (270) can be rewritten as:

V̇xa ≤−Qm||xa(t)||2 + 2rmax||xa(t)|| ||PGa||+ 2||xa(t)|| ||PBa(I − σ)||
[
K̃max
s ||xa(t)||

+ (K̃max
ad1 + ||K̂ad1||)rmax + K̃max

ad2 + ||K̂ad2||
]

+ 2||U−1
max||∞ ||xa(t)|| ||PBa(I

− σ)||u0

[
(K̃max

s + ||K̂s||)||xa(t)||+ (K̃max
ad1 + ||K̂ad1||)rmax + (K̃max

ad2 + ||K̂ad2||)
]

≤− ||xa(t)||2
[
Qm − 2||PBa(I − σ)||K̃max

s − 2u0||U−1
max||∞||PBa(I − σ)||(K̃max

s

+ ||K̂s||)
]

+ 2||xa(t)|| ||PBa(I − σ)||(1 + u0||U−1
max||∞)

[
(K̃max

ad1 + ||K̂ad1||)rmax

+ (K̃max
ad2 + ||K̂ad2||)

]
+ 2rmax||xa(t)|| ||PGa||.

(271)
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Thus, V̇xa < 0 if the following inequalities hold:

xa ∈ Ω2
∆
=
{
xa

∣∣∣ ||xa|| ≥ κ/ξ2 = xamin

}
, (272)

where ξ2 = Qm − 2||PBa(I − σ)||K̃max
s − 2u0 ||U−1

max||∞ ||PBa(I − σ)|| (K̃max
s + ||K̂s||), and

κ = ||PBa(I−σ)||(1+u0||U−1
max||∞)

[
(K̃max

ad1 +||K̂ad1||)rmax+(K̃max
ad2 +||K̂ad2||)

]
+2rmax||PGa||.

Furthermore, defining the smallest set Θ2 = {xa(t)| ||xa(t) ≤ xmina (t)||} enclosing Ω2 as:

Θ1 = {xa(t)| Vxa ≤ PMx
2
amax
}. (273)

where Pmax denotes the maximum eigenvalue of P .

Consequently, it can be obtained that Ω2 ⊂ Ω1, which implies that V̇xa < 0 holds ∀ xmina (t) <

xa(t) < xmaxa (t) when ∆uad(t) 6= 0.

Remark 16 The reference model (236) is time-varying and updated when the control input uac(t)

approaches the amplitude boundaries of actuators. This action is made by adopting the parameter

projection, which can guarantee the satisfactory stability and performance characteristics of the

reference model.

Remark 17 (updating the reference model): when uac(t) exceeds a predetermined threshold vmax,

the reference model can then be updated as follows (see also Fig. 5.4):

(1) Design a reference model (236), satisfying the matching conditions (252);

(2) Once the adaptive FTC input signal uac(t) violates the virtual bound of actuators, such that

uac(t) > vmax and ∆uad(t) 6= 0, based on the adaptive control scheme in (254), the reference

command r(t) is then replaced by r(t) + Km∆uad(t) in reference model (236), resulting in

the modified reference model (251);

(3) Update the reference model and go to step (2).
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Table 5.2: Adopted parameter values
Parameter α dmax dmin Fmax KI KB KK

Value 2 100 50 2.5 0.1 0.2 1
Note: this table includes the information of the ith UAV.

5.3 Simulation Results

In order to verify the effectiveness of the proposed strategy in a more practical manner, the

vehicle dynamics from a real UAV are applied in the simulation validation. This work is differ-

ent from others that only utilized single- or double-integrator dynamics to validate their proposed

formation control methodologies. Three UAVs (the proposed method is also applicable for the

formation with more than three agents) are employed in the simulation, one is chosen as the leader,

others are set as followers. System matrices of the selected UAV [180] are given as:

A =

Af 0

0 Al

 , B =

Bf 0

0 Bl

 , Af =



−0.0334 −2.977 0 −9.81

−0.0016 −4.133 0.98 0

0.0077 −140.2 −4.435 0

0 0 1 0


,

Al =



−0.732 −0.0143 −0.996 0.0706

−893 −9.059 2.044 0

101.673 0.0186 −1.283 0

0 0 1 0


, Bf =



−1.075 −0.2453

0.347 −4.133

−140.22 0

0 0


,

Bl =



0 0.244

328.653 308.498

47.528 102.891

0 0


, C =

1 0 0 0 0 0 0 0

0 0 0 0 −1 0 0 1

 ,
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Figure 5.5: Two-dimensional trajectory of the UAVs formation.

where Af and Bf are the dynamics along the longitudinal direction, while Al and Bl are the

dynamics along the lateral direction. Control surfaces for the longitudinal direction operation are

elevator δe and throttle δt, while control surfaces for lateral direction operation are rudder δr and

aileron δa.

5.3.1 Scenarios Description

The expected forward and angular velocities of the leader UAV are chosen as v∗L = 10m/s

and ω∗L = 0.5deg/s, respectively. In terms of the expected distances between the leader UAV and

follower UAVs in forward and lateral directions, ddf1 = −100m and ddl1 = −100m are selected for

the distances between the leader UAV and Follower-1 UAV, while ddf2 = −100m and ddl2 = 100m

are chosen for the distances between the leader UAV and Follower-2 UAV. The Leader, Follower-

1, and Follower-2 UAVs start at (0m, 0m), (−100m,−100m), and (−100m, 100m), respectively.

Table 5.2.2 summarizes the adopted parameters values for the controller design.

Three scenarios are involved in the simulation to demonstrate the effectiveness of the proposed

approach:
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Figure 5.6: Distances between the leader and follower UAVs.
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Figure 5.7: Forward velocity and bank angle performance of each UAV in formation.
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Figure 5.8: Actuator performance of the UAVs in formation.

(1) In Scenario 1, it assumes that a dynamic obstacle moves toward the formation with the

specific heading angle and forward velocity. Its position (xobs, yobs) can be obtained by the

following formula: 
xobs = 2070− 20t

yobs = 368− 5t.

(274)

This obstacle may collide with the Follower-1 UAV if no collision avoidance actions are

conducted.

(2) In Scenario 2, the aileron of the Follower-2 UAV is suddenly stuck at 20 deg (at 60th second),

which directly leads to the faulty UAV rapidly deviate from the desired trajectory, and may

also result in collision among the Follower-2 UAV and other healthy UAVs.

(3) In Scenario 3, it is supposed that sensors onboard UAVs are all polluted by Gaussian white

noise for the purpose of making the simulation to be more realistic and further verifying
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the effectiveness of the proposed approach. These random signals’ sampling time and co-

variance are chosen as 0.01 and 0.0001, respectively [119], while the amplitudes of these

injected signals are selected as 5 m/s for the velocity measurement and 5 deg for the mea-

sure of bank angle. Moreover, since the traditional linear quadratic regulator (LQR) control

method is adopted for the baseline controller design in the proposed controller, a LQR con-

troller is thereby selected for performance comparison. Both controllers are simulated with

the same faulty case; the aileron is stuck at −10 deg at 60th second. The LQR feedback

control gains for both controllers are the same as well.

In both cases, the deflections of actuators are all constrained in the limitation [−25deg, 25deg].
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Figure 5.9: Two-dimensional trajectory of the UAVs formation.

5.3.2 Results of Scenario 1 and Evaluation

As shown in Fig. 5.5, there is an obstacle moving toward the formation, which is successfully

detected and an effective collision avoidance operation with graceful performance degradation is

176



0 20 40 60 80 100 120 140 160 180 200

−140

−120

−100

−80

Time (s)
Fo

rw
ar

d 
D

is
ta

nc
e 

(m
)

 

 

0 20 40 60 80 100 120 140 160 180 200

−200

0

200

Time (s)

La
te

ra
l D

is
ta

nc
e 

(m
)

 

 

Follower−1 to Leader
Follower−2 to Leader

Figure 5.10: Distances between the leader and follower UAVs.

then made by the Follower-1 UAV. To be more specifically illustrated in Fig. 5.6, during the col-

lision avoidance maneuver, around 2m and 25m maximum tracking errors are yielded in forward

and lateral directions, respectively. From Fig. 5.7 and 5.8, the collision avoidance action occurs at

100th second, this safety behaviour indeed attributes to the effective operation of the Follower-1

UAV’s bank angle.

As revealed in Fig. 5.4, although there are large deflections in both the aileron and rudder of the

Follower-1 UAV when the Follower-1 UAV is performing collision avoidance action, all actuators

still work under saturation.

5.3.3 Results of Scenario 2 and Evaluation

Fig. 5.9 displays a satisfactory and safety performance of UAVs formation control after FTC

and obstacle avoidance operations. A rigid formation is finally maintained, though experienced a

certain period of regulation.

As displayed in Fig. 5.10, the distances between the Follower-2 UAV and the Leader UAV

in both forward and lateral directions are rapidly and significantly altered after the aileron of

Follower-2 UAV is stuck at 20deg at 60th second. Meanwhile, the Follower-2 UAV is gradually

approaching to the Follower-1 UAV due to the aileron of Follower-2 UAV has failed. By virtue
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Figure 5.11: Forward velocity and bank angle performance of each UAV in formation.

of the collision avoidance mechanism, the approaching Follower-1 UAV can be promptly detected

by the Follower-2 UAV, while a safe distance away from the Follower-1 UAV is correspondingly

kept. Moreover, the actuator fault in Follower-1 UAV can also be properly accommodated, and

the desired formation can be ultimately maintained. The corresponding performance of forward

velocities and bank angles of each UAV in formation are all shown in Fig. 5.11, and their actuators

performance are displayed in Fig. 5.12. In order to demonstrate the effectiveness of the proposed

actuator saturation mechanism in a clearer way, a more serious actuator fault (the rudder is stuck

at −10deg at 10th second) is imposed in the rudder of a single UAV, while the proposed control

method is compared with a classic direct adaptive FTC approach designed in [194].

The performance of actuators in Fig. 5.13 shows that the aileron controlled by the proposed

controller is still under saturation, while the aileron, which is under supervision of the compared

controller, has violated the constraint. Furthermore, as displayed in Fig. 5.13, the control action

produced by the proposed controller is less aggressive to avoid actuator saturation, comparing with

the classic adaptive FTC controller. This good performance is mainly because of the introduction

of the so-called µ−modification mechanism in the proposed controller design. The modification

parameter µ and virtual amplitude bound vmax play a crucial role in preventing the saturation of
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Figure 5.12: Actuator performance of the UAVs in formation.

healthy actuators. According to the control design law and authors’ experience, vmax is normally

chosen as slightly smaller than the actuator’s practical amplitude constraint umax. On the one hand,

the decrease of µ can lead the healthy actuators to be susceptible to saturation. On the other hand,

the healthy actuators operate in a slower manner due to the increase of µ.

5.3.4 Results of Scenario 3 and Evaluation

From Fig. 5.14, the simulation results reveal that the proposed controller can stabilize the sys-

tem in the presence of both actuator faults and measurement noises with acceptable performance

degradation. Whereas the compared controller cannot tolerate the imposed fault and ultimately

fails to maneuver the UAV. As displayed in Fig. 5.15, the better performance of the proposed

controller is due to the prompt and effective actuator action, comparing with the poor actuator

performance of the compared controller.
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Figure 5.13: Actuator performance comparison.
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Figure 5.14: Forward velocity and bank angle performance comparison.
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Figure 5.15: Actuator performance comparison.
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Chapter 6

Conclusions and Future Works

6.1 Conclusions

In this thesis, several unmanned vehicles related critical issues on reliable and safe motion

control are well studied, these issues include:

• A comprehensive literature review on unmanned vehicles as well as their guidance, naviga-

tion and control systems is provided.

• Two types of path following laws are designed, namely the Serret-Frenet frame based path

following scheme and line-of-sight path following scheme. Regarding the first scheme, the

path following and control schemes are integrated. Simulation results have demonstrated

that the developed scheme is capable of facilitating control system design and effectively

compensating environmental disturbances without violating actuator constraints. Regarding

the second scheme, path following and control schemes are separately designed. The phi-

losophy of this design is to deal with environmental disturbances and inertia motion caused

sideslip angle in the path following phase without introducing it to the control system. This

is of significant importance due to the fact that the unacceptable control performance some-

times is not caused by the poor control system design, but the disturbances existing in the
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control reference distributed from the path following system. Both simulation and exper-

imental results have validated that dramatical performance improvement to path following

has been made.

• A new nonlinear adaptive observer is developed to estimate the sideslip angle which has been

precisely estimated for correcting the reference signal to be allocated to the control system.

• Next, several reliable and safe control methodologies are devised for the operation of un-

manned vehicles. First, a learning-based fault-tolerant tracking control method, which is

expected to mitigate the adverse effects of actuator faults, disturbances, and uncertainties,

has been successfully developed for the unmanned quadrotor helicopter without accurate

system model to automatically regulate its gain online according to the errors between the

reference signals and states measurements. Then, two types of adaptive fault estimation

and fault-tolerant tracking control approaches are developed for an unmanned quadrotor he-

licopter and an unmanned surface vehicle, respectively. Both controllers are proved to be

effective for improving systems’ reliability and safety in simulation, and the amplitudes of

the imposed faults are also well estimated. Finally, a linear parameter varying based control

scheme along with a linear parameter varying based parameter estimation scheme are devel-

oped for the operation of USV under different working conditions. Simulation results have

verified the effectiveness of the proposed control and parameter estimation schemes. Either

actuator fault or mass variation is well detected and their magnitudes are accurately obtained.

Experimental test on an unmanned quadrotor helicopter also demonstrates the efficacy of the

designed algorithm.

• In addition to the control of individual unmanned vehicle, the problem of operating a group

of unmanned aerial vehicles is also studied. The effectiveness of the proposed leader-

follower formation control methodology is verified. The desired and safe formation is guar-

anteed with an acceptable performance degradation in the event of both actuator faults and

obstacles.
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6.2 Future Works

Following the current research in this thesis, the following future directions are outlined:

• The faults/failures considered in this thesis only occur in actuators, while the sensor and

communication faults/failures are not included, though they are of significance for safety-

critical control system design as well. Therefore, the future work can be extended to the

studies of more sorts of faults/failures in the sensors and communications.

• Although most of the developed control schemes are validated in simulations, more field

tests are still needed.

• Only loss of control effectiveness and stuck faults are studied in this thesis, more categories

of faults should be simultaneously considered in the future research to further increase the

robustness and effectiveness of the proposed control approaches.

• The studied Serret-Frenet frame based path following scheme can be incorporated with a pre-

dictive term (based on system dynamics) for the cross-track error to enhance its robustness

to environmental disturbances and improve its path following performance.

• The presented adaptive line-of-sight path following method is proved to be effective in two-

dimensional space and can be extended to the three-dimensional space in the future.

• The leader-follower formation control problem is well investigated, while more complicated

and challenging issues, such as distributed control, are expected to be included as well.

• Obstacles avoidance is critical for unmanned vehicles. While a relatively simple case has

been studied in this thesis, which may be difficult to be effective in the event of local and

global minima problems, more powerful hybrid collision avoidance methods consisting of

both global and local collision avoidance as well as considering the specific traffic rules are

desirable.
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