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 The research reported in this thesis builds on an evolutionary engineering 

experiment (Pinel 2011) that yielded strains of Saccharomyces cerevisiae tolerant to a 

lignocellulosic hydrolysate. A highly tolerant strain was later characterized by whole 

genome and transcriptome sequencing (Pinel 2015). The evolutionary trajectories of 

mutations identified by sequencing were probed by whole population amplicon 

sequencing, while their significance to the phenotype was assessed by genotyping of 

additional mutants. Results of this work suggested that our survey of mutations selected 

during evolutionary engineering was partial. I therefore hypothesized that a complete 

survey of mutational diversity by whole population genome sequencing would further 

refine our understanding of lignocellulosic hydrolysate tolerance in S. cerevisiae. I 

further conjectured that extending this survey to several time points would reveal some 

of the fundamental evolutionary mechanisms that shape the outcomes of genome 

shuffling experiments. In parallel, I hypothesized that phenotypic testing of reverse 

engineered point mutants would identify mutations responsible for lignocellulosic 

hydrolysate tolerance in our strains of S. cerevisiae. My data revealed that a stong 

founder effect and prevalent genetic hitchhiking during genome shuffling lead to the 

domination of compensatory patterns during evolution. Bias introduced by historical 

contingency lead to the selection of few genuinely beneficial mutations. In the specific 

context of lignocellulosic hydrolysate tolerance, mutations in genes NRG1 and GSH1, 

conferring tolerance to acetic acid, oxidative, and potentially other stresses most 

prominently enhanced the phenotype.
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1. Introduction and Literature Review 

 

with excerpts from : 

Biot-Pelletier D, Martin VJJ (2014). Evolutionary engineering by genome shuffling. Appl 

Microbiol Biotechnol. 98(9):3877-87. 

 

1.1 Thesis hypotheses, goals and objectives 

 

� Previous results from a genome shuffling experiment generated strains with 

increased tolerance to a lignocellulosic hydrolysate 8. Genomic and phenotypic data 

provided insight into the genetic basis of this phenotype, and suggested that additional 

mutations could be uncovered 9. Expanding on these findings, the following goals were 

formulated, leading to associated hypotheses and specific objectives. 

 

Goal 1 

 Previous results suggested that our survey of mutations selected by genome 

shuffling was partial. I therefore decided to conduct an exhaustive survey of those 

mutations by performing whole population genome sequencing on seven pools from six 

time points of the evolutionary engineering experiment. I obtained high quality 

sequencing data from these pools and performed metagenomic analysis to uncover 

those mutations. 
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Goal 2 

 The metagenomic dataset extracted in Goal 1 provided information on the 

frequency of mutant alleles at each of the sampled time points. Allele frequency time 

series gave a snapshot of the evolutionary trajectory of each mutation in the pool. My 

second goals was thus to analyze and compare these evolutionary trajectories, with the 

aim of identifying patterns and regularities. Evidence for several evolutionary 

phenomena were extracted from the data, for example genetic hitchhiking, convergent 

evolution and compensatory evolution. I hypothesized that a better understanding of the 

evolutionary dynamics shaping the outcomes of genome shuffling would inform the 

better design of future experiments. 

 

Goal 3 

 Mutations detected in Goal 1 and patterns identified in Goal 2 inform our 

understanding of the genetic basis of tolerance to SSL in Saccharomyces cerevisiae. 

The last goal of my doctoral research was to obtain phenotypic evidence to complement 

the genomic data and identify mutations responsible for SSL tolerance in genome 

shuffled mutants. Phenotypic scoring and targeted genotyping of random segregants of 

an SSL-tolerant strain was used to build a linear model predicting the contribution of 

individual mutations to the SSL-tolerance phenotype. Phenotypic scoring of single point 

mutants was further performed to obtain direct data on the contribution of individual 

mutant alleles to the SSL tolerance phenotype. 

�
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1.2 General introduction 

 The axioms of evolutionary biology were born from the empirical observations of 

Darwin and other 19th century naturalists. Yet, the ensuing debate between saltationists 

and gradualists illustrates the shift to essentially theoretical considerations that followed 

the publication of The Origin of Species 1. These elaborate theoretical controversies 

could only be resolved by an appropriate understanding of the laws of inheritance, which 

the rediscovery of Mendel’s work and the experiments of T.H. Morgan and Nilsson-Ehle 

could solely provide 2. More recently, the advent of molecular population genetics 

sparked similar controversies over the neutral theory of molecular evolution. Once 

again, academic strife abated when the limits of empirical tools available to test theory 

were recognized, and when technological progress allowed the collection of new 

evidence. Both examples stem from the fact that the sister disciplines of evolutionary 

biology and population genetics embrace complex and diverse forces that shape large 

populations over multiple generations. The fundamental molecular and environmental 

mechanisms that underlie evolution act on a scale and a level of complexity that was 

well outside the experimental reach of 19th and early 20th century researchers. 

Fortunately, it was not out of intellectual reach, and we owe much of our modern 

understanding of evolution to the models and predictions of pioneering statistician-

biologists, such as J.B.S. Haldane and Sewall Wright. Ronald Fisher developed many of 

the tools of modern statistics by attempting to address questions of population genetics. 

Hence, key concepts in evolution, such as genetic drift, gene flow or mutation, to provide 

just a few examples, received their mathematical development from study of the 

implications of the Hardy-Weinberg principle, and especially the violation of its 

assumptions. 
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 Early corroboration of theoretical predictions came from the observation of natural 

populations. Statistically significant agreement between patterns in the distribution of 

traits in the environment and the predictions of evolutionary models were the empirical 

evidence on which scientific progress relied. In this way, the morphology of fruit flies and 

ladybug beetles in nature were among the evidence that enabled Dobzhansky and his 

students to elaborate the modern synthesis of evolutionary biology. In the infancy of 

molecular biology, when access to protein electrophoresis, and later macromolecular 

sequences added details and refined knowledge on the genetic determinants of 

phenotypic traits, the tape of evolution could still not be replayed otherwise than in 

thought. Molecular methods enabled the differentiation of alleles at the sequence level, 

with their frequencies, spatial distribution and linkage estimated with renewed precision, 

but conditions, still not controlled, were dictated by the whims of nature 2. 

 Microorganisms, with their large populations, fast doubling rates and cheap 

nutritional requirements are amenable to controlled experiments on the dynamics of 

evolution 3. By serial passage in defined media, or by prolonged incubation in 

chemostats, evolutionary response to precisely controlled environments can be followed 

in real time. At first essentially phenotypic, the tracking of experimental evolution now 

benefits from remarkable progress in sequencing technology 4. Affordable and high 

throughput sequencing means that the genomes of large numbers of individuals and 

even whole populations can be sequenced over many experimental time points. The 

result is the highly sensitive detection of mutant alleles, and the precise measurement of 

their frequency over time. This has provided novel insight into the dynamics of evolution. 

 Adaptive evolution experiments can be used over a wide range of organisms and 

conditions, and over large numbers of generations, but still rely on the chance 
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occurrence of beneficial mutations. For example, in a long term evolution experiment, 

citrate utilization in Escherichia coli evolved after 30,000 generations, and occurred in 

only one out of 12 replicates 5. Engineering methods aimed at either accelerating this 

process or studying phenomena for which natural diversity is limited or biased have 

been applied and complement the insights of experimental evolution 6. Genome shuffling 

is one such method, which has been widely adopted for the engineering of complex 

traits in industrial microorganisms 7. It has been successfully used in the Martin lab to 

generate strains of Saccharomyces cerevisiae that are tolerant to spent sulphite liquor 

(SSL), a byproduct of the acid bisulphite pulping process and prospective feedstock for 

the production of biochemicals and biofuels 8. Strains generated by genome shuffling 

have been used in our laboratory to study the genetic determinants of lignocellulosic 

hydrolysate tolerance in S. cerevisiae 9. In this thesis, I study the dynamics of this 

previous genome shuffling experiment. Using whole population genome sequencing, I 

surveyed the mutational diversity selected by the experiment, and tracked mutant allele 

frequency over the course of the evolution. The evolutionary trajectories of mutant 

alleles, coupled to a systematic dissection of mutant phenotypes further refined our 

understanding of lignocellulosic hydrolysate tolerance in yeast. Knowledge of the 

phenotype of interest and a detailed description of molecular evolution allowed us to 

identify some of the driving evolutionary forces that shaped the outcomes of our genome 

shuffling experiment. In particular, I posit that the data presented in this thesis make a 

strong case for the influence of historical contingency on the outcomes of evolutionary 

engineering experiments. 

 In this introductory chapter, I first provide a review of experimental evolution 

studies, describing how they have contributed to our understanding of evolutionary 
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biology. Next, I illustrate the emerging contribution of evolutionary engineering to our 

understanding of evolution. I then focus on genome shuffling, and review its application 

to the enhancement of industrially desirable traits in microbes. The specific genome 

shuffling (GS) experiment on which this thesis is based aimed at selecting for tolerance 

to lignocellulosic hydrolysates. Inhibition of production microbes by lignocellulosic 

hydrolysates is explained in particular as it relates to the physiology of S. cerevisiae. 

Special attention is allotted to our knowledge of the stress response in this yeast. I end 

the chapter with a description of the GS experiment on which this thesis is based, 

outlining key outcomes and summarizing lessons about lignocellulosic hydrolysate 

tolerance learned from the study of GS mutants. 

 

1.3 Experimental evolution 

 Experimental evolution consists in the propagation of populations of living 

organisms under defined and reproducible conditions across multiple generations. This 

typically entails simultaneous replication and the maintenance of control populations. 

Central to experimental evolution is the possibility to freeze the evolving population, or 

isolates for detailed genetic analysis 10 ch.1. Several different kinds of experiments can be 

described as experimental evolution. Field experiments on the introduction of invasive or 

intentionally introduced novel species may fit the definition, but this thesis is mostly 

interested in strictly defined and controlled laboratory experiments. Most specifically, 

experiments performed with microbes are my focus, although examples from 

multicellular organisms exist 11. 
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Even within these boundaries, several different methodologies have been used to 

perform experimental evolution. Different modes of selection can be considered, such as 

truncation and culling, but the most widely reported approach is adaptive laboratory 

evolution (ALE)10 ch.2. ALE consists in the incubation of an initially isogenic microbial 

population into a novel, non-native environment over hundreds of generations. 

Examples of selective pressures applied in ALE experiments include nutrient limitation 

12, physicochemical stress 13, or the conservation of a physiological function such as the 

ability to sporulate, 14 or social motilily 15. Novel conditions may be applied in a 

continuous 16 or discontinuous manner 12. Most adaptive evolution experiments are 

performed in a top-down fashion, whereby conditions are set by the experimenter to 

measure the evolutionary response, and compare the results to evolutionary theory. For 

example, adaptation to non-optimal temperature can be performed by prolonged 

culturing of E. coli at 42oC. Resulting mutants are then characterized for their gain in 

fitness at novel temperatures. An alternate, or bottom up approach, involves comparing 

the fitness of well-defined mutants in competition assays testing different conditions. 

 Experimental evolution presents several advantages over the retrospective study 

of historical diversity, which make it a precious tool for the study of evolutionary 

phenomena. Those advantages can be summarized in two words: control and 

replication. Unlike natural evolution, the environmental conditions of laboratory 

experiments can be set and narrowly controlled. The evolutionary starting point is known 

and can be preserved, while samples can be regularly taken from the experiment and 

frozen for further characterization. The fitness gains in evolved mutants can thus be 

measured by head-to-head competition with the ancestor. More importantly, a detailed 

and almost real-time picture of evolution can be obtained from such experiments. This is 
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a significant advantage over the study of naturally occurring diversity, which relies on 

fossils and living samples from the present. The dynamic picture of evolutionary history 

provided by ALE allows the easier detection of genetic linkage and correlations. 

Because the ancestor is known and well characterized, phenotypic and genotypic 

differences with evolved mutants can be measured, enabling the identification of the 

genetic basis of adaption. Parallel ALE experiments in the ancestral conditions can be 

performed, enabling the segregation of genuine adaptive changes from the effects of 

genetic drift. In ALE, replication allows the study of the diversity of possible evolutionary 

solutions. Replication is also a means to assess parallelism, or the reproducibility of 

evolution. A well-characterized starting point further means that the effect of historical 

contingency can be better identified. The open-ended nature of evolution has the 

advantage that it can give unexpected results, linking genes to new functions, and 

hinting at novel pathways and molecular mechanisms. Finally, experimental evolution 

benefits from some of the advantages of microbes, which have large population sizes, 

short generation times and affordable nutritional requirements. 

Experimental evolution is in no way a new practice: the first reported example of a 

controlled evolution experiment dates from the 1880s and is attributed to W.H. Dallinger, 

who gradually adapted strains of protozoa to elevated temperatures. At the beginning of 

his experiment, the protozoans thrived best around 16oC, but after seven years of 

adaptation, he reported that his microbes could withstand 70oC, earning the praise of 

Charles Darwin himself 10,17. In a pioneering study following the invention of the 

chemostat, Novick and Szilard introduced one of the first modern and controlled 

examples of experimental evolution, providing evidence for clonal replacement in 

populations of bacteria growing under limiting nutrient conditions 18. Thereafter, 



 9 

experimental evolution has either been used to study the population genetics forces that 

guide evolution, or on the contrary focused on the specific mechanisms of adaptation 

leading to novel traits 10 ch.13. Means to access the genetic architecture (i.e. the genetic 

basis of a phenotype) underlying selected traits was required to bridge the gap between 

both objectives. Early examples of such attempts used metabolic flux theory and 

experimental evolution to probe the mechanisms leading to selective neutrality 19,20. 

However, as discussed below, the advent of affordable high throughput sequencing 

technologies has rapidly multiplied the number of studies which attempt to uncover the 

genetic architecture of selected traits to answer questions of evolutionary biology 21. 

 It is not my intent to provide an exhaustive survey of all experimental evolution 

studies and their contributions to evolutionary biology. In the rest of this section, I 

instead review some of the major issues of modern evolutionary biology for which 

experimental evolution has been successfully applied. 

 A review of experimental evolution studies, even partial, cannot be complete 

without mentioning the Escherichia coli long-term experimental evolution (LTEE) project. 

Started in 1988, this on-going experiment consists in twelve replicate lines of bacteria 

evolving in glucose-restricted minimal medium 22. Lines from this experiment are 

propagated as batch cultures, passed daily by 1:100 dilution into fresh medium. As the 

first draft of this thesis is being written, the experiment has reached generation 65,829 

22. Core findings from this experiment have been published in a series of thirteen articles 

all bearing the title Long-term experimental evolution in Escherichia coli 23–35, but several 

other studies about the LTEE have been published. The early phases of the experiment 

showed that the rate of adaption is initially rapid, with an increase in population fitness of 

30% after the first 2000 generations 23. Adaptation was subsequently demonstrated to 
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slow down, with the gain in fitness reaching 50% after 10,000 generations, suggesting a 

possible decline in the number of available beneficial mutations and a general pattern of 

diminishing returns for each new mutation 36. Moreover, adaptation showed a high level 

of parallelism, suggesting that phenotypic evolution follows a predictable pattern. 

Genotypic parallelism was later demonstrated for this same experiment. Among 

recurrent adaptive traits was the loss of ribose catabolism, rendered useless and 

burdensome by constant cultivation on a single carbon source 37. Interestingly, this trait 

was repeatedly evolved following the same molecular mechanism involving disruption of 

sequences upstream of the rbs operon by an insertion element. Analysis of gene 

expression profiles at 20,000 generations detected a general alteration of the guanosine 

tetraphosphate and c-AMP receptor protein regulons. This observation led to candidate 

gene sequencing, which notably identified repeated mutations in gene spoT, and further 

demonstrated parallelism and the predictable character of evolution 38.  

Loss of function, as illustrated by abolished ribose catabolism in the LTEE, is a 

recurrent observation in evolution experiments. This further argues for the deterministic 

nature of evolution in large populations. For example, adaptation of E. coli to constant 

glucose-limitation in otherwise benign conditions was shown to lead to the loss of stress 

response pathways, illustrated by the rapid proliferation of mutations that abolish the 

function of stress regulator RpoS, both in experimental and natural settings 16.  Similarly, 

culturing of Bacillus subtilis in excess glucose was shown to repeatedly lead to loss of 

sporulation ability 39. More recently, Kvitek and Sherlock have applied whole population 

whole genome sequencing to generalize this loss of function pattern to evolution in 

constant environments 40. Their review of selected mutations showed that over half of 

the mutations accumulated in replicate lines of yeast adapted to constant environments 
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led to a loss of function in the glucose signaling, Ras/cAMP/PKA and HOG pathways. 

The resulting loss of sensitivity to the environment was shown to be reproducible, 

underlining parallelism as well as a trade-off pattern in evolution. Arguably, the 

controlled environment of the laboratory is particularly conducive to adaptive loss of 

function. In the absence of environmental fluctuations, the fitness costs associated with 

stress response, nutrient sensing and a highly responsive metabolism become 

disadvantageous.  Yet, this adaptive path represents a trade-off: environment-

insensitive mutants isolated by Kvitek and Sherlock displayed loss of viability under 

starvation. Similarly, rpoS- isolates of E. coli are at a disadvantage during prolonged 

starvation 16. Twenty percent of B. subtilis genes involved in sporulation are strongly 

expressed in non-inducing conditions, illustrating the strong fitness cost associated with 

this ability 14 and the scale of the apparent trade-off between growth rate and sporulation 

ability 39. 

Phenotypic trade-offs pose a fundamental question about the mechanisms of 

evolution. In order to “spend on one side”, does nature necessarily need to “save on the 

other side”, as Darwin initially put it 1? An alternative explanation, at least for some 

apparent trade-offs, would be that the loss of fitness in some traits associated with gains 

in other traits results from the accumulation of nearly neutral mutations by genetic drift. 

This dilemma between antagonistic pleiotropy (i.e., a mutation can have multiple, 

opposing effects on fitness) and mutation accumulation is a core question on the origins 

of genetic diversity. In other words, is natural diversity the result of natural selection, or 

did it arise because of drift, as predicted by the neutral theory? Experimental evolution 

has shed light on this debate. Decay of unused catabolic functions during the E. coli 

long-term evolution experiment was mentioned earlier. The mutation accumulation 



 12 

hypothesis predicts random loss of function happening at a constant rate throughout 

evolution. On the contrary, the pattern of catabolic decay during the LTEE reproducibly 

happens during the early phases of rapid adaptation, and this behaviour was not 

affected by the spontaneous appearance of mutator phenotypes 41. Yet another 

observation of the LTEE supports antagonistic pleiotropy. In the experiment, E. coli is 

adapted to glucose, a substrate uptaken via a phosphotransferase system (PTS). 

Diversity of fitness in adapted clones was measured on a variety of carbon sources, 

both PTS dependent and independent. The distribution of fitness was narrow on 

substrates imported via a PTS, while much greater diversity was observed on a PTS 

independent carbon source 25,26. Offshoots of the E. coli long-term experiment were 

designed to specifically address the trade-off dilemma. The LTEE is conducted at 37oC 

and pH 7.2, and an isolate from 2000 generations of adaptation was used as the 

founding ancestor for a series of branching adaptation experiments. Replicate lines of 

adaptive evolution to different environments, spanning temperatures of 20oC to 41.5oC 

and pH 5.4 to 8.0 were launched and maintained by serial passage for 2000 additional 

generations. Quantifiable fitness gains over the ancestor were observed in those niche 

conditions 42,43. Competition experiments between niche-adapted clones in the other 

conditions revealed various degrees of trade-offs 43,44. Trade-off was the general pattern 

observed in this series of studies, but it was not systematically observed 45, arguing that 

antagonistic pleiotropy may not be a general mechanism of adaptive specialization. 

 Specialist phenotypes are the textbook example of trade-off effects and 

antagonistic pleiotropy. The experimental evolution literature contains several interesting 

cases of adaptive specialization. I will mention two related examples, which to some 

extent illustrate artifactual disadvantages of adaptive laboratory evolution. Using the 
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same conditions as the LTEE, Treves and coworkers repeatedly observed the formation 

of two niche subgroups with differing carbon source preferences. The first group of 

bacteria feeds preferentially on glucose, fermenting it to acetate, which is used by the 

second group as its favourite carbon source 46,47.  While this observation is interesting 

for evolutionary ecology, it should serve as a caution to experimentalists interested in 

studying the causes of diversity. In this case, diversity is structurally maintained by the 

largely artifactual and chronic accumulation of waste products in serially transferred 

batch cultures. Parallel adaptive evolution in Pseudomonas fluorescens with and without 

stirring highlights another potential limitation of experimental evolution. Stirring of 

microbial cultures is meant to standardize aeration and the distribution of nutrients in 

culture vessels. It is part of the environmental control essential to meaningful 

experimental evolution. However, it leads to a loss of spatial organization, as illustrated 

by the specialization of P. fluorescens in unstirred adaptive evolution experiments. In still 

cultures, this bacterium rapidly and reproducibly separates into three groups, with spatial 

preference for the broth, the bottom of culture vessels, or the air-broth interface 48. 

 We have just seen how the conditions of evolution experiments can influence, 

sometimes in unexpected manners, the formation of ecological niches. I now complete 

my general discussion of experimental evolution with a presentation of some of the other 

limitations of this methodology. A central criticism addressed to laboratory evolution is 

that it ostensibly lacks realism. Indeed, it is performed in the idealized and tightly 

controlled environment of the lab, sacrificing the multidimensionality of nature. In 

particular, we have seen the effects that constant conditions can have on experimental 

evolution. However, in all fairness, the ceteribus paribus criticism may be addressed to 

all of experimental science. Microbial culture, with its ample nutrients and ideal 
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temperatures, can be considered as too simple and benign to reflect real life conditions, 

but on the contrary, there are instances where it may be too stressful. Indeed, typical 

batch culture, especially under a serial passage regimen, leads to cyclic starvation and 

to the accumulation of waste products. Since it requires large populations of rapidly 

evolving organisms, the scope of characters that can be tested using this approach is 

limited to those found in microbes and other life forms with short generation times. 

Despite this fact, it still represents an important time commitment, which many 

researchers may not be able to afford. The time scale of laboratory evolution 

experiments is too short for the study of macroevolution, limiting discussion to 

microevolutionary phenomena. A key aspect to consider is that the laboratory is a 

specific environment in itself, which requires adaption from natural organisms. Common 

laboratory strains of yeast and bacteria are in fact domesticated organisms. Therefore, 

organisms that go directly from nature to experimental evolution may be adapting 

simultaneously to the lab and the specific conditions tested by the experiment, which 

may confound downstream analyses. Inversely, lab strains may not reflect the behaviour 

of wild or industrial strains in the same conditions 10 ch.2,22. 

 

1.3a Effect of sexual recombination on evolution 

  In the previous section, I have discussed the illustration of fundamental questions 

of evolutionary biology through experimental evolution. The influence of sex on evolution 

is of special interest to this thesis, because of the evolutionary engineering methods 

under study. There are relatively few reports of evolution experiments that incorporate 

sexual recombination, because clonal propagation is the preferred mode of microbial 

reproduction. Facultative sexual reproduction cycles in unicellular eukaryotes allow the 
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design of evolution experiments that study the impact of sex on evolutionary dynamics. 

Similar experiments in multicellular organisms exist, but they are of lesser relevance to 

this essentially microbiological work 11. In this section, I mainly review three studies and 

the insight they provide into the influence of sex on the rate of adaption, on clonal 

interference, and on the effectiveness of purifying selection. 

 A distinguishing feature of microbial sex is its facultative nature. Facultative sex 

both represents a challenge and an experimental opportunity. Sexual reproduction is 

thought to confer a selective advantage in microbes, because it is maintained in wild 

populations 10 ch.16. However, it is expendable: without the appropriate selective 

pressure, this ability is frequently lost to mutation accumulation. Examples of this “use it 

or lose it” character are documented in Cryptococcus neoformans 49, Saccharomyces 

cerevisiae 50, and Chlamydomonas reinhardtii 51. Facultative sexual reproduction is an 

interesting tool for the experimenter, because it allows the comparative study of 

evolution with and without sex. 

 In S. cerevisiae and C. reinhardtii, meiosis occurs in response to prolonged 

starvation and results in the formation of spores. In those species, sex thus confers a 

direct survival advantage. It means that environmental changes are necessary to induce 

meiosis and enable sexual recombination. This creates a problem for the study of 

evolution in constant environments, but makes the execution of appropriate control 

experiments challenging. In yeast, this challenge is overcome by disruption of genes 

involved in the regulation of meiosis. Deletion of IME1 abolishes meiosis completely: 

ime� cells simply wait through nitrogen starvation without sporulating 52. An alternative 

is the deletion of genes SPO11 and SPO13, which results in sporulation without meiosis 
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and recombination 53,54. These mutants can be used as controls for the specific effects 

of sex, because they can undergo exactly the same treatments as experimental 

populations without undergoing sexual recombination. 

 Sex requires complex molecular machinery, notably for cell fusion and 

recombination of DNA. Maintenance of these systems, and the considerable 

commitments in time and energy involved with sex represent important fitness costs. 

Understanding the selective advantages that lead to the prevalence and maintenance of 

this complex mode of reproduction in nature is thus a central problem of evolutionary 

biology. The classical explanation for sex, termed the Fisher-Muller principle, states that 

recombination acts by reducing negative linkage disequilibrium at loci that are under 

selection. In other words, sex helps separating beneficial alleles from secondary 

deleterious mutations to which they may be linked: it shuffles alleles and diminishes their 

dependence on genetic background. This idea was tested by experimental evolution in 

S. cerevisiae by Goddard and coworkers. Yeast was cultured in chemostats using 

benign, glucose-limited conditions, and compared to harsh conditions of elevated 

temperature and increased osmolarity. Periods of asexual reproduction were regularly 

interrupted by episodes of induced sexual recombination. Asexual evolution of spo11� 

spo13� mutants was compared to that of wildtype cells. After 300 generations of mitotic 

propagation and five or ten cycles of sporulation, sexual yeast displayed a clear 

advantage in high salt and elevated temperature, but none in benign medium 55. These 

observations are compatible with a faster rate of adaptation imparted by sexual 

recombination. 
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  Reduced rates of adaptation in asexuals indicate negative linkage disequilibrium, 

but different mechanisms may explain how sex relieves this effect. One hypothesis is 

that sex accelerates evolution by reducing negative epistasis. This “ruby in the rubbish” 

model states that it is the direct uncoupling of beneficial alleles from their accompanying 

mutational load that constitutes the main advantage of sexual recombination. Another 

hypothesis states that sex reduces clonal interference. In asexual populations, beneficial 

mutations arise independently and compete against each other. This means that the 

fixation of one beneficial allele occurs at the expense of other ones. This clonal 

interference leads to patterns of incremental adaptation, in which beneficial mutations 

appear and accumulate in a single “winning” lineage. In sexual populations, two 

beneficial mutations do not need to sequentially arise by chance in a common lineage to 

both attain fixation. They may appear concurrently without necessarily competing: 

recombination facilitates their reunion into the same individuals. Epistasis and clonal 

interference are not predicted to react in the same way to population size. Epistasis is 

unaffected by population size, because the probability of recombination between alleles 

at two loci is the same regardless of the number of individuals. On the contrary, clonal 

interference is dependent on population size. Larger populations have a higher 

probability of generating beneficial mutations, meaning that they will accumulate more of 

them on average. Based on these predictions, Colegrave et al. evolved initially isogenic 

lines of C. reinhardtii with an intervening episode of sexual recombination and varying 

effective population sizes. Fitness increases were positively correlated with population 

size, indicating more accumulation of beneficial alleles in larger populations of these 

sexual microbes 56. More recently, comparative whole population whole genome 

sequencing of evolution experiments in sexual and asexual lines of S. cerevisiae 
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described the effect of sex on molecular evolution 57. This study showed that sexual and 

asexual lines produced comparable numbers of mutations, but that the sexuals 

accumulated a much smaller, mostly non-synonymous subset of those. Cohorts of 

mutations with correlated evolutionary trajectories were observed in the asexuals, but 

not in the sexuals. Together, these observations indicate pervasive hitchhiking in 

asexuals, and efficient purifying selection in sexuals. Patterns of clonal interference 

were observed in the asexual populations, in which cohorts of mutations were transiently 

selected then were outcompeted and declined to extinction. This study is the first 

reported investigation of the effects of sex on molecular evolution. Its results 

convincingly show that sex speeds adaptation both by reducing clonal interference and 

efficiently sorting beneficial mutations from hitchhikers. 

 

1.3b Genomics of experimental evolution 

 Early investigations of experimental evolution, and most of the studies I have 

reviewed until now, relied on the tools of classical genetics and on phenotypic 

measurements. This technological constraint restricts access to patterns of molecular 

evolution and limits understanding of the genetic architecture of evolved traits. Rapid 

technological progress since the turn of the century has enabled researchers with ever 

increasing power and resolution in their investigations of evolutionary genomics and 

molecular evolution. Experimental evolution entered the molecular era with a study of 

adaptation to glucose limitation. Brown et al. hypothesized that amplification of glucose 

transporters was selected by evolution of yeast in glucose-restricted medium. Using 

Northern and Southern blotting and restriction mapping, they could demonstrate an 

increase in gene copy numbers of glucose transporters 58. Albeit successful, this 
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approach was biased towards a very specific hypothesis that relied on prior knowledge 

of yeast physiology. Soon after, microarrays enabled the first genomic studies of 

experimental evolution. This agnostic approach confirmed previous findings on the 

amplification of hexose transporters 59, but could illustrate parallelism in the evolution of 

transcriptomes and large scale genome rearrangements 60. Later generations of 

microarrays enabled the first investigations of single nucleotide changes in 

experimentally evolved mutants 61. Sensitive microarrays were notably used to 

investigate the genetic basis of adaption of yeast to fluctuating glucose-galactose 

environments, identifying strong parallelism in the selection of mutant gal80 alleles 62. 

 The development of massively parallel DNA sequencing technologies now allows 

for affordable and deep investigations of molecular evolution. Highly multiplexed 

candidate gene sequencing, high-resolution transcriptome profiling, whole genome 

sequencing and whole population whole genome sequencing (i.e. metagenomics) are all 

within reach of the average academic lab. In previous sections, I already have alluded to 

some of these recent genomics studies, and notably their contributions to our 

understanding of trade-off effects and the mechanisms by which sex speeds adaptation. 

Here, I propose to specifically review how high-resolution genomics have contributed to 

refine our understanding of evolutionary forces. 

 The E. coli long-term evolution experiment provided the material for the first in-

depth investigation of ALE by whole genome sequencing of individual adapted clones 63 

and whole population samples 64. NGS investigation of this already well-studied 

experiment confirmed several previous findings. For example, it was known that the rate 

of adaptation was initially high, and later slowed down. On the contrary, the rate of 

genome-level change was remarkably constant, seemingly confirming predictions of the 
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neutral theory. However, stark overrepresentation of non-synonymous mutations, high 

genomic parallelism between replicate lines, temporal persistence of mutations, and 

demonstrated fitness effects of almost all detected mutations argued against a dominant 

effect for drift 63. Whole population sequencing of the LTEE also provided evidence for 

clonal interference, mutation fixation, mutator phenotypes, and cross-feeding 

specialization 64. A follow-up study to these pioneering investigations was recently 

published 65. Tenaillon and coworkers sequenced the genomes of 264 clones from the 

12 populations of the LTEE at 11 time points spanning 50,000 generations. Their data 

refine understanding of the experiment while confirming several key observations of 

previous studies. In contrast with the arguably less comprehensive 2009 studies, the 

data provide evidence for genetic hitchhiking of neutral mutations on beneficial alleles. 

However, it confirms that the early phases of evolution were dominated by beneficial 

mutations, which remained preponderant but declined in proportion as evolution 

progressed. Repeated selection of mutator phenotypes was also confirmed. Parallelism 

was prevalent, observable at the gene level. Overall, the authors argue that the LTEE is 

a strong demonstration in favour of a selectionist view of molecular evolution. As the 

main evidence for this position, the authors invoke the sustained fixation of a large 

number of beneficial mutations throughout the experiment. 

 Phenomena revealed by NGS of LTEE samples have been observed in similar 

experiments. Genetic hitchhiking, clonal interference and parallelism appear as 

molecular hallmarks of experimental evolution. For example, adaptation of 40 

populations of S. cerevisiae to rich medium, revealed patterns of clonal interference and 

genetic hitchhiking similar to those observed in E. coli during the LTEE 66.  Review of the 

experimental evolution literature provides a rather compelling case for parallel evolution. 
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For example, Tenaillon et al. evolved 115 populations of E. coli to increased 

temperature, and sequenced a single isolate from each of these lines. The result 

showed high degrees of convergence at the gene, operon and functional complex levels 

67. Similar instances of evolutionary parallelism are reported, sometimes down to the 

nucleotide level, by Herron and Doebeli in clones of E. coli evolved in the presence of 

competing carbon sources 68. Parallelism was also demonstrated in short-term evolution 

of Burkholderia cenocepacia for adherence and a wrinkly colony phenotype. Whole 

genome sequencing revealed reproducible clustering of mutations at the wsp locus 69. 

Parallelism is thus well documented in asexual populations evolving from de novo 

mutations. Yeast undergoing frequent sexual recombination and evolved from standing 

genetic variation similarly displays high levels of parallelism 70. 

 Numerous deep sequencing studies on experimentally evolved isolates have 

provided examples of epistasis (i.e. dependence of the fitness effect of individual alleles 

on the genetic background). For example, sequencing of an E. coli mutant evolved for 

1,2-propanediol utilization led to the observation that two mutations were required to 

elicit the desired phenotype 71. Examples of reciprocal sign epistasis, in which a 

mutation produces opposite effects on fitness in different backgrounds, have also been 

revealed by WGS. Short-term adaptation of E. coli to lactate medium produces a 

mutation in gene kdtA, which leads to amino acid auxotrophy in the wildtype that is 

relieved in evolved mutants carrying six other mutations 72. During adaptation of yeast to 

limiting glucose, beneficial mutations in genes MTH1 and HXT6/HXT7 are repeatedly 

selected, but Kvitek and Sherlock have shown that the presence of both mutations 

causes a reduction in fitness, preventing the selection of double mutants 73. Similar 

observations were made in highly replicated evolution experiments of E. coli, in which 
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adaptation to elevated temperature selects for mutations in the RNA polymerase 

complex or in the termination factor rho, but not both 67. Together, these examples 

demonstrate the influence that epistasis may have on evolution. Selection of one allele 

in a positive epistatic pair depends on the appearance and selection of the other. 

Reciprocal sign epistasis, on the contrary, has the potential to force evolution towards 

specific local fitness maxima, depending on the contingent and random order in which 

mutations appear and are selected. 

 

1.3c Experimental study of compensatory evolution 

 

 Compensatory evolution is proposed to have played a major role in the 

evolutionary engineering experiment studied in this thesis. In this sub-section, I 

introduce this concept, and report major theoretical and experimental studies of this 

phenomenon. I discuss how compensatory evolution can be exploited in basic molecular 

biology research, drug target discovery, and biological engineering. 

 Compensatory evolution describes the process by which secondary mutations are 

selected to alleviate the fitness cost of other alleles. Therefore, this phenomenon is 

tightly linked to the concepts of epistasis and genetic interaction. The theoretical 

framework for compensatory evolution was established by Kimura 74 and further 

developed by Weinreich and Chao 75. Models elaborated by these authors showed that 

fitness valleys could be crossed via the sequential accumulation of epistatic but 

individually deleterious or neutral alleles. These models further showed that the fixation 

of compensatory pairs was facilitated by large population sizes and linkage between the 

interacting loci 75. 
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Experimental investigation of compensatory evolution was conducted in viruses 

76–79, bacteria 80–82, yeast 83,84 and worms 85,86. Major conclusions from those studies are 

summarized below. In populations affected by a crippling mutational load, compensation 

is both rapid and pervasive 80,82,83,85,86. A broad range of genetic defects can be 

compensated, but with unequal likelihood 82,83. One of the main predictors of 

compensatory evolution is the strength of the fitness defects caused by deleterious 

alleles 80,83. The path of compensatory evolution appears to depend highly on the 

selective environment 81,83,84. Furthermore, environmental changes readily reveal the 

highly pleiotropic effect of compensatory mutations 83,84. Both the dependence of 

compensatory evolution on the strength of fitness defects and the pleiotropic effects of 

compensating mutations are in line with Fisher’s geometric model of adaptation. This 

model predicts that both the frequency of adaptive mutations and the tolerance of 

evolution to antagonistic pleiotropy increase with distance from the fitness optimum 87. 

Historical contingency constrains the path of compensatory evolution, as shown by the 

divergent evolutionary solutions selected for the same defects in different yeast strains 

84. Finally, compensatory evolution is proposed to play a major role in evolutionary 

divergence. Indeed, in a context in which the rate of neutral and deleterious mutation is 

higher than that of beneficial mutation 88, widespread compensation is expected. 

Compensatory evolution does not typically restore the global expression pattern of the 

non-mutant ancestor, further potentiating divergence 83. 

Compensatory evolution has potential as a tool for both basic and applied 

research. For example, it has been used to study the response of bacteria to the fitness 

cost of antibiotic resistance 81. Similarly, the frequent role of gene loss in tumorigenesis 

identifies compensatory evolution as an attractive tool for the study of evolutionary 
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dynamics in cancer development and progression 83,89,90. Because compensatory 

evolution converges at the functional network level rather than at the molecular level 

79,83, it has been exploited to identify novel functional interactions and potential new drug 

targets for genetic diseases 84. I finally propose that a finer knowledge of compensatory 

evolution may help genetic engineers alleviate the burdens caused by their interventions 

in the genomes of industrial organisms. 

 

1.4 Evolutionary engineering 

 So far, I have discussed experimental evolution from the point of view of 

evolutionary biology. In that context, the precise phenotypes under selection are a 

secondary consideration: the focus is on forces and mechanisms that shape the path of 

evolution. However, it was realized early that Darwinian evolution could be exploited by 

the experimentalist to produce specific outcomes 91. This approach of using evolution to 

produce a phenotype of interest is termed directed evolution or evolutionary 

engineering, with the former term mostly applied to single-molecule approaches. In this 

section, I review evolutionary engineering as an experimental method and field of study. 

I begin with a methodological definition of evolutionary engineering, presenting major 

experimental methods and approaches and illustrating them with key studies.  I then 

provide a detailed review of genome shuffling, which is the specific evolutionary 

engineering approach studied in this thesis. I finish this section by placing evolutionary 

engineering in the wider context of synthetic biology, arguing that beyond specific design 

and engineering objectives, it represents an opportunity to investigate basic questions of 

biology. 

 



 25 

1.4a Definitions and experimental methods 

 We have defined evolutionary engineering as the deliberate use of Darwinian 

evolution for the realization of defined outcomes in biological systems. This approach 

stems directly from our incomplete understanding of biological systems, which precludes 

purely rational approaches. It requires four central components: i) a characteristic, either 

qualitative or quantitative, which can be scored; ii) a seed or canvas system used as an 

evolutionary starting point; iii) means to obtain diversity in the seed; and iv) a way to 

isolate fitter variants within that diversity. The precise nature of each these components 

will influence the kind of experiment to conduct. I choose to differentiate evolutionary 

engineering methods on the basis of three defining characteristics, which I call scale, 

continuity, and bias. Scale refers to the relative size of the biological unit undergoing 

evolution. Evolutionary engineering can be performed at the level of single biomolecules 

or genes; at the level of “genetic circuits” such a metabolic or regulatory pathways; or at 

the organismal level. Evolutionary engineering methods are either continuous or 

discontinuous. Classical discontinuous methods separate the generation of diversity, 

screening or selection, variant propagation and potential recombination into discreet 

steps, which typically require direct manipulations by researchers. Continuous methods 

rather proceed with minimal outside intervention, and the separation between 

evolutionary events appears seamless. A more fundamental and defining characteristic 

of evolutionary engineering methods is bias. By bias I refer to the relative number of 

assumptions on which an evolutionary engineering experiment is built. Therefore, I 

roughly categorize methods as semi-rational or agnostic. To some extent, bias is related 

to scale. For example, restricting the evolutionary search to a single regulatory pathway 

defines the scale of the experiment but implicitly ignores the effect of other cellular 
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subsystems. At the other end of the spectrum, the sequence space available to the 

evolution of whole organisms necessarily reduces bias, but we will see that 

methodological choices are never completely agnostic. Below, I divide exposition of 

evolutionary engineering based on scale, discussing the implications of continuity and 

bias. 

 

Evolutionary engineering of single molecules 

 Evolutionary engineering of single biomolecules, both RNA and proteins, is a vast 

and rich field, which has demonstrated time and again a capacity to produce novel 

functions and capabilities 92. The diversity of fine-tuned fluorescent proteins available to 

biologists is a Nobel prize-winning testimony of the power and impact of these 

approaches 93–95. Other notable examples include a recombinase apt at excising the HIV 

virus 96, a P450 evolved into a propane hydroxylase 97, and an increase of more than 

40oC in thermostability of lipase A 98. A central challenge for evolutionary protein 

engineers has been the inability to exhaustively sample the immense combinatorial 

sequence space available to even the simplest seed molecules. In this context, stepwise 

movement along the fitness landscape by accumulation of single mutations has been 

considered the most rewarding strategy 92. This approach is agnostic to the extent that 

diversity is typically introduced at random by error-prone PCR. However the stepwise 

method is blind to epistasis involving individually neutral or deleterious mutations, and its 

ratchet-like behaviour can confine it to local fitness maxima. This asexual mode of 

propagation and mutation accumulation is vulnerable to a kind of artificial clonal 

interference, which can slow down and confine evolution, as we have seen in previous 

sections. In vitro recombination (or DNA shuffling) strategies to circumvent this 
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shortcoming have been devised 99–102. Semi-rational approaches have been proposed to 

address the unsampled sequence space issue. Using prior knowledge of molecule 

structure and function, targeted evolution can increase the probability of identifying 

beneficial mutations. For example, evolution has been restricted to protein domains 

97,103, or active sites and binding pockets 104–106. Recombination of natural molecules is 

another way to reduce complexity by introducing an evolutionary bias 99,107,108.  

More recently, systems for continuous in vivo mutagenesis and recombination of 

protein variants were reported. The first of these systems is phage-assisted continuous 

evolution (PACE). In this system, E. coli cells expressing an essential phage protein are 

continuously fed and removed from a pool of phages lacking that critical gene. Phages 

replicate faster than E. coli, and bacteria remain only transiently in the virus pool, such 

that evolution remains restricted to virions. The system must be designed so that 

selection links biomolecule evolution to the expression of the essential phage protein in 

infected bacteria. Therefore, evolution is directly tied to phage propagation. With this 

system, the inventors of PACE were capable of evolving T7 RNA polymerase to 

recognize the T3 promoter 109. Another method, called heritable recombination (HR), 

takes advantage of the high homologous recombination rates induced in S. cerevisiae 

by double-stranded breaks to effect both recombination and mutagenesis. Mating and 

sporulation of yeast further facilitates recombination. This method addresses the 

transformation bottleneck, which limits sequence space exploration. Indeed, 

transformation is performed only once for the generation of initial diversity: further 

variation is induced by recombination and is propagated in vivo 110. 
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Fine-tuning of genetic circuits by evolutionary engineering 

The poster child method for circuit evolution is multiplex automated genome 

engineering (MAGE). MAGE relies on the potentiation of oligo-mediated recombination 

in E. coli by the � ssDNA-binding protein of phage �-red. Repeated transformation of 

oligonucleotide libraries, preferentially in an automated manner, leads to high-efficiency 

allelic replacement 111. This efficiency enables the simultaneous modification of several 

targets, facilitating the evolution of entire genetic circuits, rather than single genes. 

Selection markers have improved the method by selecting for recombination-competent 

cells 112. Bacterial conjugation was combined with MAGE to expedite recombination 113. 

A similar oligo-mediated method has been reported in yeast, but with lower efficiency 

114. One of the most spectacular applications of MAGE was the genome-wide 

replacement of TAG stop codons in E. coli 115. 

 

Evolutionary engineering of whole organisms 

The evolutionary engineering of whole organisms implies complex traits involving 

intricate genetic networks. Even the smallest bacterial genomes represent enormous 

sequence spaces that evolutionary engineers can only scarcely sample. Unsurprisingly, 

targeted approaches have been devised at this scale to reduce complexity. For 

example, global transcription machinery engineering (gTME) is based on the 

assumption that mutagenesis of global regulators can be applied to simultaneously 

modulate numerous genes relevant to a phenotype of interest. With this approach, error-

prone PCR of the �70 transcription factor was enough to generate an E. coli strain 
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tolerant to sodium dodecyl sulfate and ethanol 116. Variant libraries of TATA-binding 

proteins Spt15p and Taf25p were similarly applied to increase ethanol tolerance in S. 

cerevisiae 117. 

Trackable multiplex recombineering (TRMR) is an agnostic variation on the 

MAGE method. In TRMR, genome-wide and oligo-mediated insertion of barcoded 

sequences followed by microarray analysis of selected mutants are used to identify loci 

relevant to the phenotype of interest 118. In a hybrid approach, TRMR was used to 

identify targets, which were further engineered by MAGE, yielding E. coli mutants with 

enhanced tolerance to acetic acid, low pH and cellulosic hydrolysates 119. 

 Classical strain improvement methods are mostly agnostic 120. They are 

based on the high throughput screening of mutants generated by random mutagenesis 

or adaptive laboratory evolution. Best mutants identified in these programs are then 

used in further rounds of mutagenesis and screening until the desired trait is achieved. 

These strain improvement programs are labour intensive and time consuming, typically 

leading to incremental improvements of 10% per year, as single mutants are selected 

and sequentially mutagenized 121. Genome shuffling (GS) is a laboratory evolution 

method that addresses the limitations of classical strain improvement programmes 

(SIPs). Pioneered in the early 2000s 122,123, GS consists in the combinatorial evolution of 

complex phenotypes in whole organisms by genome-scale and recursive recombination 

of mutants. The work presented in this thesis is based on a genome shuffling 

experiment. This method is therefore reviewed in detail in the next section. 
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1.4b Evolutionary engineering by genome shuffling 

 Genome shuffling is a discontinuous and agnostic approach for the evolutionary 

engineering of whole organisms. Genetic diversity is introduced in a starting population 

of interest, and recursively recombined to rapidly generate new and potentially beneficial 

combinations of mutations.  Intervening screening or selection steps may be applied at 

different points in the process to isolate improved mutants, which can be further 

recombined. This process can be performed repeatedly and stopped whenever the 

output is deemed satisfactory. Each time a mutant is isolated, it may be submitted to 

characterization.  

 The emphasis of this section is on the experimental design of GS experiments. 

Examination of the GS literature reveals that 14 years after the first genome shuffling 

reports 122, the number of studies in the field has exploded, with the last few years 

providing the largest publication harvests (Table 1.1). However, limiting the discussion of 

GS to examples from the published scientific literature would give an excessively narrow 
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Table 1.1 Published genome shuffling studies at the time this work was initiated 
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picture of the potential of evolutionary engineering by GS.  Patents and patent 

applications for GS give a much broader view of the method, and are a testimony to the 

scientific and technical possibilities of this technology (see 121 for a recent patent 

application). To provide a forward-looking vision of this technology, this section also 

covers projected yet never applied approaches to GS experiments. 

Each subsection below deals with one of the steps of the GS process. The first 

subsection deals with the species and phenotypes that have been evolved by GS. The 

second section is dedicated to methods for acquiring diversity in GS experiments. The 

power of GS relies on the recursive recombination of this genetic diversity and methods 

for achieving this are discussed in the third subsection. 

 

Organisms and phenotypes evolved 

 Enhancements in the production of small molecules are the main objectives of a 

significant proportion of published GS studies. In particular,GS often has been used to 

evolve Streptomyces species producing antibiotics and other molecules. Improvement in 

chemical productivity in a variety of other microbes is reported (Table 1.1). Applying GS 

to improve ethanol titers from S. cerevisiae, the workhorse of the fuel and beverage 

alcohol industries, is another common objective (Table 1.1). Improvement in the ability 

to ferment xylose 124 or co-ferment glucose and xylose 125 also was evolved by GS in 

recombinant S. cerevisiae. Since S. cerevisiae does not natively ferment xylose, those 

studies represent attempts at evolving a rationally engineered but sub-optimal xylose 

fermentation phenotype. They highlight the potential of GS at evolving the complex 

genetic changes that are often required to fine-tune engineered organisms. In related 
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studies, the pentose fermenting yeast Scheffersomyces stipitis was also evolved by GS, 

in one case in conjunction with S. cerevisiae 126,127. Aside from its industrial relevance, 

the ease with which S. cerevisiae and other yeasts can undergo sexual recombination 

contributes to their popularity as GS organisms (discussed below). Improved production 

of organic acids is another common aim of GS (Table 1.1), as is the production of 

proteins and enzymes 128–130. Similarly, Aspergillus niger was genome shuffled to 

enhance its capacity to perform transglycosylation reactions for the production of 

isomaltooligosaccharides 131. While the capacity to perform a reaction rather than 

production titers was the primary aim of the study, the ultimate output remained 

increased production of industrially relevant molecules. 

 The second most important phenotype evolved by GS is resistance to 

physicochemical stresses induced for example by salt 132, acid 133, or toxic industrial 

byproducts 8. Resistance phenotypes are often linked to production titers: increased 

resistance to a given compound produced by a microbe often leads to a concomitant 

increase in its production.  In other cases, production conditions themselves are 

stressful, and improving an organism's resistance to those key stresses leads to 

elevated chemical production 134–139. 

Production and resistance phenotypes account for the vast majority of GS studies. Other 

interesting phenotypes have been reported, and are worth mentioning. For example, the 

bacterium Sphingobium chlorophenolicum, known for its ability to mineralize 

pentachlorophenol (PCP), was genome shuffled for increased resistance to this toxic 

pesticide, leading to a parallel increase in degradation capacity 140. A degradative 

phenotype was similarly evolved in Stenotrophomonas maltophilia for the bioremediation 

of trinitrotoluene 141. In a study related to the antibiotics-producing properties of 
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Streptomyces melanosporofaciens, antagonism for potato pathogens was enhanced by 

screening for increased inhibition of bacterial growth 142. Data suggested increased 

antibiotics production was not the primary cause of the improvement in bactericidal 

properties of S. melanosporofaciens. 

 

Source of genetic diversity 

 The first step in any GS experiment is the creation or acquisition of a genetically 

diverse population to be used for breeding. This section reviews how this diversity can 

be obtained. Here, diversity is defined as genome-level sequence diversity. Accordingly, 

the amount of the diversity is defined as the number of unique genome sequences. Most 

studies artificially induce diversity in an otherwise homogeneous starting population. It is 

possible to exploit diversity that is naturally available, and the several methods for 

tapping natural genetic variations for genome shuffling will be discussed. Figure 1.1A 

schematizes the sources of diversity that can be used in GS studies. 

 How does the source and amount of genetic diversity in the starting population 

affect the success of GS? The amount of diversity in the initial population depends on its 

source: methods of mutagenesis that induce point mutations may generate pools as 

large as the target genome, while focused libraries (discussed below) will be smaller by 

definition. As the evolutionary engineering process progresses, the diversity profile of 

the evolved population changes accordingly. Recombination (discussed further below) 

generates new permutations, adding a layer of complexity to the diversity landscape 

while intervening selection steps weed out neutral and deleterious mutations. The latter 

can have profound effects on the evolutionary process. Stringent and frequent selection 
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�
Figure 1.1 (A) Sources of diversity and (B) recombination methods for genome 
shuffling
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may eliminate mutations that, if properly recombined with other mutations, could display 

beneficial epistatic interactions. It is therefore generally advisable to select permissively 

at the beginning of a GS experiment, increasing stringency as improved mutants are 

isolated. An excessively small pool may result from stringent selection, potentially 

leading to a hasty plateau in improvement. On the contrary, a selection pressure that is 

too permissive may slow down evolution by allowing neutral or deleterious mutations to 

clutter the pool.  

 Chemical or physical mutagens are most commonly used to induce genetic 

diversity in GS experiments (Table 1.1). It is generally assumed that random 

mutagenesis unbiasly covers the entire genome 120, in spite of evidence that nuance this 

assumption 143. Frequently used chemical mutagens include nitrosoguanidine (NTG) 

and ethylmethylsulfonate (EMS), while ultraviolet (UV) light is widely used as an ionizing 

radiation to alter the genetic material of microbes. Mutagens are often used in 

combination. Although facultative, this is done to increase the diversity of induced 

mutations, as each mutagen has specific mechanisms of action that lead to different 

mutational bias 144–146 that vary between species 147. 

 Desired phenotypes can sometimes be found in nature, but not in the desired 

organism, while genes associated with a phenotype of interest may have natural 

homologs that can be exploited to accelerate the strain evolution process. Only a few 

examples report the use of natural genetic diversity as a starting point in evolving a 

strain by GS. In one example, nitrous acid mutagenesis was coupled to interspecies 

crosses to yield an organism with enhanced lactic acid production from starch 148. An 

acid tolerant mutant of Lactobacillus delbruecki was crossed by protoplast fusion with 
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Bacillus amyloliquefaciens, a bacterium notable for its efficient starch utilization. In this 

example, the phenotypes sought were found in two distinct organisms, whose genomes 

were used as starting diversity. Natural diversity was similarly exploited in conjunction 

with mutagenesis to evolve higher production of �-polylysine in five species of 

Streptomyces. In this study, the five species were separately evolved using UV and 

NTG mutagenesis as the source of diversity. Best isolates from all five species were 

subsequently submitted to interspecies hybridization, exploiting natural diversity to 

further improve productivity 149. 

 Clermont et al. used the diversity that naturally exists between two strains of S. 

melanosporofaciens and one strain of S. hygroscopicus and fused them to evolve an 

organism capable of controlling the proliferation of potato pathogens 142. In another 

example, Zheng et al. compared 15 strains of S. cerevisiae for their resistance to 

multiple stresses and their ability to produce ethanol. Among those, two superior strains 

were identified and submitted to recursive mating to generate an enhanced hybrid 136. In 

yet another example of exploiting natural diversity for GS, a strain of yeast was evolved 

to co-ferment glucose and xylose by transforming S. cerevisiae with a whole gDNA 

preparation from S. stipitis 127. Isolates from this transformation where further shuffled by 

re-transforming with S. cerevisiae gDNA. 

Genome-scale recombination  

 The choice of recombination method depends on several considerations. The 

organism will determine whether protoplast fusion, sexual recombination or other 

methods are feasible. For example, as will be discussed below, sexual recombination is 

only possible in organisms with characterized mating cycles. Other recombination 
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methods are tightly linked to the source of diversity. DNA fragment libraries, for 

example, cannot be delivered into cells by protoplast fusion. Protoplast fusion and 

sexual recombination account for nearly all published studies, while several other 

genome-scale recombination methods are suited for GS. Recombination methods 

discussed in this section are illustrated in Figure 1.1B. 

Protoplast fusion is the most common recombination method in GS, and allows 

recombination between virtually any two or more cells. Protoplasts are cells stripped of 

their cell wall by digestion with lysosyme, zymolyase, or other cell wall-digesting 

enzymes. Fusion is promoted by submitting protoplasts to an electric pulse or by 

incubating them in the presence of PEG or surfactants that alter membrane fluidity. 

Recombination can then take place with genetic material from two or more cells 

enclosed within a single plasma membrane. Fusants are thereafter allowed to 

regenerate, and viable recombinants can be submitted to screening and selection. A 

common yet facultative step is protoplast inactivation. In this variation, protoplasts are 

rendered non-viable by exposure to UV light or heat. The only way for protoplasts to 

recover is to undergo fusion and recombination to repair fatal lesions. This approach 

prevents cells from the parent population from dominating the recombinant pool, as it 

results in failure of unfused protoplast to regenerate 150,151. It may also induce further 

diversity via the action of an inactivating mutagen.  

A potential advantage of protoplast fusion is that it enables poolwise 

recombination. In other words, any number of protoplasts can theoretically merge to 

yield a single progeny. This was demonstrated in Streptomyces coelicolor where a 

single round of protoplast fusion was sufficient to combine four different auxotrophic 
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markers into one cell, albeit with low efficiency 152. This means that recombination 

between several mutants can occur at once, potentially accelerating the evolution 

process by creating more combinations and permutations. Protoplast fusion is less 

efficient in gram-negative than gram-positive bacteria. The periplasm and outer 

membrane of gram-negative bacteria harbour many important functions that are stripped 

away during protoplasting, making regeneration more challenging. In E. coli, the highest 

reported proportion of prototrophs from the fusion of two complementary auxotrophic 

populations is 0.7% 153. A small number of GS studies in gram-negative bacteria has 

been published 140,141,154–156. 

Sexual recombination is typically used when genome shuffling S. cerevisiae or 

other organisms with a sexual reproduction cycle. This approach takes advantage of the 

well characterized mating and sporulation cycles of yeast species to avoid some of the 

disadvantages of protoplast fusion. Using the natural ability of haploid yeast cells to fuse 

with one another circumvents the delicate task of generating protoplasts. The strategy 

takes advantage of the molecular meiotic machinery for recombination. Yet, sexual 

recombination has a number of disadvantages. 

The most obvious is that it is limited to the subset of organisms with an easily 

manipulated sexual cycle. A second objection is that it only allows pairwise 

recombination, whereas other methods enable pool-wise recombination. In theory, GS 

based on sexual recombination could thus require more cycles than protoplast fusion to 

combine the same set of beneficial mutations into a single cell. However, using 

auxotrophic strains carrying four different auxotrophic markers, it was possible to 

generate 35% double auxotrophs after one round of mating 8, a proportion considerably 
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above what has been reported for protoplast fusion 122. Other recombination methods 

can be envisioned in microbes. Mechanisms for horizontal gene transfer can be 

exploited to foster recombination between mutants. For example, in bacterial species 

with characterized fertility factors, conjugation may be an attractive way of effecting 

exchanges of genetic information. An illustration of the possibilities offered by horizontal 

gene transfer is conjugative assembly genome engineering (CAGE) 113. CAGE allows 

the generation of precise chimeric bacterial genomes by decoupling genetic information 

from the conjugative machinery, and by using selection markers to precisely control the 

composition of the chimeric genome. This method has notably been used for the 

replacement of all TAG stop condons in E. coli 115.  Direct transformation may be 

exploited to deliver DNA libraries into cells. In their evolution of xylose fermentation in 

baker's yeast, Zhang and Geng 127 used existing transformation protocols to deliver 

entire gDNA preparations from S. stipitis and S. cerevisiae into baker's yeast. This 

approach has the advantage of being simple and straightforward. It is especially 

attractive for shuffling S. cerevisiae with related species because of the efficient 

homologous recombination capabilities of this organism. 

 

1.4c Learning by doing: biological lessons from evolutionary engineering 

 Evolutionary engineering is used to change the properties of complex and 

incompletely understood biological systems. Aside from this applied objective, the 

evolved systems can be used to gain insight into their basic underlying biology. 

Recapitulation of the evolutionary process may provide additional information. In some 

cases, both the process and the outcomes can inform evolutionary biology in ways in 

which classical experimental evolution cannot. In this section, I review the contributions 
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of evolutionary engineering to basic biology. I first discuss studies that use evolutionary 

engineering to shed light on specific phenotypes with particular attention to examples 

from the literature on genome shuffling. The second subsection deals with real and 

proposed contributions of evolutionary engineering to the fundamental understanding of 

evolution. 

 

Evolutionary engineering and the genetic architecture of complex traits 

 A relatively small percentage of genome shuffling studies are followed by 

investigations of the genetic architecture of evolved strains. Yet, investigating the 

genetic changes in GS mutants can prove rewarding for future rational and semi-rational 

approaches, such as reverse metabolic engineering or MAGE. Linking phenotype to 

genotype can prove interesting from a basic science point of view, contributing to our 

understanding of the systems biology of complex traits. Relatively few examples of such 

investigations can be found in the literature.  

 Examination of changes in gene expression profiles of GS-evolved strains can 

help identify the causes of phenotypic improvements. Targeted qPCR is the most 

frequent method used in GS studies interested in investigating the genetic architecture 

of engineered strains. This method is not agnostic and may not exhaustively explore the 

genetic basis of traits engineering by genome shuffling. It has still been successfully 

used to identify mechanisms that contribute to selected phenotypes. For example, after 

GS of S. cerevisiae for increased performance in very high gravity (VHG) fermentation, 

Tao and coworkers monitored changes in expression of genes involved in trehalose 

metabolism 157. Trehalose is a disaccharide tightly associated with the stress response 

in yeast, and analysis of cells revealed that the evolved strain accumulated more 
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trehalose. Activity of trehalose-producing enzymes was augmented, while trehalose 

degradation activity was decreased. Quantitative PCR (qPCR) of genes involved in 

trehalose metabolism revealed a constitutive expression pattern in the GS-evolved 

strain, whereas induced expression was observed in the parent. Pulse-field gel 

electrophoresis revealed chromosomal rearrangements hypothesized to cause the 

changes in gene expression. 

 In another example, qPCR was used to probe levels of surfactin synthetase (srfA) 

gene expression in Bacillus amyloliquefaciens evolved by GS 158. The shuffled strain, 

which produced a greater than 10-fold increase in the surfactin titer as compared to its 

parent, contained around 15 times more srfA mRNA. Also using qPCR, Jin and 

coworkers 159 investigated gene expression variations in a previously identified GS 

mutant of Streptomyces pristinaespiralis with increased pristinamycin production 160, 

concentrating their investigation on known components of the pristinamycin biosynthesis 

pathway. The expression of two of these genes (snbA, snaB), involved in distinct 

sections of the synthesis process, declined during prolonged fermentation in the parent 

strain, while it was maintained in the genome shuffled mutant. A third gene involved in 

resistance to the antibiotic was expressed earlier during fermentation by the mutant than 

by the parent. Restriction fragment length polymorphisms (RFLP) analysis was used to 

visualize chromosomal alterations potentially involved in pristinamycin yield 

improvements. Cloning of fragments present in the mutants but not in the parent strain 

identified two novel genes hypothesized to play a role in pristinamycin synthesis by S. 

pristinaespiralis. 

 A yeast species with the potential for flavor enhancement of soy sauce, 

Zygosaccharomyces rouxii, was genome shuffled to yield a strain with increased 
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resistance to high salt concentrations 161. In a follow-up study, the causes of this 

increased resistance were investigated 162. The Hog1 mitogen-activated protein kinase 

is known to activate genes involved in glycerol synthesis in S. cerevisiae, and it was 

reasoned that the Z. rouxii homolog (ZrHOG1) was a likely hit in the shuffled strain. 

Sequence comparison of the parental and mutant ZrHOG1 genes revealed two 

nucleotide substitutions in the open reading frame, resulting in a single amino acid 

change, and a single base change upstream of the start codon. While the amino acid 

change in ZrHOG1 suggested no obvious changes in protein function, estimation of 

transcription levels by qPCR pointed to elevated activity in the shuffled mutant. 

Furthermore, expression of mutant ZrHOG1 in S. cerevisiae led to increased glycerol 

content. 

 More recent studies have used this targeted qPCR approach to corroborate 

hypotheses on the genetic architecture of GS mutants. For example, genome shuffling 

of S. cerevisiae for increased glutathione content was found to lead to an increase in 

expression of GSH1, encoding a key enzyme in the glutathione biosynthetic pathway 163. 

Similarly, GS mutants of B. amyloliquefaciens with increased fengycin production 

expectedly displayed elevated expression of the fengycin synthetase gene 164. 

Confirmation of straightforward hypotheses about gene expression in GS mutants is 

certainly useful, but cannot reveal novel or unexpected mechanisms about selected 

phenotypes. More open-ended approaches increase the probability of identifying such 

genes or pathways. These approaches may provide a wider, system-level picture of the 

changes taking place in evolved strains. In an early example, a shuffling mutant of 

Proprionibacterium shermanii with improved vitamin B12 production was submitted to a 

cursory proteomics analysis by 2D-gel electrophoresis. Comparison of the gel profiles of 
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the parent and enhanced strains identified 38 proteins with altered levels, including 

several enzymes involved directly or indirectly in vitamin B12 synthesis 165. Other 

studies have explored the proteomics of GS mutants using mass spectrometry. 

Expanding on previous work with B. amyloliquefaciens, Zhao and coworkers provided a 

survey of proteins with altered expression in a surfactin-overproducing mutant 166. A 

similar study in P. acidipropionici revealed 24 differentially expressed proteins in 

propionic acid tolerant mutants. The expression of nine of the genes encoding these 

proteins was further checked by qPCR. Overexpression of four of these genes in E. coli 

conferred increased tolerance to propionic acid. 

 In recent years, the cost of whole genome sequencing has decreased 

considerably. This enables the detailed investigation of genetic and transcriptional 

changes in genome shuffled recombinants.  For example, strains of S. cerevisiae 

evolved for increased stress resistance and ethanol titers in VHG fermentation were 

characterized by a combination of physicochemical and genetic methods that include 

karyotyping, qPCR, array-comparative genome hybridization (aCGH) and RNA 

sequencing (RNA-Seq) 167. This report is unique among GS studies, in that it used a 

chemical mutagen, methyl benzimidazole-2-yl-carbamate (MBC) that mainly induces 

large-scale structural rearrangements of the genome rather than point mutations. Pulse-

field gel electrophoresis showed the evolved strains displayed altered karyotypes 

compared to their parent. Quantitative PCR showed copy number variations throughout 

the genomes of the mutants. Microarray-based comparative genomic hybridization of 

the most productive shuffled mutant identified the largest copy number variations on 

chromosomes 8, 11 and 14.  RNAseq analysis confirmed the presence of several 

differentially expressed genes from those chromosomes. Mitotic cell cycle, small 
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molecule metabolism and stress response were the main functional annotations among 

differentially expressed genes. For example, catalase and trehalose metabolism genes 

showed increased transcription. This observation correlated with increased catalase and 

trehalose titers in all mutants tested. Two other genes with suspected roles in stress 

resistance (YFL052W and SKN7) had increased transcription in the most productive 

mutant. Their effect on the stress resistance phenotype was confirmed by 

overexpression in the parent background. Together, these results showed a clear link 

between copy number variation, transcription level and the stress resistance phenotype. 

 Whole genome sequencing of GS mutants of Pachysolens tannophilus was 

recently reported, revealing 60 SNPs shared by three different strains 168. This highlights 

an important challenge of whole genome sequencing approaches, which is to assess 

the contribution of each SNP to the phenotype of interest. Because of synergistic effects 

and hitchhiker mutations, studying SNPs in isolation may not reveal the importance of 

each mutation. In addition, the systematic study of epistasis in relatively small pools of 

mutations rapidly becomes unmanageable because of the combinatorial explosion. In 

section 1.5 and in chapters 2, 3 and 4 of this thesis, I described strategies used by 

alumni of the Martin lab and myself to address these challenges. 

 

Mechanisms of evolution probed by evolutionary engineering 

 To date, directed evolution studies in proteins have best described the dynamics 

that shape evolutionary engineering and its outcomes. Single molecule evolutionary 

engineering studies have illustrated phenomena familiar to evolutionary biologists, and 

amply discussed in the experimental evolution literature (Section 1.1). Notably, studies 

on proteins were a privileged model to study epistasis, showing how it both potentiates 
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and constrains evolution. The role of antagonistic pleiotropy, or evolutionary trade-offs, 

was also illustrated in directed evolution studies on single molecules. 

 During the evolution of proteins, epistasis has repeatedly been related to stability 

169–171. For example, the evolution of a cytochrome P450 fatty acid hydroxylase into a 

propane monooxygenase has revealed that increases in turnover rate for the desired 

reaction were correlated with concomitant decreases in thermostability 97,172. This trend 

leads to situations where stabilizing mutations are required to enable catalytically 

beneficial mutations. This has been convincingly demonstrated in �-lactamases evolved 

to confer resistance to cephalosporins. In those studies, the effect of active site 

mutations directly depended on the presence of a specific stabilizing mutation 173,174. 

Other studies on �-lactamases have demonstrated the influence of epistasis on protein 

evolution. A 105-fold increase in tolerance to the antibiotic cefotaxime is conferred by a 

specific variant of the enzyme carrying five precise point mutations. There are 120 

trajectories leading to the accumulation of these five mutations from the ancestral 

enzyme. Testing each trajetory, Weinreich and coworkers demonstrated that only 18 

trajectories led to a gain in fitness at each step, therefore identifying the restricted 

number of adaptive evolutionary trajectories 175. Evolutionary engineering of proteins 

has shown the potentiating effect of genetic drift on the path of evolution. Indeed, 

because of epistasis, mutations neutral in a given background may contribute to fitness 

in another 176,177. A cautionary comment must be added to this discussion of 

evolutionary dynamics of protein engineering experiments. The context in which proteins 

are selected in the laboratory differs from the conditions encountered in nature. This 

may in part explain the generalized observation of stability-mediated epistasis. Indeed, 
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while stability is generally not explicitly selected in the laboratory, it is most probably an 

important determinant of fitness in naturally evolving organisms. Generalization of 

evolutionary mechanisms observed in the lab must therefore proceed with caution. 

 Many of the methods presented in section 1.2a are still in their infancy, but they 

may allow researchers to pose questions that cannot be answered by traditional 

experimental evolution. Evolution of some fundamental cellular properties, like genome 

size and codon usage cannot be explored with existing organisms at practical 

timescales. For example, the ability to replace degenerate E. coli codons by MAGE has 

allowed their reassignment to non-natural amino acids 115. This technique enables 

studies on the response of evolution to expanded or restricted amino acid repertoires, 

and may inform our knowledge on the origins of the standard genetic code. Reports on 

protein engineering with non-natural amino acids 178,179 and reduced genetic codes 

180,181 have already started to shed light on these questions. On a more modest scale, 

one of the objectives of this thesis is to shed light on the dynamics of evolutionary 

engineering, in the hope that it will aid the design of future experiments, and contribute 

to our understanding of evolution. 

 

1.5 The engineering problem: tolerance of yeast to lignocellulosic hydrolysates 

 One of the central aims of synthetic biology is to enable a sustainable 

bioeconomy. Biotechnologists propose to replace non-renewable fossil resources by 

biological feedstock to produce fuels and chemicals. To this end, sustainable feedstocks 

and reliable biocatalysts are required. The established bioethanol industry and 

burgeoning biochemical enterprises rely heavily on corn and sugarcane as carbon 

sources for their microbial biocatalysts 182. This practice has raised concerns related to 
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sustainability, economic viability, and food security 183,184. Alternative feedstocks are 

therefore required. Lignocellulosic biomass contains some of the most abundant 

biomolecules found on Earth. Its main component, cellulose, is a �-(1,4) linked polymer 

of glucose. Given the abundance and composition of lignocellulosic biomass, it would 

make for a marvellous source of carbon in industrial applications, such as biofuel 

production, were it not for its recalcitrance to hydrolysis. Liberation of lignocellulosic 

sugars often requires harsh conditions that produce a wide range of side products. The 

resulting hydrolysates are complex and heterogeneous mixtures of sugars, nutrients and 

inhibitory substances 185,186. The toxicity of target molecules like fuel ethanol, stressful 

fermentation conditions 187,188 and the presence of inhibitors in industrial feedstocks 189–

191 lead to a challenging environment for biocatalysts. The ability to withstand the 

stresses imposed by lignocellulosic hydrolysates could thus greatly aid a sustainable 

bioeconomy. 

The workhorse biocatalyst of the biofuel and biochemical industries is the 

domesticated yeast Saccharomyces cerevisiae. This is explained by its age-old use for 

the production of ethanol, its GRAS (generally recognized as safe) status, and its easy 

culturing and genetic manipulation. The work reported in this thesis builds on an 

evolutionary engineering experiment aimed at increasing the tolerance of S. cerevisiae 

to a specific lignocellulosic hydrolysate known as spent sulphite liquor (SSL). This 

section therefore provides a brief introduction to SSL and its chemical composition. A 

review of prior knowledge on the response of yeast to the main stresses encountered in 

SSL is then provided. The final part of this section summarizes the evolutionary 

engineering experiments on which this thesis is based. 
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1.5a. Spent sulphite liquor: a model lignocellulosic hydrolysate 

 The classical framework for lignocellulose bioconversion consists of three steps: 

pretreatment, hydrolysis and fermentation 192. Pre-treatment consists of physical and 

chemical transformation of lignocellulosic biomass to facilitate access of cellulose-

degrading enzymes to their substrate. The second step is hydrolysis and requires the 

participation of cellulases. It liberates sugars for step three, fermentation, which is 

conducted by microorganisms such as yeast. While this model is adopted by the 

emerging biofuel industry, pulp and paper has been involved with lignocellulosic 

biomass for a long time. Pulping consists of the liberation of fibrous material by removal 

of the lignin matrix and as such, it is a well-established form of pre-treatment 193. Harsh 

conditions of temperature and pH during pulping lead to the degradation of 

hemicelluloses, which consist of short polymers of acetylated pentose and hexose 

sugars. Pulping thus yields two products: pulp, which contains the fibrous cellulose 

material, and a liquor that contains delignifying chemicals and products of lignin and 

hemicellulose degradation. Liquor can be evaporated and the resulting solids burned for 

energy. An alternative is to use the sugars liberated by the hydrolysis of hemicellulose 

as substrate for fermentation. 

More than 90% of pulp worldwide is made using the alkaline Kraft process. 

Because this process degrades the majority of the carbohydrate raw material to hydroxyl 

and dicarboxylic acids, liquor derived from its application are unsuitable for fermentation 

193,194. About 6% of worldwide pulp is produced following the acid sulphite process. It is 

performed at high temperature (125oC-145oC) in acidic conditions (pH 1-2), which 

results in partial hydrolysis of hemicellulose and release of fermentable monomeric 

sugars 193. The sugar-containing by-product of sulphite pulping is called spent sulphite 
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liquor (SSL). Conditions of acid sulphite pulping are similar to those of the dilute acid 

process, currently the most economical pre-treatment method used for lignocellulosic 

ethanol production 195. Therefore, SSL and common lignocellulosic hydrolysates show 

several similarities in terms of chemical composition 196. Aside from hexoses and 

pentoses, SSL contains other products of lignin and hemicellulose degradation, namely 

lignosulfonates, acetic acid, and low levels of furan aldehydes and sulphite. Up to a 

quarter of the carbohydrate is in the form of oligosaccharides 193. The nature of the wood 

used for pulping has a strong effect on the exact composition of SSL. The main 

determinant is whether SSL is derived from softwood (SW) or hardwood (HW).  The 

main differences between softwoods and hardwoods concern the proportion and 

composition of the hemicellulose. There is slightly more hemicellulose and less cellulose 

in softwoods. Hemicellulose from hardwood contains more pentose monomers, and is 

more highly acetylated 193. This is reflected in the composition of HWSSL, which 

contains higher concentrations of pentoses and acetic acid than SWSSL. As a 

consequence, SWSSL is much less inhibitory than HWSSL, and is easier to ferment for 

S. cerevisiae. Valorisation of SWSSL by fermentation is a well-established practice, 

tracing back to the early 20th century 193. However, 50% of the annual SSL output is 

derived from hardwoods, and its biological conversation remains a challenge. 

SSL contains diverse inhibitors that slow down growth and fermentation kinetics 

197. They can be divided into four groups: sugar degradation products, lignin degradation 

products, compounds derived from extractives and heavy metal ions 198,199. Sugar 

degradation products include the furan aldehydes furfural (derived from pentoses) and 

hydroxymethylfurfural (HMF) as well as levulinic acid (both derived from hexoses). 

Furfural is generally inhibitory 199, but some organisms like S. stipitis display high 
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tolerance 200. HMF is less abundant, notably in low hexose HWSSL because it is readily 

converted to levulinic acid at low pH. The combination of furfural, HMF and levulinic acid 

with compounds derived from lignin degradation present synergistic toxicity, forming 

secondary products 201. Among lignin degradation products, sulphonated oligomers of 

lignin called lignosulphonates are highly prevalent 201. Various other phenolics found in 

SSL, especially the low molecular weight derivatives of lignin, are proposed to have 

higher toxicity than furfurals. It is proposed that these phenolics compromise the integrity 

of the cytoplasmic membrane. Microbes exposed to these compounds display reduced 

growth and sugar assimilation 199,202. Syringaldehyde and vanillic acid, model phenolic 

compounds, have documented effects on yeast growth and fermentative ability 197,203. 

Extractives include acidic resins, tanninic, terpenic and acetic acids. They are generally 

less toxic than lignin degradation products 198, but high amounts of hydrolysable tannins 

in some hardwoods lead to the formation of compounds, like gallic acid and pyrogallol, 

with antifungal properties 201,204,205. Acetic acid is a well documented inhibitor of yeast 

growth 199,206,207. Protonated forms of the acid are lipophilic, allowing them to diffuse into 

cells. Dissociation in the cytoplasm leads to anion accumulation 207. Heavy metals from 

the corrosion of pulping equipment also may contribute to inhibition 202,208. 

The yeast S. cerevisiae is an efficient fermenter of hexose sugars, and displays 

high native tolerance to inhibitors found in lignocellulosic biomass, explaining its early 

adoption for the fermentation of SWSSL 209. The pentose-rich HWSSL represents an 

extra challenge, due to its higher toxicity and because brewer’s yeast does not efficiently 

metabolize xylose 210. Indeed, S. cerevisiae does not possess specific xylose 

transporters, and expresses xylose metabolizing enzymes at low levels 210. Genetic 

engineering of S. cerevisiae to enable pentose fermentation has been attempted 211. 
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Pentose-fermenting yeast, such as, Candida shehatae, Pachysolen tannophilus and 

especially the high ethanol producer S. stipitis have been proposed as alternatives 212. 

Pentose-fermenting yeasts are highly sensitive to HWSSL inhibitors 209,213. Adaptive 

evolution 214,215 and genome shuffling 126,168,216 have been used to increase their 

tolerance. Similarly, in section 1.6 further below, I describe how genome shuffling was 

used in the Martin lab to specifically address the SSL-toxicity challenge in S. cerevisiae. 

 

1.5b. Response of yeast to stress in lignocellulosic hydrolysates 

SSL can be detoxified by treatment with activated charcoal, ion exchange 

chromatography, overliming with calcium hydroxide, or solvent extraction. These 

methods present effective means of removing inhibitors from SSL, but are either too 

costly, or lead to degradation of industrial equipment 193. Biological detoxification by 

white-rot fungus, such as Trametes versicolor, has been reported 198. Paecilomyces 

variotti also has been used to effectively remove acetic, gallic acid and pyrogallol from 

HWSSL 213. Those organisms notably produce lignolytic enzymes such as laccase, 

manganese peroxidase and lignin peroxidase that help to remove pollutants from 

lignocellulosic hydrolysates 198. On-going efforts, in our and other labs, to increase 

stress tolerance of fermenting microbes aim to address the reduced fermentation 

performance due to SSL toxicity to S. cerevisiae. Engineering of yeast for tolerance to 

SSL requires the knowledge of stress response. Below, I survey the present knowledge 

of the yeast general stress response. I discuss aspects of the response to weak organic 

acid, and to oxidative and osmotic stresses, which are suggested by the results of this 

thesis to be the main determinants of yeast survival in SSL. 
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General stress response 

In response to various environmental conditions, notably oxidative, pH, heat and 

osmotic stresses, yeast activates a non-specific cellular response termed the general (or 

global) stress response (GSR) 217–219. It involves the upregulation of approximately 200 

genes involved in various functions 220,221. Upregulation of these genes is directed by the 

pentanucleotide CCCCT promoter element, referred to as the stress responsive element 

(STRE). Activation of STRE-controlled genes depends on the zing finger transcriptional 

activators Msn2p and Msn4p 218,219,222 which are activated in response to a variety of 

stresses 217,223. The existence of this general stress response system explains why 

adaptation to one stress often confers tolerance to other unrelated stresses 224. 

However, the GSR is transient 220, as exemplified by the rapid degradation of Msn2p 

after the onset of stress response 225. Among processes directed by the GSR is the 

biosynthesis of trehalose, a major stress protectant in S. cerevisiae 226. Trehalose 

accumulation appears intimately linked to the general stress response, as it requires 

Msn2p and Msn4p 227. Trehalose confers stability to the plasma membrane 228 and to 

enzymes 229. It ensures the proper folding of proteins 230 and can be used as a carbon 

source during starvation 231. It acts as a general protectant, involved in response to heat, 

toxic chemicals, and osmotic, oxidative and ethanol stresses 188. Recent studies suggest 

that, with the notable exception of extreme desiccation, the protective effect of trehalose 

may be indirect rather than an immediate result of its physicochemical properties 232,233. 

Elements of the GSR partially overlap with mechanisms of stress response to specific 

inhibitors, as described below. 
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Weak organic acid stress 

Degradation of acetylated sugars during pulping leads to an accumulation of 

organic acids, foremost acetic acid, in SSL. The specific effects of organic acid stress 

are distinct from those of simple low pH conditions. Protons do not traverse the plasma 

membrane: their effect is confined to the extracellular domains of surface-exposed lipids 

and proteins 234. On the contrary, at sufficiently low pH, weak organic acids diffuse freely 

through the plasma membrane in undissociated form 207, or may enter by facilitated 

diffusion through Fsp1p 235. The neutral pH of the cytosol leads to organic acid 

dissociation, trapping the proton and carboxylate anion inside the cell. By carrying 

protons to the cytosol, organic acids may affect intracellular pH and deregulate cell 

homeostasis. In addition, as acidity increases, so does the hydrophobicity of organic 

acids, which affects lipid organization of membranes and increase their permeability 

236,237. This in turn leads to an increase in proton influx and to a loss of transmembrane 

potential 237. In this respect, lipophilic acids do not cause changes in intracellular pH, 

while more hydrophilic ones like acetic acid do affect cytosolic acidity 238. 

The organic acid stress response is inducible. Growth of unadapted yeast upon 

acid exposure is delayed. Once induced, adapted cells can be inoculated in fresh 

medium containing organic acids without further halting their growth. This adaptation is 

mediated by several mechanisms. A primary physiological response to organic acids is 

the pumping of protons to the extracellular environment by Pma1p and their 

sequestration into the vacuole by the V-ATPase 239. Multidrug efflux pumps have been 

implicated in organic acid detoxification 236,240. Another organic acid tolerance strategy is 

to reduce permeability by altering cell wall structure 241–243, internalizing diffusion 

channels 235, and changing plasma membrane composition 244. Starvation and energy 
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limitation is observed in yeast stressed by organic acids, leading to the activation of the 

TOR pathway 245. Chemogenomic screening using the yeast deletion mutant collection 

identifies vacuolar acidification, intracellular trafficking, and ergosterol biosynthesis as 

core functions of the general organic acid response 234.  

Transcriptional responses are specific to each organic acid, but tend to overlap 

within similar cellular functions. The only gene common to all organic acids encodes the 

multidrug transporter Tpo3p 234. A number of key regulons have been implicated in 

organic stress response.  The GSR and its key regulators Msn2p/Msn4p are activated 

by the presence of weak organic acids 246. Transcriptional regulators Pdr1p/Pdr3p, 

generally involved in drug resistance 247, are specifically activated by lipophilic acids 

240,248. The repressor Rim101p was first characterized as a regulator of the alkaline pH 

response 249 and was involved in the assembly of the cell wall 250. However, evidence 

shows a broader role in the regulation of pH homeostasis 251 as shown by its activation 

by propionic acid stress 243. Protein War1p is a nuclear protein activated by organic acid 

stress, possibly by direct binding of carboxylate anions 252. Only one of its targets, the 

plasma membrane ABC transporter Pdr12p, has been identified as protective against 

organic acids 246. 

Acetic acid is the most prevalent organic acid encountered in SSL. Cytosolic 

acidification is proposed to be its main physiological effect 238,253. It reduces import of 

histidine, leucine, and glucose, possibly because of reduced ATP levels and direct 

inhibition of transporters by low pH. Exposure to acetic acid also induces programmed 

cell death 254. An important mechanism to cope with acetic acid is the limitation of influx 

through internalization and vacuolar degradation of Fsp1p 235. This is regulated by 

Hog1p, which associates with Fsp1p in the absence of acetic acid. Acid stress activates 
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Hog1p transiently, causing phosphorylation of Fsp1p. This triggers ubiquitination, 

internalization and degradation in the vacuole 255. Several studies have pointed to 

regulation of carbohydrate metabolism and ribosome biogenesis as key processes 

involved in the specific response to acetic acid 234. This notably echoes reports that 

acetic acid challenge leads to extensive degradation of rRNA in yeast 256. A key 

regulator in the response to acetic acid is transcriptional regulator Haa1p 257 which also 

responds to lactic acid 241. In the absence of stress, Haa1p is phosphorylated and 

actively exported from the nucleus via interactions with Msn5p. Dephosphorylation and 

rapid localization of Haa1p to the nucleus is proposed to be an important mechanism of 

acetic acid response 238,258. The protective effect of this regulator and many of its targets 

against acetic acid has been demonstrated 236,259. The most notable protective targets of 

Haa1p are SAP30 (involved in the Rpd3L histone deacetylase complex) and HRK1 

(involved in regulation of membrane transporters) 257. Other targets of Haa1p conferring 

tolerance to acetic acid include efflux antiporters Tpo2p and Tpo3p, and the cell wall 

associated Ygp1p, which is proposed to mediate remodelling of the cell envelope to 

prevent acetate re-entry 236. 

 

Oxidative stress 

 The oxygen paradox describes the contradictory effects of oxygen on cell 

physiology. While it is essential to respiratory metabolism, derivatives of molecular 

oxygen, termed reactive oxygen species (ROS), can cause cellular damage, contribute 

to ageing and lead to cell death. The main ROS produced in the cell is the superoxide 

anion, the majority of which results from electron leakage of the mitochondrial electron 

transport chain. It is actively detoxified by superoxide dismutases, which converts it to 
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molecular oxygen and hydrogen peroxide. Both superoxide and hydrogen peroxide are 

relatively unreactive, but they are readily converted to the highly reactive hydroxyl 

radical 260. Reaction of superoxide anions with nitric oxide radicals can lead to the 

formation of reactive nitrogen species. The highly reactive hydroxyl radical is the most 

damaging ROS, and reacts indiscriminately with most biomolecules 261. Yeast 

possesses enzymatic and non-enzymatic mechanisms to cope with ROS normally 

produced by respiration. Oxidative stress is induced when ROS production exceeds the 

normal detoxification capacity of the cell 261. A reduction of cytosolic pH may trigger 

oxidative stress response 187. Damage caused by ROS affects nucleic acids 262,263, 

proteins 264 and lipids 265. Oxidative damage to DNA has been implicated in 

mutagenesis, and in carcinogenesis in humans 266. Elevated oxidative stress was 

demonstrated to induce interchromosomal recombination, suggesting an activation of 

DNA repair mechanisms 267,268. ROS notably induce the formation of 8-hydroxyguanine, 

which leads to GC to TA base pair transversions if left unrepaired 269. ROS damage also 

leads to the cross-linking and breakdown of proteins 270. The main targets of ROS are 

unsaturated lipids, involved in a process of autocatalytic peroxidation 261. Results of 

ROS attacks on lipids include membrane cross-linking and the formation of peroxyl 

radicals. Peroxyl radicals can further react with other cellular components to form lipid 

hydroperoxides, which are highly toxic to yeast via extensive membrane damage 271. 

The breakdown of lipid hydroperoxide generates highly reactive aldehydes, which can 

cause damage to proteins by carbonylation 272. 

Yeast synthesizes a diversity of antioxidant molecules. Non-enzymatic defences 

include glutathione, ubiquinol, D-erythroascorbic acid, flavohaemoglobin, 

metallothioneins, polyamines, trehalose and ergosterol 188. Glutathione is a tripeptide of 
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glutamate, cysteine and glycine. In its reduced form, it is the main thiol found in yeast. 

Glutathione scavenges ROS by direct or enzyme-mediated oxidation of its thiol group to 

yield a dimeric disulphide form. Oxidized glutathione is actively recycled to the reduced 

form by Glr1p, a specific NADPH-dependent reductase 273. Ubiquinol, the reduced form 

of coenzyme Q, is an important component of the mitochondrial respiratory chain. 

Soluble in lipid membranes, it is an important antioxidant, capable of inhibiting lipid 

peroxidation 274. It is encountered in the membranes of several organelles 275. D-

erythroascorbic acid is highly similar to ascorbic acid (vitamin C). Much like its sister 

compound, it reacts readily with ROS and lipid peroxy radicals. Deletion and 

overexpression studies on genes involved in the synthesis of D-erythroascorbic acid 

have demonstrated its protective effects against oxidative stress in yeast 276.

 Trehalose has been implicated in the protection of cells against ROS. Its 

protective effects have been shown in the face of various oxidative stress-inducing 

conditions 277,278. It may protect against protein carbonylation 277 and lipid peroxidation 

278. However, rapid degradation of trehalose is needed for normal metabolism to 

resume. Trehalose notably inhibits glutathione reductase, involved in reducing oxidative 

damage 279, and impaired trehalose degradation leads to oxidative stress sensitivity 280.  

Enzymes protective against oxidative stress include superoxide dismutases, 

catalase, glutaredoxin, thioredoxin, cytochrome c peroxidase, glutathione peroxidase, 

glutathione reductase and peroxidases 188.  There are two superoxide dismutases in 

yeast: Sod1p located in the cytoplasm, and Sod2p located in the mitochondria 281. As 

mentioned earlier, these enzymes catalyze the conversion of superoxide anions to 

molecular oxygen and hydrogen peroxide. Oxidative stress-inducing drugs and 

respiratory metabolism both induce the expression of superoxide dismutase in yeast 281. 
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Mutants lacking either enzymes display hypersensitivity to oxygen 282. Yeast contains 

two catalase genes: a cytoplasmic (CTT1)283 and a peroxisomal version (CTA1)284. 

These enzymes catalyze the conversion of hydrogen peroxide into water and oxygen. 

Accordingly, their removal leads to sensitivity to hydrogen peroxide 285. Thioredoxins 

and glutaredoxins are sulfhydryl proteins that scavenge ROS by oxidation of the 

adjacent cysteines of a CXXC motif. Both are returned to the reduce state at the 

expense of NADPH, via the action of thioredoxing reductase or, in the case of 

glutaredoxins, direct reaction with glutathione. Thioredoxin and glutathione peroxidases 

are involved in the detoxification of bulky hydroperoxides, which do not react with 

catalase. In addition to thioredoxin and glutathione, peroxidases can have cytochrome c 

and ascorbate as reducing co-factors. Yeast glutathione peroxidases are peculiar in that 

they are attached to membranes via phospholipid anchors and are capable of reducing 

lipid hydroperoxides that are esterified to membranes 286. Metallothionein are small 

proteins, encoded by genes CUP1 and CRS5, responsible for the scavenging of toxic 

metal ions, especially copper ions 287. They also have an antioxidant role. Their 

overexpression can notably suppress the effects of superoxide dismutase mutants 261. 

They further have been shown to scavenge superoxide anions and hydroxyl radicals 261. 

Transcription factors critical to the oxidative stress response are Yap1p, Skn7p, 

and possibly the osmotic stress regulator Hog1p. All of these regulators have been 

involved in the activation or expression of specific antioxidants 187,288,289. In presence of 

oxidative stress, formation of specific disulphide bridge in Yap1p by a specialized 

peroxidase leads to a conformational change that triggers accumulation in the nucleus 

290,291. There, Yap1p notably activates genes involved in glutathione and thioredoxin 

metabolism 292–294. Skn7p was originally identified in screens for mutants hypersensitive 
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to hydrogen peroxide 295. It is a known regulator of catalase-encoding CTT1 and 

superoxide dismutase-encoding SOD1 293,294. The Hog1p mitogen-activated protein 

kinase (MAPK), primarily involved in osmotic stress, is known to regulate oxidative 

stress response genes, either directly of via interaction with transcriptional repressor 

Sko1p 296,297. Furthermore, hog1� mutants display sensitivity to hydrogen peroxide 298. 

Yet, Hog1p is not responsive to oxidative stress or non-osmotic stresses 296, suggesting 

an indirect role in the response to ROS. 

 

Osmotic stress 

Osmotic stress is defined as an imbalance between extra and intracellular 

osmolarities, which negatively impacts cell physiology 299. It may arise in hypo or 

hyperosmotic environments, leading to water influx and efflux, respectively. The latter 

effect is expected in SSL, which displays high solute concentration. Mechanisms used 

by yeast to cope with osmotic stress are classified into two general categories: 

osmotolerance and osmoadaptation. 

Osmotolerance describes the innate ability of a given yeast strain to withstand 

osmotic stress, and is conferred by general traits such as membrane structure 300, 

vacuole function 301 and residual trehalose levels 230. Osmoadaptation refers to inducible 

responses to specific stimuli, which can be either chronic or acute. Chronic response is 

a signal transduction alteration that alters the level of specific proteins, while acute 

response is invoked upon sudden exposure to high external osmolarity 301. The general 

physiological mode of adaptation to osmotic stress consists in the intracellular 

accumulation of solutes to balance osmolarity of the cytosol with that of the extracellular 

environment. These solutes, that do not otherwise alter cell physiology, are termed 
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compatible solutes 302. Glycerol is the main compatible solute in S. cerevisiae during 

osmotic shock, and it is required for survival in hyperosmotic conditions 303. Upon 

exposure to high osmotic potential, glycerol is quickly accumulated 303,304. Increases in 

glycerol content lead to enhanced osmotic stress tolerance 303,305–308. High osmolarity 

activates the high osmolarity glycerol pathway (HOG) 309. The output of this pathway is 

the phosphorylation of Hog1p, a MAPK that stimulates the hyperproduction and 

hyperaccumulation of glycerol as compatible solute. Notable target genes of Hog1p are 

GPD1 and GPP2, which encode for key enzymes of the glycerol biosynthesis pathway. 

Hog1p also regulates activity of the aquaglyceroporin Fsp1p to reduce glycerol efflux 310. 

Two parallel sensory pathways, downstream of membrane sensors Sln1p and Sho1p, 

activate the Hog1p kinase. As seen earlier, the HOG pathway has a wider implication in 

the stress response. It is required for the activation of Msn2p and Msn4p, suggesting 

that Hog1p plays a role in the regulation of the general stress response via STREs 296. 

Because osmotic stress is associated with changes in cell size and turgor pressure, 

reorganization of the cell wall and cytoskeleton are elements of the osmotic stress 

response 311,312. 

�

1.6 Genome shuffling of Saccharomyces cerevisiae for increased tolerance to 

spent sulphite liquor 

Previous members of the Martin lab used genome shuffling to increase the 

tolerance of Saccharomyces cerevisiae to hardwood spent sulphite liquor. From an 

initial pool of random UV mutants, recursive rounds of mating and selection identified 

recombinant mutants with increased resistance to SSL. Individual mutants were 

extensively characterized, measuring their tolerance to various inhibitors and assessing 
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their ability to grow and produce ethanol in presence of high concentrations of SSL. 

Among characterized mutants, a single isolate showing high inhibitor tolerance and 

ability to produce ethanol from SSL was identified 8. This mutant, named R57, was 

further characterized by whole genome sequencing and RNAseq. These analyses 

identified single nucleotide differences and transcriptional changes between R57 and its 

wildtype parent. Frequency of mutations identified in R57 was determined by amplicon 

sequencing on frozen pools of mutants from several time points of the evolutionary 

engineering process. Additional endpoint mutants were genotyped at the R57 mutant 

loci 9. This work is the foundation for the research presented in this thesis. In this last 

section of the introduction, I provide a detailed overview of this prior work. I explain the 

evolutionary engineering process, mutant strain characterization, and sequencing 

results, finishing with a presentation of RNAseq results. 

 

1.6a Genome shuffling by recursive mating 

 Starting points for the evolutionary engineering of SSL-tolerant S. cerevisiae were 

prototrophic haploid derivatives of the common laboratory strain CEN.PK. Pools of 

random mutants were generated by UV irradiation for both mating types (MAT� and 

MATa). Mutants with increased SSL-tolerance were selected using gradient plates. 

Those were agar plates with increasing concentrations of SSL from one end to another. 

Yeast growing at SSL concentrations above maximum wildtype levels was scraped off 

the gradient plate. The two pools of selected haploid mutants were mixed for mating, 

and resulting diploids were selected on SSL gradient plates as described above. This 

first pool of selected diploids was submitted to sporulation and mating, generating a first 

pool of shuffled mutants. Four additional cycles of selection, sporulation and mating 
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were performed. An aliquot of the propagated shuffled mutants was reserved for each of 

the five rounds of genome shuffling and kept at -80oC. The genome shuffling experiment 

is described in detail in a previous publication 8 and is summarized in Chapter 2. 

 
1.6b Characterization of genome shuffling mutants 

 Wildtype parental strains and mutants from various time points of the evolutionary 

engineering experiments were compared for their ability to survive and thrive in the 

presence of undiluted of SSL. This revealed an increase in average tolerance to SSL as 

the experiment progressed. While parental strains rapidly died in SSL, selected mutants 

from later rounds of genome shuffling survived exposure and even proliferated in 

undiluted SSL. Furthermore, three GS mutants from rounds 3 (R311) and 5 (R57 and 

R511) were able to thrive and produce ethanol during repeated serial passage in 

undiluted SSL. Resistance of these mutants to acetic acid, HMF, high salt 

concentrations, hydrogen peroxide, and high osmotic pressure was measured by spot 

assays. The mutants showed notable increases in tolerance to acetic acid, hydrogen 

peroxide and sorbitol-induced osmotic stress.  The same mutants displayed moderate 

increases in tolerance to high salt, but almost none to hydroxymethylfurfural. Strain R57 

displayed the highest overall tolerance to inhibitors and produced the highest amounts 

of ethanol from undiluted HWSSL. 

 

1.6c Sequencing of SSL tolerant mutants 

 The genome of strain R57 was sequenced to identify mutations responsible for 

high SSL tolerance. Comparison with the CEN.PK reference genome 296 revealed 21 

single nucleotide changes affecting 17 genes involved in various functions. These SNPs 
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are listed in Table 1.2. A SIFT score was assigned to each SNP to predict their effect on 

protein structure and function, and most substitutions were suggested to be neutral, with 

the notable exception of ubp7-T2466A and art5-G454T. Two independent mutations 

were mapped to genes GDH1 and MAL11, suggesting repeated selection at critical loci. 

Amplicon sequencing of the R57 mutant loci was performed on the pools of 

mutants from four time points of the evolutionary engineering experiment. The chosen 

time points corresponded to the initial selection of UV mutants, and rounds 1, 3 and 5. 

This revealed strong prevalence of mutant alleles ubp7-T2466A and art5-G454T, both 

involved in protein homeostasis. Several mutations displayed similar and seemingly 

correlated frequencies with ubp7-T2466A, suggesting a hitchhiking phenomenon. 

Additional isolates from round 5 were genotyped by amplicon sequencing at the R57 

mutant loci. This analysis confirmed the strong prevalence of the ubp7-T2466A 

mutation, prompting the generation of a single mutant in the wildtype background. This 

mutant displayed increased tolerance, indicating that the ubp7-T2466A allele enhanced 

fitness of the parental strain in the presence of SSL. 

 

1.6d Transcriptional changes in mutant strain R57 

 Transcriptional profiles of the wildtype and R57 strains revealed 149 differentially 

expressed genes, 131 of which were upregulated in the mutant. Of those, NRG1 was 

the only mutated gene displaying increasing transcription. NRG1 encodes a 

transcriptional regulator initially involved in carbohydrate metabolism. It was previously 

involved in response to acetic acid stress 217. The largest group of upregulated genes 

were implicated in translation regulation, ribosome biogenesis, and monosaccharide  
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Table 1.2 SNPs identified by whole genome sequencing of strain R57 

Mutation Chr Amino acid 
substitution Genotype 

ssa-C91A I (Q31K) Hetero 

nrg1-C137A IV (P46Q) Homo 

ste5-C512T 
IV 

(S171F) Hetero 

ste5-T2649C Silent Hetero 

aro1-C1283T 

IV 

S428F Hetero 

aro1-C1284T Silent Hetero 

dop1-A40T IV N14Y Hetero 

art5-C454A VII L152I Hetero 

pbp1-T(-191)A VII Non-coding Hetero 

mal11-C310T 

VII 

P104S Hetero 

mal11-T482A M161K Hetero 

ubp7-T2466A IX N822K Homo 

gsh1-A(-73)T X Non-coding Hetero 

tof2-C2141T XI S714L Hetero 

ynl058c-A7G XIV K3E Hetero 

sgo1-C575A XV S192Y Hetero 

nop58-
A(+25)T XV Non-coding Hetero 

gdh1-C47T 

XV 

S16F Hetero 

gdh1-T68G F23C Hetero 

fit3-C(+43)T XV Non-coding Hetero 
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metabolism, as previously observed under acetic acid stress 217. Cell wall organization, 

metal ion-binding and membrane-associated genes figured prominently among 

upregulated transcripts in R57. 

 

1.6e Summary of foundational work 

 Previous evolutionary engineering efforts in the Martin lab have successfully 

produced strains of S. cerevisiae tolerant to elevated concentrations of spent sulphite 

liquor. The resulting mutants show tolerance to a wide range of stresses, and can 

ferment sugars found in SSL to ethanol. Among these, a superior strain was identified 

and called R57. Twenty one SNPs was detected in this strain by whole genome 

sequencing. Targeted probing of evolutionary dynamics, genotyping of round 5 mutants 

by amplicon sequencing, and direct phenotypic testing of a single mutant identified key 

mutations in genes UBP7 and ART5. This suggested protein homeostasis as a critical 

cellular process selected by genome shuffling. Repeated and independent selection of 

mutations in genes MAL11 and GDH1 pointed to these genes as important for the SSL-

tolerance phenotype. Finally, upregulation of transcripts involved in ribosome biogenesis 

and carbohydrate metabolism, notably in mutated gene NRG1, argued for a determinant 

role for acetic acid stress response in resistance to SSL. 

 

1.7 Conclusion 

 Experimental evolution and evolutionary engineering allow researchers to follow 

evolution in almost real time in the controlled environmental of the laboratory. They 

further enable the generation and identification of organisms with novel or enhanced 

traits that are often too complex to engineer rationally using current knowledge. Modern 
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high-throughput sequencing technologies permit the dissection of complex genetic 

architectures, and enable the tracking of evolutionary dynamics leading to phenotypes of 

interest. This sheds light on the molecular and cell biology of complex traits, and 

provides invaluable insight into fundamental mechanisms that shape evolution. 

 Spent sulphite liquor is a toxic byproduct of the pulp and paper industry. It serves 

as a model lignocellulosic hydrolysate and prospective feedstock for the production of 

biofuels and biochemicals. In our lab, genome shuffling was previously used for the 

evolutionary engineering of S. cerevisiae strains tolerant to this complex mixture of 

carbon sources and microbial inhibitors. Highly tolerant mutants were successfully 

isolated and characterized, showing potential for the fermentation of SSL to ethanol. A 

strain with superior tolerance and fermentation characteristics was isolated, and it was 

dissected in detail by transcriptional and whole genome sequencing. The dynamics of 

the evolutionary engineering experiment were previously probed in a targeted way. 

 In this thesis, I report an exhaustive survey of this evolutionary engineering 

experiment by whole population whole genome sequencing. I further dissect the genetic 

architecture of enhanced SSL-tolerance, identifying key mutations and epistatic 

interactions. Together, evolutionary and phenotypic data provide a detailed 

understanding of the evolutionary forces that shaped the outcomes of the genome 

shuffling experiment, and further our grasp of the selected phenotype.
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2. Materials and Methods 

 

with excerpts from: 

Biot-Pelletier D, Pinel D, Larue K, Martin VJJ (2016) The impact of historical contingency 

on the outcomes of evolutionary engineering. Manuscript in preparation. 

Biot-Pelletier D, Martin VJJ (2016). Seamless site-directed mutagenesis of the 

Saccharomyces cerevisiae genome using CRISPR-Cas9. J Biol Eng. 10:6. 

 

2.1 Genome shuffling by recursive population mating 

 In order to generate strains of S. cerevisiae with increased tolerance to spent 

sulphite liquor, haploid strains CEN.PK 113-1A (MATa) and CEN.PK113-7D (MAT�) 

were submitted to genome shuffling. The experiment was described in detail in a 

previous publication8 and is summarized by Figure 2.1. Briefly, pools of MAT� and 

MATa haploid mutants were generated by UV irradiation, and spread onto SSL gradient 

agar plates (described in Figure 2.1B). Yeast growing at SSL concentrations above 

maximum wildtype levels was scraped off the gradient plate, and an aliquot from both 

pools was reserved for sequencing and kept at -80oC. The two pools of selected haploid 

mutants were mixed for mating (as described in section 2.12), and resulting diploids 

were selected on SSL gradient plates as described above. This first pool of selected 

diploids was submitted to sporulation (as described in section 2.11) and mating, 

generating a first pool of shuffled mutants, propagated by overnight incubation at 30oC in 

YPD. Four additional cycles of selection, sporulation and mating were performed. An 

aliquot of the propagated shuffled mutants was reserved for each of the five rounds of 

genome shuffling and kept at -80oC.
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Figure 2.1 Outline of the genome shuffling experiment. (A) Wildtype haploid cells of 
both mating types were submitted to UV irradiation to generate a pool of haploid 
mutants. Mutants with tolerance to SSL superior to their wildtype ancestors were 
selected, and the pools of tolerant mutants were mated, generating diploids. Tolerant 
diploids were selected, and submitted to sporulation. Resulting spores were mated at 
random, effecting the shuffling of mutations. Five cycles of diploid selection, sporulation 
and mating were performed. Dashed red boxes indicate time points submitted to 
population genome sequencing. (B) After mutagenesis and each round of shuffling, 
selection for increased SSL tolerance was done by scraping mutants growing above 
wildtype level on agar plates containing a gradient of HWSSL concentration.
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2.2 Pooled population genome sequencing 

 To obtain an exhaustive survey of mutations selected by genome shuffling and to 

measure their frequency throughout evolution, I performed whole genome sequencing 

on population samples at several time points of the evolutionary engineering 

experiment. Seven samples from six time points corresponding to haploid UV mutants 

from the initial gradient plate selection (UVa and UV�) and to diploid shuffled mutants 

from each of the five rounds of genome shuffling (R1 to R5) were selected for 

sequencing, as indicated in Figure 2.1. Aliquots of shuffled mutants reserved for 

sequencing were thawed at room temperature and incubated in 5 ml YPD at 30oC for 1 

hr. Cells were then harvested by centrifugation, and incubated for 1 hr at 37oC in 50 mM 

Tris-HCl pH 8.0,10 mM EDTA, 5% (v/v) 2-mercaptoethanol, 200 U/ml yeast lytic enzyme 

(MP Biomedicals). Yeast genomic DNA was extracted from the resulting mixture using 

the DNeasy Blood and Tissue Kit (Qiagen) according to the instructions of the 

manufacturer. DNA concentration was measured using the QuantiFluor dsDNA System 

(Promega). 

 Genomic DNA purified from the mutant pools was submitted to the McGill 

University and Génome Québec Innovation Centre for library preparation (TrueSeq, 

Illumina) and sequencing (HiSeq 2500, 100 bp paired-end reads). Each mutant pool was 

sequenced on a separate lane of a HiSeq chip to maximize depth of coverage. 

 

2.3 Quality control of sequencing data and read alignment 

 Quality control of raw sequencing data was performed using FastQC 313, and 

overlapping read pairs were merged with PEAR 314. Alignment to the CEN.PK113-7D 

reference genome 315 was done using bwa mem 316, and performed separately for 
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overlapping and non-overlapping reads. Output SAM files for overlapping and non-

overlapping reads were merged with the MergeSamFiles utility in Picard Tools 317. 

Picard was next used to add read groups, sort reads, then mark and remove duplicates 

prior to indel realignment with the Genome Analysis Toolkit 318–320. Alignment metrics 

were extracted using Picard Tools. 

 

2.4 Base error model 

 To distinguish genuine SNP calls from sequencing errors, a statistical error model 

was built from the sequencing data itself. To this end, read counts for each genomic 

position were obtained from the indel-realigned output using bam-readcount 321, with 

minimum mapping quality and minimum base quality both set at 30. The base error 

model was computed from read counts using a methodology inspired from Barrick and 

Lenski 64. Iterating over every nucleotide position in the reference genome, the 

probability of reading a base call given its quality score and the reference base was 

computed, generating a series of 4x4 matrices. Only positions with depth of coverage 

comprised between the alignment's 1st and 99th percentile were considered, to avoid 

regions of low coverage and because unusually high coverage was taken as an 

indication of incorrect alignment. The error model was then refined to correct for regions 

of the genome with an above average proportion of mismatches compared to the 

reference. To this end, the reference genome was divided into 2000 nucleotide regions, 

and local reference mismatch rates were compared to the genome wide rate. For 

regions with above average mismatch rate, the local mismatch rate was divided by the 

genome wide mismatch rate to yield a correction factor, which was used to multiply 
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mismatch probabilities predicted by the base error model. Uncorrected probabilities 

were used for regions with average and below average mismatch rates. 

 

2.5 Primary SNP calling 

 Using the same criteria as for error model construction, I iterated through every 

position in the reference genome, extracting base counts and comparing them to error 

model predictions. Probability of the observed read counts given the error model was 

calculated using either a multinomial test (if depth of coverage < 170) or G-test (depth > 

170). This probability was multiplied by the number of nucleotide positions in the 

reference genome to yield the expected number of positions with the same read counts 

found by chance in the dataset. If this number was less than one, a SNP was called. 

 

2.6 SNP filtering 

 The raw SNP calls were filtered to account for systematic errors, misalignments, 

and various biases encountered in the data. The list of SNP calls was compared to our 

previous re-sequencing of CEN.PK113-7D 9 to filter parental mutations and potential 

systematic errors. The pileup was extracted using samtools mpileup 322 for each mutant 

position in the list of SNP calls, with a minimum quality threshold of 30 for both base 

reads and alignment. 

 From the pileup, I filtered SNP calls for quality score bias. SNP calls for which the 

mean quality score of mismatch reads was lower than that of reference matching reads 

were submitted to a Kolmogorov-Smirnov test comparing the quality score distributions 

of match and mismatch reads. Significantly (p < 0.05) different quality score distributions 

led to SNP call rejection. 
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 SNP calls were further filtered for strand bias. Fisher's exact test was applied to 

determine if match and mismatch reads were similarly distributed between the forward 

and reverse strands. SNP calls for which mismatch reads showed a significant (p-value 

< 0.05) strand bias were filtered out. 

 I next reasoned that mutations were unlikely to arise independently and be 

encountered simultaneously in both haploid mutant pools. I tested whether SNP calls 

encountered in both pools (Fisher's exact test, p < 0.05) had the same proportion of 

mismatches. If they did, a systematic error was suspected, and further testing was 

performed. Mismatch count was compared between each haploid mutant pool and the 

round 1 to 5 data. Fisher's method was used to combine the probabilities of the 10 tests. 

Highly significantly different (p < 0.001) proportions of mismatches between the 7 

datasets led to SNPs being conserved. Otherwise, they were discarded. 

 Filtering was completed by visual inspection of the alignments, using integrative 

genomics viewer 323,324. High number of mismatches or secondary reads mapping in the 

vicinity of a SNP call led to its rejection. Mutations that were either synonymous or that 

could not be detected at any of the samples time points were excluded from 

downstream analyses. 

 Indel calling was attempted from pileup, applying an error model and filtering as 

described for SNPs. I did not detect indels using this strategy. 

 

2.7 Mutant allele frequency, strength of selection and hierarchical clustering of 

evolutionary trajectories 

 Further analysis was performed to reveal and compare the evolutionary trajectory 

of each mutation and extract a measure of their selection. The proportion of mismatch 
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reads at given genomic coordinates was considered to reflect the frequency (p) of the 

associated mutant allele within the sequenced pools. The frequency of all mutations was 

extracted for the seven sequenced pools. The frequency of each mutation was 

necessarily zero in one of the haploid pools, allowing the identification of its mutant pool 

of origin (MAT� or MATa).  Furthermore, because the two haploid mutant pools 

represented a single evolutionary time point, their frequency was averaged to obtain the 

pre-shuffling allele frequencies in the full haploid mutant pool, or UV time point (i.e. 

pUV=(p�+pa)/2). Allele frequencies of the round 1 to 5 pools (R1-R5) each represented 

time points of their own. 

 Strength of apparent positive or negative selection was estimated from allele 

frequency changes between time points (�pt1-t2=pt2/pt1). Allele frequency changes above 

one indicate frequency increase, below one indicate a decrease, and equal to one mean 

the absence of fluctuation. Annex I details the theoretical reasons that led to this 

methodological choice. The geometric mean frequency change (M) was used as a 

synthetic measure of selection, to smooth the effect of proportionally large frequency 

changes often observed between time points UV and R1. Hierarchichal clustering of 

evolutionary trajectories was performed by running the clustermap routine of the 

Seaborn Python library 325. 

 

2.8 Multiple sequence alignment, homology modeling of S. cerevisiae Gdh1p and 

protein structure analysis 

 To explore the relationship between mutations identified in GDH1 and their 

impact on Gdh1p, I performed multiple sequence alignment between the mutant protein 

sequence and close homologs, and mapped the substitutions on a homology model. 
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Multiple sequence alignment of Gdh1p homologs was performed with Clustal Omega 

326–328. Homology modeling was performed automatically on the ModWeb server 329. The 

best scoring model was based on the structure of Plasmodium falciparum glutamate 

dehydrogenase (52% identity, PDB ID: 2BMA 330). Exploration of the structure and 

mapping of Gdh1p substitutions was done with Pymol 331. 

 

2.9 Site-directed mutagenesis of yeast by CRISPR-Cas9 

 To test their impact on the SSL tolerance phenotype, point mutations previously 

identified by sequencing of mutant R57 9 and a subset of SNPs identified by population 

sequencing were reintroduced into wildtype backgrounds (CEN.PK113-1A, MAT� or 

CEN.PK113-7D, MATa) or reverted to wildtype in mutant R57 as described in detail in 

Section 3.5. Briefly, gRNAs were designed to introduce double-stranded breaks (DSBs) 

in the vincinity of mutant positions. DSBs were then repaired by homologous 

recombination with donor DNAs replacing the 20 nucleotide protospacer sequence by a 

heterologous stuffer sequence. This stuffer was targeted by a second gRNA, and the 

resulting DSBs were repaired by a stuffer-free donor DNA that carried the point 

mutation. The result was the seamless introduction of single nucleotide changes 332.  

 

2.10 Growth curves of mutants in presence of spent sulphite liquor and other 

inhibitors 

 To measure the tolerance of mutants to SSL, 3 ml of YNB 1% (w/v) glucose were 

inoculated with single colonies from freshly streaked YPD plates, and grown for 48 hrs 

at 30oC with shaking. Cultures were then centrifuged for 5 min at 3220 x g, and the 

pellets were suspended in 3 ml of spent sulphite liquor.  After overnight incubation in 
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SSL at 30oC with shaking, cells were washed three times in 10 mM sodium citrate pH 

5.5, then suspended in the same buffer at a density of (8x106) cell/ml. Five �l of the 

citrate suspensions were used to inoculate 175 µl of YNB 1% (w/v) glucose 

supplemented with varying concentrations of SSL (0-85% (v/v)), acetic acid (0-203 mM) 

or hydrogen peroxide (0-4.9 mM), in the wells of a 96-well plate (Costar 3595, Corning). 

Plates were then incubated at 30oC with shaking in a Tecan Sunrise absorbance reader, 

measuring absorbance at 595 nm every 20 min for 8620 min. Because inhibitors may 

affect growth rate, lag time, maximum cell density or any combination thereof, I decided 

to compute the area under the growth curves and use that number as a measure of 

growth. 

 

2.11 Sporulation of R57 diploid cells 

 Backcrossing of R57 with the wildtype required sporulation of this diploid strain. 

R57 cells from a 5 ml overnight YPD culture were spread on pre-sporulation medium 

(0.8% (w/v) yeast extract, 0.3% (w/v) peptone,10% (w/v) dextrose, 2% (w/v) agar) and 

incubated 24 hrs at 30oC, then 24 hrs at room temperature. Pre-sporulation agar was 

scraped and cells were washed twice in 10 mM sodium citrate pH 5.5 before they were 

spread on sporulation medium (1% (w/v) potassium acetate, 0.1% (w/v) yeast extract, 

0.05% (w/v) dextrose, 2% (w/v) agar). The sporulation plate was kept at room 

temperature, and tetrad formation was monitored with a microscope every two days. 

After 6 days, I estimated that a sporulation efficiency of >50% was satisfactory. Cells 

were scraped and suspended in 5 ml water supplemented with 100 U of yeast lytic 

enzyme (MP Biomedicals) and 10 µl of 2-mercaptoethanol, then incubated overnight 

with gentle shaking at 30oC to digest the cell wall of asci and vegetative cells. Next, 5 ml 
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of 1.5% (v/v) IGEPAL was added to the digest, which was then incubated on ice for 15 

min. The solution was then sonicated for three cycles of 30 sec followed by 120 sec cool 

down periods. Sonicated spores were harvested by centrifugation at 12 000 x g for 10 

min, and suspended in 5 ml 1.5% (v/v) IGEPAL. The sonication procedure was 

repeated, the spores were once again recovered by centrifugation, and suspended in 

250 µl of YPD broth. The spore suspension was examined under the microscope to 

confirm ascus disruption and lysis of vegetative cells. 

 

2.12 Backcrossing of R57 spores with wildtype haploids 

 To generate derivatives of R57 with random combinations of mutations, fresh R57 

spores were mixed in approximately equal amounts (as assessed by A660) with 

CEN.PK113-1A cells (MAT�) from an overnight YPD culture. The mix was spotted on 

YPD agar, and incubated overnight at 30oC. The following day, the mating spot was 

scraped, suspended in YPD, spotted again on YPD agar, then incubated 48 hrs at 30oC. 

Mating and schmoo formation were monitored daily by microscopy. The mating spot was 

scraped once again, and submitted to sporulation as described above. Resulting R57 x 

1A spores were spotted on YPD agar and allowed to germinate for 48 hrs. Cell paste 

from the germination spot was picked with an inoculation loop and streaked for single 

colonies on six fresh YPD agar petri dishes. After 48 hrs, 86 colonies were picked, 

grown overnight in 3 ml YPD, then mixed with glycerol at a final concentration of 37.5% 

(v/v) and frozen at -80oC. The R57 backcrossing strategy is summarized in Figure 3.5 of 

Chapter 3. 
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2.13 Preparation of yeast genomic DNA template for PCR 

To generate gDNA templates for PCR amplification of mutant loci and mating 

type determination, the following DNA extraction procedure was adopted. Three ml 

cultures were inoculated from freshly streaked colonies and grown overnight with 

shaking at 30oC. Cells from 1.5 ml of culture were transferred into a microcentrifuge tube 

and centrifuged at maximum speed in a tabletop microcentrifuge. Supernatant was 

discarded, and the pellet was suspended in 250 µl of 50 mM Tris-Cl pH 8.0 

supplemented by 20 U of yeast lytic enzyme. This lysis solution was incubated at 37oC 

for 1 hr, then vigorously mixed with 250 µl of 200 mM NaOH, 1% (w/v) SDS. After a 5-

min incubation at room temperature, the mixture was neutralized by addition of 350 µl of 

3M potassium acetate pH 5.5 then mixed by vortexing. Debris was removed by a 10-min 

centrifugation at maximum speed in a tapletop microcentrifuge. Supernatant was 

transferred to a new microcentrifuge tube, and mixed with 600 µl of 2-propanol to 

precipate DNA, which was pelleted by centrifugation at maximum speed for 10 min in a 

tapletop microcentrifuge. Supernatant was discarded and the pellet was air dried for 15 

min at room temperature. One hundred µl of water was added to the dried pellet, and 

the tube was vortexed before incubation for 15 min in a water bath set at 55oC. The DNA 

solution was vortexed again to ensure proper solubilization, then stored at -20oC.  

 

2.14 Determination of mating type and ploidy by PCR 

 Mating type and ploidy of R57 segregants were determined to aid downstream 

genotyping. For each strain, two PCR reactions were performed. A common MAT locus 

reverse primer (5’ AGTCACATCAAGATCGTTTATGG 3’) was used with a forward 

primer specific for either the MAT� (5’ GCACGGAATATGGGACTACTTCG 3’) or MATa 
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(5’ ACTCCACTTCAAGTAAGAGTTTG 3’) genes. Composition of the PCR reactions was 

as follows: 1 µl gDNA template, 0.5 µM each primer, 200 mM dNTPs, 1X KCl Taq buffer, 

1.25 U Taq DNA polymerase in a 50 µl reaction volume. The cycling conditions were 

95oC for 3 min, then 35 cycles of 95oC for 30s, 55oC for 30 s, 72oC for 1 min, followed by 

a 10 min incubation at 72oC and a final hold at 10oC. Detection of an approximately 500 

bp product by 0.8% (w/v) agarose gel electrophoresis in both reactions indicated a 

diploid strain, while haploidy was inferred if only one reaction yielded a band. Mating 

type of haploids was deduced from the identity of the positive reaction. 

 

2.15 Genotyping of R57 backcrossed isolates by amplicon sequencing 

 To determine the set of mutations carried by each R57 backcross, massively 

parallel amplicon sequencing was performed. For each strain, the 18 mutant loci from 

strain R57 were amplified with corresponding gene specific primers. Both forward and 

reverse specific primers consisted of a common 5’ heel sequence (forward: 5’ 

CGTTCAACCTTGTCCAACAGTG 3’ reverse: 5’ GAAGCGATGACTCGAGCGTATT 3’) 

and a 24-28 nucleotide gene specific sequence at the 3’ end. PCR reactions contained 

0.5 µM primers, 200 µM dNTPs, 1X high fidelity Phusion buffer (Thermo Fisher), 1.5% 

(v/v) DMSO and 1U of Phusion High Fidelity DNA polymerase (Thermo Fisher) in 50 µl. 

Genomic DNA template, prepared as described above, was diluted 1:10 and 1 µl of that 

dilution was added to the 50 µl PCR reaction. Cycling conditions were as follows: 98oC 

for 30s, then 35 cycles of 98oC for 10s, 55oC for 20s, 72oC for 4s, followed by a 5 min 

final extension at 72oC, and hold at 10oC. Ion torrent sequencing adapters and barcodes 

were added in a second PCR. This second reaction was performed using a common 

reverse primer consisting of the ion torrent P1 adapter (5’ 
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CCTCTCTATGGGCAGTCGGTGAT 3’) and the reverse heel sequence. The 96 forward 

primers consisted of the ion torrent A adapter (5’ 

CCATCTCATCCCTGCGTGTCTCCGACTCAG 3’), a unique 8 nucleotide barcode, and 

the forward heel sequence. Composition of this second PCR reaction was the same as 

for locus specific amplification, using 1 µl of a 1:10 dilution of the first reaction as 

template. Cycling conditions were: 98oC for 30s, then 35 cycles of 98oC for 10s, 70oC for 

20s, 72oC for 6s, followed by a 5 min final extension at 72oC, and hold at 10oC. All 

primers used for genotyping of R57 backcrossed mutants are listed in Annex II. Success 

of all PCR reactions was checked by electrophoresis on a 2% (w/v) agarose gel with 1X 

TBE running buffer. Crude PCR products carrying the same barcode were pooled. The 

pool was loaded on a 2% (w/v) agarose gel and submitted to electrophoresis using 1X 

TBE running buffer. All material between 100 bp and 400 bp was excised with a scalpel, 

and DNA was purified using the GeneJet gel extraction kit (Thermo Fisher). DNA 

concentration in each pool was measured by A260 in a Tecan m200 plate reader using a 

NanoQuant 200 plate. Equal amounts of DNA from each pool were mixed to make the 

sequencing library. The DNA concentration of this pool was measured on a Qubit 2.0 

fluorometer (Life Technologies). 

 Ion torrent sequencing template was prepared from our pooled library with an Ion 

PGM Template OT2 400 Kit according to the manufacturer’s instructions. Sequencing 

was performed with an Ion PGM sequencer using the Ion PGM Hi-Q sequencing kit and 

an Ion 316 Chip v2 BC, all following manufacturer’s protocols and instructions. 
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2.16 Analysis of amplicon sequencing data 

 Analysis of raw amplicon sequencing data was required to assign genotypes to 

R57 backcrosses. The unaligned BAM output from the Ion PGM was converted to 

FASTQ with SamToFastq in Picard Tools 317. Reads were sorted to distinct FASTQ files 

according to their barcodes, and then trimmed of adapter and barcode sequences using 

a custom Python script. A reference FASTA file was built by extracting and 

concatenating the sequences of the target genes, plus 1 kb upstream and downstream, 

from the CEN.PK113-7D reference genome 315. The reads in FASTQ format were 

aligned to the reference FASTA file using bwa mem 316. Picard was next used to add 

read groups and sort reads. Read counts for each of the SNP positions were extracted 

with bam-readcount 321 setting both minimum mapping quality and minimum base quality 

at 30. 

 Genotypes were called from read counts using a custom Python script. 

Heterozygotes were distinguished from homozygotes by assuming that in homozygotes, 

the most frequent base call would have a frequency of 0.997, and all other base calls 

0.001 each. A G-test was performed to test whether the base count distribution differed 

significantly from this assumption. If it did, a heterozygous genotype was called. 

Otherwise, the identity of the most frequent base call was checked. If the most frequent 

base call was the reference base, a wildtype genotype was called. Otherwise a 

homozygous mutant genotype was called. In strains previously identified as haploid, 

heterozygosity calls were corrected, and genotype was called based on the identity of 

the most frequent base call. All genotype calls were reviewed visually. 
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2.17 Multiple linear regression model of SSL tolerance in R57 backcrossed 

mutants 

 Multiple linear regression was performed to assign a contribution for each R57 

mutation to the SSL tolerance phenotype. Distinct linear models were computed from 

the haploid and diploid mutant datasets, using distinct methodologies. The full haploid 

dataset consisted of 52 data points, each corresponding to a single strain, including the 

wildtype CEN.PK113-1A strain. The diploid dataset was smaller, with 36 data points 

including strain R57. The general equation for both linear models is of the form: 

� � �� � ����� � ����� ��� ���� ��� ����� 

where y represents the area under the growth curve in 85% (v/v) SSL for a given strain, 

each xi represents the genotype of the strain at locus i  of k mutant loci of interest, and 

each �i the linear coefficient associated with locus i, corresponding to its contribution to 

the SSL tolerance phenotype. Term �0 corresponds to the value of y when all xi=0 which 

in haploids is the area under the growth curve in 85% (v/v) SSL for wildtype cells. A 

straightforward biological interpretation for �0 in diploids cannot be given. 

 Correlation was suspected (R2 >> 0.5) in both datasets between pairs of 

mutations located at close coordinates on the same chromosomes. Those were the 

aro1-C1283T and aro1-C1284T, ste5-C512T and ste5-T2649C, and gdh1-C47T and 

fit3-C(+43)T mutations. To avoid issues with collinearity, aro1-C1283T, ste5-T2649C 

(silent) and fit3-C(+43)T (hypothesized to be inconsequential because not detected by 

population sequencing) were removed from my regression analyses. I also expected 

correlation between the aro1 and ste5 mutations, but decided to keep one 

representative of both, seeking identification of the best predictor of SSL tolerance by 

regression. Other correlations were suspected, especially in the diploid dataset. Unlike 
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the mutations mentioned above, I did not have biological reasons to exclude these 

variables from my analyses, and hypothesized that these correlations were coincidental. 

 For haploids, each mutant position has two possible genotypes, such that xi=0 for 

wildtype and xi=1 for mutant, and each �i is a direct estimate of the effect of mutation i 

on the phenotype. My dataset thus included 18 potential explanatory variables. Using 

the curve_fit wrapper from the Scipy Python library, I estimated the linear coefficients for 

all combinations of k=1 to k=18 explanatory variables. For each of the resulting linear 

models, I computed R2, variance of the residuals, Mallow’s Cp statistic, and p-values that 

each �i=0. For each number of k variables, I chose the model that minimized Cp, then 

plotted this minimum Cp against k. I found that k=8 explanatory variables minimized both 

Cp and variance of residuals, and corresponded to the point where R2 reached a 

plateau. Those three observations suggested that fitting with those selected eight 

variables maximized predictive power of the model while minimizing overfitting. P-values 

for the linear coefficients were all less than to 0.01.  

 For diploids, a single binary variable cannot be applied to each locus, because 

three possible genotypes are possible (wildtype, heterozygous mutant and homozygous 

mutant). Potential cases of heterozygote superiority or inferiority mean that a linear 

relationship between the phenotype and the number of mutant alleles at each locus 

cannot be assumed. Instead, three binary variables with associated linear coefficients 

are assigned to each locus for each potential genotype. The linear model is modified 

such that the �ixi become �iwtxiwt+ �ihetxihet+ �ihomxihom. For example, a heterozygous 

mutant would have xiwt=0, xihet=1 and xihom=0. This procedure multiplies the number of 

variables by three. This means that the thorough approach used with the haploid dataset 

could not be applied to diploids. Indeed, the number of available data points (36) is 
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smaller than the number of potential explanatory variables (54). I considered that 

regression with all potential explanatory variables was not possible without serious risks 

of overfitting. Without additional and biologically motivated constraints to impose onto 

the data, I chose not to attempt model fitting in those conditions. The consequence is 

that I could not compute the Cp statistic for diploid models. However, in haploid models, I 

noticed a strong correlation between the Cp statistic and the mean residual sum of 

square (MRSS) computed when performing leave-one-out cross validation. I chose to 

use MRSS as a proxy for Cp in diploid models. Further, the systematic fitting of linear 

models for all combinations of k variables among 54 potential explanatory variables 

rapidly becomes impractical for relatively low values of k. I chose to proceed in a 

stepwise manner.  I started by identifying the model with k=1 that minimized MRSS.  I 

then sampled all models with k=2 that included the variable chosen in the first step, and 

chose the one that led to the greatest reduction in MRSS. I incrementally added 

variables to the model in the same way until k=35. At each step, I monitored p-values for 

each �i. If any variable had a p-value > 0.01, I rejected it and computed all alternative 

models where that single variable was replaced, and selected the one that minimized 

MRSS. I plotted MRSS against k and selected the model that minimized MRSS.  

I used an ad hoc methodology to consider potential interactions between pairs of 

mutations, and proceeded in the same way for haploids and diploids. I only considered 

pairs of variables already included in the final interaction-free models. Each pair of 

variables (i and j) was taken into account by adding a term to the linear equation of the 

form �ijxixj. Interaction models were built using the same stepwise methodology followed 

for the diploid models. Thus, interaction terms were added incrementally to the existing, 

interaction-free model, choosing the one out of all possible pairs that led to the greatest 
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reduction in MRSS. Addition of interaction terms was stopped when MRSS either 

reached a plateau or started increasing, indicating overfitting.  

 The selected linear models were validated using a variety of methods. Residuals 

were plotted against each of the model variables and against the measured values of y 

to detect fitting bias. I further tested normality of the distribution of residuals using a 

Kolmogorov-Smirnov test. For each data point (i.e. each strain) I computed Cook’s 

distance to identify outliers or influential points. I did detect an outlier in each model, but 

in the absence of strong biological reasons or other observations to reject them, I chose 

to keep those points as part of the natural variability of the data. 

 

2.18 Measurement of ROS accumulation in wildtype and gsh1 mutant S. cerevisiae 

cells 

 To test the effect of the gsh1-A(-73)T mutation on ROS accumulation, a flow 

cytometry-based fluorescence assay was performed. Wildtype (CEN.PK113-1A) and 

gsh1-A(-73)T haploid cells were inoculated in triplicate in 3 ml YNB 1% (w/v) glucose 

from fresh colonies and grown 24 hrs at 30oC with shaking. The following day, cell 

density was estimated by recording A660 of the cultures. An equal amount of cells (106) 

was inoculated intro fresh 3 ml YNB 1% (w/w) glucose cultures, and incubated at 30oC 

with shaking. After 24 hrs in this inhibitor-free medium, 106 cells from each culture were 

assayed for ROS accumulation, as described in the next paragraph. The rest of the cells 

were centrifuged at maximum speed in a tabletop microcentrifuge, and suspended in 

undiluted SSL pH 5.5. Cells were incubated in SSL for 16 hrs at 30oC with shaking. After 

this incubation, cells were washed twice with 10 mM citrate pH 5.5, then suspended in 

the same buffer. 
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Samples of 106 cells were taken for measurement of ROS accumulation. Cells from the 

same sample were used to inoculate fresh YNB 1% (w/v) glucose 70% (v/v) SSL 

cultures at a cell density of (3.33 x 105) cells/ml. Cells were incubated in this high SSL 

medium for 48 hrs, withdrawing samples for ROS measurement at the 24 and 48 hr time 

points. 

 ROS accumulation in yeast was measured by staining with CellROX Deep Red 

reagent (Molecular probes) according to manufacturer instructions. Briefly, 106 cells 

washed in 10 mM sodium citrate pH 5.5 were suspended in a 5 µM solution of CellROX 

Deep Red reagent and incubated for 30 min at 37oC. Staining solution was then 

removed and cells were washed three times in 10 mM sodium citrate pH 5.5. Cells were 

suspended in 300 µl 10 mM sodium citrate pH 5.5, and mean cell fluorescence was 

measured with filter FL3 of an Accuri C6 flow cytometer. 
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3. Results 

 

with excerpts from: 

Biot-Pelletier D, Martin VJJ (2016). Seamless site-directed mutagenesis of the 

Saccharomyces cerevisiae genome using CRISPR-Cas9. J Biol Eng. 10:6. 

Biot-Pelletier D et al. (2016) The impact of historical contingency on the outcomes of 

evolutionary engineering. Manuscript in preparation. 

 

3.1 Whole population sequencing of mutant pools from an evolutionary 

engineering experiment 

 To gain insight into the evolutionary dynamics underlying genome shuffling and to 

expand our survey of mutations selected by evolutionary engineering, I investigated the 

heterogeneous genotype of seven mutant pools from six time points of the GS 

experiment 8,9 (Figure 2.1A). The experiment consisted of UV-induced mutagenesis of 

haploids, selection of SSL-tolerant mutants, and five rounds of iterative mating and 

selection. For sequencing, I selected time points covering the entire length of the 

experiment, including both pools of selected haploid mutants, and shuffled mutants from 

each round of genome shuffling (R1-R5). Each mutant pool was submitted to genome 

re-sequencing, generating upwards of 300 million reads, for an average of 40 billion 

nucleotides per sample with a mean base quality score of 35.07 (Table 4.1). The 100 

nucleotide reads were aligned to the CEN.PK113-7D reference genome 315, which is 

one of the parent strains used in the experiment. Mean depth of coverage oscillated 

between 712x and 1551x, for an average of 1091x, enabling the detection of mutations 

represented in less than 1% of the population (Table 4.1)
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Table 4.1 Population sequencing and alignment metrics 

Pool Number of 
reads 

Read 
length 

Mean 
base 

quality 

Mean 
depth of 
coverage 

Depth of 
coverage 

1st 
percentile 

Depth of 
coverage 

99th 
percentile 

Mean 
mapping 
quality 

 MATa 335377268 100 35.28 986 408 1827 47.23 
MAT� 488893080 100 35.09 1126 471 2172 44.46 

R1 408135762 100 34.60 1182 460 2208 47.64 
R2 311653312 100 35.15 712 295 1400 41.11 
R3 388469930 100 34.73 807 328 1699 39.04 
R4 382880430 100 34.46 1551 594 4008 48.58 
R5 392463442 100 36.17 1270 549 2529 46.98 

Average 386839032 100 35.07 1091 444 2263 45.01 
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A base error model was used for calling SNPs, allowing distinction of genuine 

mutations from sequencing errors (described in Chapter 2). Filtering and manual 

examination of mutation calls resulted in a list of 188 SNPs (Table 4.2). Mutations that 

were silent or escaped detection in at least one of the six sampled time points were 

excluded from downstream analyses, restricting the list to 105 SNPs. The nature, 

frequency, annotations and apparent selection of all SNPs is described in detail in 

Annex IV. Furthermore, Annex IV unambiguously distinguishes raw (188 SNPs) and 

filtered (105 SNPs) mutations. The list of mutations suggests a significant mutational 

bias, especially in favor of the equivalent G>A and C>T transitions. The majority of 

mutations previously identified by sequencing of the R57 shuffling mutant 9 were 

detected by whole population sequencing, and a significant proportion of those 

mutations are found at medium to high frequency throughout the genome shuffling 

experiment. Mutations in TOF2, DOP1 and FIT3 were previously identified in mutant 

R57, but could not be detected. Their frequencies are hypothesized to fall below my 

detection threshold. 

 

3.2 Clustering reveals cohorts of mutations with highly correlated evolutionary 

trajectories 

 The list of 105 single nucleotide substitutions can be divided into two unequal 

groups based on their pool of origin (Figure 3.1). Mutations arose during mutagenesis of 

either the MATa or MAT� parent strains, and sequencing detected them in either one or 

the other. More mutations are found in the MATa pool (70 mutations) than in the MAT� 

pool (30 mutations). Five mutations were detected in all reads of their original mutant 
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Table 4.2 List of all SNPs detected by population genome sequencing 
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Table 4.2 (continued) 
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pool, suggesting they spontaneously arose before mutagenesis. Their frequency 

oscillates around 0.5 throughout the evolution (Figure 3.2). Visual examination of the 

allele frequency data suggested the presence of cohorts of mutations with strongly 

correlated evolutionary trajectories. For example, mutations aro1-C1283-4T and ste5-

C512T, both on chromosome IV, display similar frequencies at all time points and 

originate in the same haploid mutant pool. This observation suggested the existence of 

subgroups of mutations originating in the same initial mutant hitchhiking on one or a few 

driver mutations. To test this hypothesis and identify cohorts of mutations potentially 

linked by origin, I performed hierarchical clustering on the evolutionary trajectories of all 

SNPs in my list (Figure 3.1). Nine groups of mutations were deduced from the resulting 

dendrograms. The majority of mutations are found at very low frequency throughout the 

evolutionary engineering experiment, with varying levels of apparent selection. Those 

mutations are assigned to cohorts �1 and a2 (Figure 3.1). Equality of initial frequency or 

a significant correlation cannot be inferred with confidence between the evolutionary 

trajectories of these low frequency cohorts.  

 Three mutations present unique trajectories that prevent grouping with other 

mutations, each instead forming its own group. Cohort a1, consisting of single mutation 

mal11-G310A, stands out of the pool as displaying the strongest apparent selection, 

with a mean allele frequency change of 1.685. Similarly, the gdh1-G47A mutation 

displays strong apparent selection (M=1.532) and is alone in cohort a4. Mutation gdh1-

A68G is placed with �3 mutations by the clustering algorithm, but its trajectory is 

markedly different from other mutations in that cohort. All mutations in cohort �3 have an 

initial frequency of approximately 0.44, while gdh1-A68G is first detected at 0.036. 

Further, gdh1-A68G displays strong apparent selection (M =1.604) while group �3
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Figure 3.1 Evolutionary trajectories for all non-silent mutations identified by 
population genome sequencing. Mutations arose either in the MATa (left) or MAT� 
(right) haploid pools. On the vertical axis are the names of the mutations, giving the 
closest gene, coordinates with respect to that gene, and the nature of the nucleotide 
substitution. On the horizontal axis are each of the six evolutionary timepoints (UV, R1, 
R2, R3, R4, R5), and the mean allele frequency change (M). Frequencies of the mutant 
alleles are represented by shades of green. Mean allele frequency changes are 
represented in shades of red (M< 1, declining frequency) or blue (M>1, increasing 
frequency). Hierarchical clustering of individual evolutionary trajectories is represented 
by dendrograms on the left. Mutations were assigned to cohorts of mutations (a1-5, �1-
3) on the basis of this clustering. 
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Figure 3.2 Five mutations arose in the parental strains before mutagenesis. 
Evolutionary trajectories and apparent selection are reported. Frequencies of the mutant 
alleles are represented by shades of green.
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mutations show the near absence of selection (M =0.9-1.1). I therefore assign gdh1-

A68G to its own cohort (�4). 

The most frequent MATa derived cohorts are a5 and a6. Mutations in genes 

ARO1 and STE5, mentioned at the beginning of this section as examples of strongly 

correlated trajectories, belong to a6. Mutations in both groups start at a frequency of 

approximately 0.03 and increase steadily to reach maximum frequency at round 3. The 

general trend for both groups is decline at rounds 4 and 5. Higher frequency, in 

particular at round 3, is the main difference between a5 from a6. Mutation mal11-G310A 

(cohort a1) displays the same general pattern of steady increase to R3, followed by a 

relative decline. However, it reaches a higher maximum frequency and its decline is less 

pronounced. Together, these observations pose the questions of whether a1, a5 and a6 

mutations belong to a single cohort. 

 Cohort �3 consists of seven mutations remarkable for their high and virtually 

identical initial frequency. Mutant alleles from this group display a frequency of ~0.88 in 

the MAT� pool, nearly sweeping that population at early selection steps. This group 

benefits from the founder effect, remaining highly represented throughout the 

evolutionary engineering experiment. The general pattern followed by all but one 

mutation (ubp7-T2466A) suggests an absence of selection, or a slow decline (M=0.903-

0.970). The mutation in gene UBP7 diverges from the rest of the group, on average 

increasing in frequency throughout the evolution. Large increases in frequency (0.49 to 

0.74 between R2 and R3) are compensated by phases of decline, amounting to a more 

modest synthetic measure of selection (M =1.070). 
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3.3 Certain genes are mutation hotspots 

I observed several independent occurrences of mutations mapping to the same 

genes, suggesting an important role in the SSL tolerance phenotype. The presence of 1 

out of 188 single mutations in any gene is statistically significant in a 12 million base pair 

genome (binomial test with p-value=0.01). The chance occurrence of more than one 

mutation in the same gene is even less likely. Furthermore, three lines of evidence can 

indicate independent mutational events: detection in a different haploid pool of origin, 

significantly different frequencies in the same pool of origin, and absence of colinearity 

between evolutionary trajectories. A systematic survey revealed eight genes to which 

more than one mutation was mapped (Figure 3.3). From this list I exclude four strongly 

correlated mutations from cohort a6 and mapping to chromosome IV in genes STE5 

(one of which is silent) and ARO1, which probably resulted from the same mutation 

event. 

Among the 25 mutations considered, 9 escape detection in at least one of the 

sampled time points (Annex IV). Mutations clustering in genes SSN2, YHR045W, UBP1 

and COS111 are detected at consistently low frequencies, with negative or weakly 

positive apparent selection. Two of the VHR1 mutations are positively selected, while 

the other two are negatively selected, and all four remain at relatively low frequencies 

throughout the experiment. 

 Both of the mutations mapping to NRG1 are rare, but display strong and 

sustained positive selection, and one of them (G137T) was found in the R57 mutant. 

While correlations are difficult to establish with confidence at such low frequencies, 

these mutations display highly similar frequencies at several time points, perhaps 

indicating that they arose during the same mutational event.
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Figure 3.3. Evolutionary trajectories, apparent selection and clustering of all 
mutation hotspots identified by population sequencing. Mean allele frequency 
changes are represented in shades of red (M< 1, declining frequency) or blue (M>1, 
increasing frequency). Hierarchical clustering of individual evolutionary trajectories is 
represented by dendrograms on the left.  



 98 

 

 



 99 

Figure 3.4. Mutations mapping to gene GDH1 cluster in specific areas of the 
protein. Mutations are numbered from 1 to 7 and color-coded according to their position 
from N- (blue) to C-terminal (red). The dimerization domain is in purple and the NADPH 
binding domain is in green. (A) Mutations affect either the amino or carboxy-terminal 
portions of Gdh1p. (B) Cluster map, as in Figure 3.1, of the Gdh1p amino acid 
substitutions, showing allele frequencies at each evolutionary time point (green 
heatmap), mean allele frequency change (blue heatmap), and clustering of evolutionary 
trajectories (left dendrogram). (C) Gdh1p substitutions were mapped onto a homology 
model of the protein based on the structure of Plasmodium falciparum glutamate 
dehydrogenase (PDB ID: 2BMA). 

�

Two independent mutations are detected in gene MAL11. Both display positive 

selection and are found in R57. Mutation mal11-G310A was mentioned earlier as 

displaying a high frequency and the strongest observed positive selection. 

The most remarkable cluster of mutations maps seven non-silent hits to gene GDH1. 

Strong positive selection is observed for most of these mutations, and three of them 

rapidly rise to prominence in the course of the evolution. Together, these observations 

convincingly argue for the critical role of GDH1 in the phenotype of interest or at least in 

the evolutionary dynamics of the genome shuffling experiment. The seven substitutions 

are found to cluster to the amino- and carboxy-terminal portions of Gdh1p (Figure 3.4A), 

with the most frequent ones found at the N-terminus (Figure 3.4B). 

Mapping of Gdh1p substitutions on a homology model derived from the structure 

of the highly homologous P. falciparum glutamate dehydrogenase 1 330 shows both N- 

and C-terminal substitutions grouped near the hinge region separating the two structural 

domains of the protein (Figure 3.4C). More precisely, the substitutions are close to a 

groove and adjoining tunnel found at this junction, adjacent to the active site cleft. In 

particular, the strongly selected S16F substitution maps precisely at the entrance of the 

tunnel, forming part of the surface of the groove. The prominent N-terminal substitutions 
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cluster the closest to the hinge, while the less frequent C-terminal ones are found at the 

periphery of the hinge area. 

 

3.4 Genotyping of backcrossed isolates of R57 suggests a linear model for the 

contribution of individual mutations to the SSL tolerance phenotype 

 Sporulation was induced in strain R57 and the resulting haploids were recursively 

backcrossed with their wildtype haploid parent CEN.PK113-1A (as described in Figure 

3.5) to generate strains with random combinations of mutations. A total of 86 segregants 

were isolated after two rounds of sporulation and mating. Growth curves in the absence 

and presence of SSL were recorded for all isolates, revealing a seemingly continuous 

distribution in their level of tolerance (Figure 3.6). A Kolmogorov-Smirnov test (�=0.01 

and 0.05) suggests a normal distribution for the growth of the isolates in SSL, in 

agreement with the hypothesis of a polygenic quantitative trait (Annex V: Kolmogorov-

Smirnoff test for normality on the distribution of SSL tolerance scores among R57 

backcrossed isolates). 

To estimate the contribution of each R57 mutation to the SSL tolerance 

phenotype, I used amplicon sequencing to genotype the 86 segregants (Figure 3.7). For 

the vast majority of strains and loci, I achieved depth of coverage well above 30 

(average of 794), enabling their confident genotyping (Table 4.3). Multiple linear 

regression was applied separately on the haploid and diploid datasets to generate 

models for the predicted effect of each SNP on the phenotype (summarized in Figure 

3.7, and Tables 4.4 and 4.5). Fewer variables and more data points mean that I have 

higher confidence in the haploid model than in the diploid model (see Materials and 
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Figure 3.5 Outline of the R57 backcrossing strategy. The diploid R57 strain was 
sporulated to generate a pool of haploid derivatives, which were mated at random with 
MAT� haploid strain CEN.PK113-1A, thus excluding all mutant MAT� spores. Resulting 
diploids were sporulated and mated against each other to generate diploid 
recombinants.
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Figure 3.6 Backcrossing of R57 with wildtype cells generates strains presenting a 
wide spectrum of tolerance to SSL. Growth in the presence and absence of SSL is 
reported for R57, various wildtype cell types, and 86 F2 isolates from backcrossing of 
R57 and CEN.PK113-1A.
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Table 4.3 Amplicon sequencing and alignment metrics for genotyping of R57 
segregants 
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Figure 3.7 Genotyping of second-generation mutants from backcrossing of R57 
and wildtype yeast suggest a model of SNP contributions to the SSL tolerance 
phenotype. Haploid (left heatmap) and diploid (right heatmap) isolates are scored in 
green for the genotypes indicated at the bottom. Growth in 85% (v/v) SSL is scored in 
shades of blue on the right. Each row represents a single strain. Contribution to the 
phenotype of the indicated genotypes was inferred by multiple linear regression, yielding 
coefficients represented at the top in shades of red (diminishes tolerance) to blue 
(increases tolerance). A model of genetic interaction was created, and the resulting 
coefficients are represented as circles at the top of the heatmaps. Growth in SSL 
predicted by the linear model is reported in shades of blue in the rightmost column, 
showing the level of agreement between the model and the data. Genotypes not 
proposed to influence the phenotype are omitted. See Annex V for full dataset.
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Table 4.4 Metrics and linear coefficients of the haploid linear regression model 

 
*Mean residual sum of squares 

†p-value that linear coefficients are equal to 0
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Table 4.5 Metrics and linear coefficients of the diploid linear regression model 

 
*Mean residual sum of squares 

†p-value that linear coefficients are equal to 0
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Methods). Accordingly, there is better agreement between predictions of the haploid 

model and measured phenotypes (Figure 3.7). 

In both haploids and diploids, the strongest predictor for enhanced SSL tolerance 

is the nrg1-C137A mutation. Examination of the genotype heatmaps in Figure 3.7 shows 

a clear clustering of nrg1 mutants at higher SSL tolerance levels. In haploids, the gsh1-

T(-73)A mutation is strongly associated with high SSL tolerance, while modeling 

proposes negative epistasis between the nrg1 and gsh1 alleles. Mutations ssa1-C91A, 

tof2-C2141T and gdh1-C47T are also associated with modest increases in haploid 

tolerance to SSL, albeit the effect of the latter is proposed to be enhanced by interaction 

with gsh1-T(-73)A. Mutations mal11-C310T, ubp7-T2466A and especially sgo1-C575A 

are deleterious for haploids. Mutation mal11-C310T has virtually no effect (p-

value=0.254 that linear coefficient is equal to 0), but is proposed to interact with nrg1-

C137A to further increase tolerance. 

 In diploids, each locus is associated with three possible genotypes each 

interpreted as a separate variable. Aside from nrg1-C137A, mutants homozygous for 

ste5-C512T are predicted to display increased SSL-tolerance, while homozygous ssa1-

C91A, gdh1-T68G and dop1-A40T are associated with a loss of fitness in the presence 

of SSL. My model predicts that heterozygosity leads to a loss of tolerance in mal11-

C310T and nop58-A(+25)T, while it causes an enhanced phenotype for art5-C454A. 

Wildtype ARO1 and BCS1 alleles are associated with better growth in SSL, suggesting 

mutations at these loci are deleterious. Conversely, absence of a mutation in gene 

TOF2 predicts reduced tolerance to SSL, arguing for a beneficial effect of tof2-C2141T. 

The model proposes that ste5-C512T interacts with two other mutations: positively with 

nop58-A(+25)T and negatively with mal11-C310T. 
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 Constants between the haploid and diploid models include the strong positive 

effect of nrg1-C137A, the weakly negative effect of mal11-C310T in the absence of 

interactions, and the benefits of tof2-C2141T for SSL tolerance. 

 

3.5 A CRISPR-Cas9 method for the seamless site-directed mutagenesis of the S. 

cerevisiae genome 

Following the first reported application of CRISPR-Cas9 in Saccharomyces 

cerevisiae 333 �, several methods exploiting the potential of this technology for yeast 

genome editing were published enabling gene disruption �333–336, gene deletion � 337,338, 

heterologous sequence integration 334,336,337,339,340 and insertion of point mutations 333,337–

339. I therefore reasoned that recent developments in CRISPR-Cas9 technology should 

permit the seamless introduction of point mutations discovered in R57 back into the 

wildtype parental background for testing phenotype to genotype associations. Similarly, I 

set to revert each of these point mutations to wildtype in mutant strain R57. However, 

strategies reported for the introduction of a point mutation using CRISPR-Cas9 suffered 

several caveats that restrict the range of mutations that can be introduced at any given 

locus. One difficulty is that sequencing is required to detect the successful integration of 

a point mutation. However, the main challenge to using CRISPR-Cas9 for the 

introduction of point mutations is the risk of repeated cutting by Cas9 after homology 

directed repair (HDR) of the initial double stranded break (DSB). Indeed, point mutations 

may not be located within the protospacer sequence, leaving it intact after HDR. Even if 

the mutation is located close enough to a protospacer adjacent motif (PAM) to modify 

the gRNA target sequence, a single substitution is generally insufficient to prevent 
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recognition by the gRNA/Cas9 complex 341 �.  Several strategies have therefore been 

devised to prevent Cas9 from cutting repeatedly at the site of interest. Mutation of the 

PAM along with the target point mutation position abolishes target recognition by the 

gRNA/Cas9 complex, and has allowed the successful introduction of premature stop 

codons 333,338 �. This strategy remains confined to cases where the PAM site mutation is 

either silent or deemed inconsequential. An alternative is the insertion of so-called 

heterology blocks in addition to the mutation of interest 339 �. A heterology block consists 

in a number of additional silent mutations meant to abolish gRNA recognition. While 

heterology blocks change codon usage in an open reading frame (ORF) and may 

potentially affect mRNA translation, they represent a quick and convenient means of 

introducing point mutations. Moreover, their successful integration is easily detected by 

PCR. However, the concept of a silent mutation is meaningless in untranslated regions 

of the genome, such as non-coding RNAs and intergenic sequences.  

 Mans and coworkers 337 demonstrated successful insertion of a point mutation 

without altering the PAM or resorting to a heterology block. The inserted mutation 

eliminated a restriction site and replaced it with another, providing for easy detection of 

successful mutants. Sequencing revealed that several restriction positive clones 

displayed additional unwanted mutations, likely due to repeated cutting by Cas9. This 

direct strategy therefore requires the screening of several clones by sequencing – a 

comparatively time consuming and costly process. These authors suggested an 

alternative two-step strategy for the seamless site-directed mutagenesis of the yeast 

genome using CRISPR-Cas9, but did not demonstrate it experimentally. A similar 

proposition was made shortly after by Lee and coworkers 342. Here, I propose three 
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variations on this general method, and report its successful application at 17 positions 

across the genome of S. cerevisiae haploid strains CENPK113-1A, CEN.PK113-7D and 

the R57 mutant diploid strain. 

 Using two successive CRISPR events, the method enables the introduction of 

point mutations without altering the PAM or inserting additional silent mutations (Figure 

3.8). In the first CRISPR event, the Cas9-induced DSB is repaired by a homologous 

repair fragment which replaces the 20 nucleotide protospacer by a heterologous 

sequence of the same length (termed the “stuffer”), preventing repeated cutting by Cas9 

(Figure 3.8). After curing of the initial guide, a second gRNA targeting the stuffer is 

introduced. The DSB is repaired by a DNA fragment carrying the desired point mutation, 

thereby removing the stuffer and abolishing recognition by the second gRNA. Stuffer 

insertion and removal is conveniently detected by colony PCR. This is in contrast to 

single-step methods that make use of sequencing to identify clones both devoid of 

unwanted secondary mutations, and harboring the desired point mutation, unless the 

point mutation coincidentally creates or removes a restriction site 337. In the two-step 

method described here, the only modification introduced in the parent strain is a single 

point mutation (or any desired modification). 

In a recent study, a similar approach was used in human induced pluripotent stem 

cells for the correction of heterozygous �-thalassemia mutations 343 �. The piggyBac 

transposon system, carrying antibiotic resistance markers and acting as a stuffer, was 

inserted into the hemoglobin B gene by CRISPR assisted HDR.  The transposon was 

then excised with the help of a specialized transposase, and the mutation corrected by 

homologous recombination with the non-mutant copy of the gene. Use of a two-step 
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procedure for the seamless alteration of the yeast genome is reminiscent of the Delitto 

perfetto method, whereby successive rounds of positive and negative selection are used 

to transiently introduce a marker cassette 344. 

In the present method, a single stuffer with a random unique sequence is 

employed in most instances, which allows for the repeated use of the same targeting 

gRNA sequence and PCR primers for confirming the presence of the stuffer. For 

inserting or removing single point mutations, protospacer replacement was attempted for 

15 out of 17 positions using the sequence 5'-AGATGCGGGAGAGGTTCTCG-3' as a 

stuffer. Screening by PCR of three clones per position revealed that the stuffer 

sequence was successfully inserted in at least one of the three clones tested in all but 

five positions (in genes MAL11, UBP7 and GDH1 for all strains, and STE5 566 and 

PBP1 in R57) (Figure 3.8). However convenient, I suspected that the transient disruption 

of important genes by a standard stuffer could reduce or abolish cell viability. For 

example, the mutant strain R57 carries mutations in or near essential genes DOP1 and 

NOP58 345,346. In addition, I observed that insertion of the stuffer in the ARO1 gene of S. 

cerevisiae considerably reduced its growth rate on YPD medium. I therefore 

hypothesized that failure to insert the stuffer sequence in genes MAL11, UBP7, GDH1, 

STE5 (at position 566) and PBP1 could be due to similar viability issues.
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Figure 3.8 Outline of the two-step, stuffer-assisted genome site-directed 
mutagenesis strategy. Two variations of the strategy were applied. In the stuffer 
strategy a protospacer target sequence located near the site to mutagenize is replaced 
by a heterologous 20-nucleotide sequence (the stuffer) by CRISPR-Cas9 assisted 
homologous recombination, leaving the PAM site intact. The stuffer may be a standard, 
randomly generated sequence (the standard stuffer, left box) or a degenerate sequence 
bearing at least seven mismatches with the original protospacer (a silent stuffer, middle 
box). The second CRISPR step uses the stuffer as a protospacer, restoring the original 
protospacer sequence and introducing the desired mutation in a single homologous 
recombination event. A second variation on the strategy replaces the entire target ORF 
– or nearby ORF if an intergenic region is the target of mutagenesis – by a heterologous 
stuffer ORF (e.g. GFP), which is targeted by one or more gRNAs in the second step 
(right box). Homologous recombination restores the original ORF with mutations. 
Successful integration is easily assessed by PCR. The strategies were tested at the 
positions indicated in the boxes. Positions are identified by the coordinate of the first 
nucleotide of the PAM site (NGG) with respect to the nearest ORF. For each position, 
stuffer insertion was successful in either all strains tested (green check), two out of three 
strains (yellow check), in all strains but led to a slow growth phenotype (yellow-x), or in 
none of the strains (red-x). Once a stuffer was inserted, its removal and replacement by 
the point mutant sequence was successful in all cases.
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For the two essential genes (DOP1, NOP58) and the six previously unsuccessful 

positions (ARO1, MAL11, UBP7, GDH1, STE5-566, PBP1), I designed custom stuffers 

(and stuffer-targeting gRNAs) that did not disrupt the coding region using degenerate 

sequences. Similar to heterology blocks, these silent stuffers introduced at least seven 

nucleotide substitutions to protect against repeated cutting by Cas9. 

I was able to insert the silent stuffers at DOP1, NOP58, ARO1 and STE5 (Figure 

3.8), and growth defects were not observed in the resulting strains. However, the silent 

stuffer insertion method failed for MAL11, UBP7, GDH1 and PBP1. Suspecting my 

choice of gRNA target sequences to be the cause, I designed, for each of the four 

genes, two or three additional gRNAs with targets evenly spaced along the ORF to 

increase chances of DSBs. To avoid having to design stuffer fragments for each target, I 

designed donor DNAs containing the yeGFP sequence with, at their 5' and 3' ends, 50-

bp homology to the promoter and terminator of the target genes. The expected result 

was the precise replacement of the native ORFs by yeGFP (Figure 3.8). Not presuming 

of the success of any one individual guide, this strategy prevents further recognition by 

the gRNA/Cas9 complex anywhere in the gene by replacing the entire target ORF. The 

new guides were simultaneously transformed into yeast with the yeGFP stuffer. 

Integrants were identified in all four loci (Figure 3.8), suggesting at least one guide per 

locus was functional. I suggest that stuffer ORFs can prove useful when the selection of 

a functional gRNA target is problematic. However, I note that it is not suitable in genes 

that are essential or strongly affect viability when deleted, in both cases preventing 

downstream transformation and CRISPR events. 

 In strains containing the short stuffers, the second CRISPR event used DNA 

fragments averaging 500 bp for DSB repair and introduction of point mutations. Longer  
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Figure 3.9 Sequencing shows successful insertion of the stuffer and subsequent 
introduction of a point mutation in the GSH1 promoter sequence. 
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fragments spanning the promoter, ORF and terminator were required at loci stuffed with 

yeGFP. For all stuffer-containing strains, replacement of the stuffed sequence by the 

point mutant sequence was successful (Figure 3.8). Introduction of point mutations was 

confirmed by Sanger sequencing revealing the absence additional unwanted mutations 

in the targeted loci (see Figure 3.9 for an example). While the efficiency of stuffer 

insertion was highly variable and rarely at 100%, I observe that for most positions 

considered, all clones screened for stuffer removal and point mutation insertion were 

positive. CRISPR efficiency was high at positions bearing the standard short and yeGFP 

stuffers, but lower on average for positions carrying the custom silent stuffers. These 

observations suggest that a standard stuffer is useful in reducing the variability of 

recognition and cutting by the gRNA/Cas9 complex during the second CRISPR event. 

Whenever feasible, I propose that it should be the preferred method for CRISPR 

assisted genomic insertion of point mutations into the genome. 

This section reports a strategy to introduce precise changes at the single 

nucleotide level in the genome of S. cerevisiae. I believe that this two-step procedure 

can be applied to any organism with suitable HDR machinery at virtually any genomic 

coordinates to modify coding and non-coding sequences, in essential and non-essential 

genes. Furthermore, it is not constrained by the precise location and sequence of the 

PAM and protospacer. Because it does not require the introduction of large transposons 

or selection cassettes, this method is less disruptive than similar two-step methods 

reported previously �342,344,. Rather, it transiently introduces a few potentially silent 

mutations. However, the implementation of this method requires the generation of an 

intermediate stuffed mutant that is submitted to a second cycle of transformation, PCR 
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verification, sequencing and gRNA curing. Welcome improvements would allow stuffer 

integration and removal from a single transformation using, for example, transient or 

inducible gRNAs. Because of its wide applicability, I believe this seamless, genome-

level site-directed mutagenesis procedure will prove useful to a wide range of 

researchers interested in the precise genome editing of S. cerevisiae and other 

organisms. 

 

3.6 Introduction of point mutations in wildtype backgrounds identifies alleles 

contributing to the SSL tolerance phenotype 

To further dissect the effect of individual mutations on the SSL-tolerance 

phenotype, I introduced the R57 mutations in isolation into the MAT� and MATa wildtype 

backgrounds. In our hands, the baseline growth rate of the parent MATa strain 

(CEN.PK113-7D) is consistently much slower than for the MAT� (CEN.PK113-1A) 

parent. Addition of SSL exacerbated this phenotype, leading to barely detectable 

growth. Therefore, I only report growth data for the MAT� mutants (Figure 3.10A). In this 

background, increased ability to grow in the presence of SSL was observed for gsh1-T(-

73)A and nrg1-G137T mutants, in agreement with my observations on backcrossed R57 

derivatives (Figure 3.7). Among mutations identified by population sequencing, a subset 

of the most positively selected were introduced into the MAT� haploid, but an increase 

in SSL tolerance was not observed for those strains (Figure 3.10B). Similarly, none of 

the single diploid mutants showed an increase in SSL tolerance (Figure 3.10, C and D). 

A growth defect was instead observed in most heterozygous and all homozygous 

mutants. Together, these results suggested that the gsh1-T(-73)A and  
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Figure 3.10 Growth in presence and absence of SSL of single mutants identifies 
the contribution of mutations nrg1-G137T and gsh1-T(-73)A to the tolerance 
phenotype. Area under the growth curve in the presence and absence of SSL is 
reported for single haploid mutants carrying R57 mutations (A), highly selected 
mutations identified by population sequencing (B), heterozygous (C), and homozygous 
(D) diploids and revertant derivatives of R57 SGO1 gdh1-2/2, wildtype for the indicated 
genes.
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Figure 3.11 Reversion of nrg1 and gsh1 mutations leads to loss of the SSL 
tolerance phenotype in haploid single mutants. Area under the growth curve for nrg1 
and gsh1 double mutants, haploid (nrg1 gsh1) and diploid (nrg1/nrg1 gsh1/GSH1) is 
reported.
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nrg1-G137T alleles could increase the tolerance of haploid cells to SSL, but were not 

sufficient in a diploid background. 

To confirm that the gsh1-T(-73)A and nrg1-G137T mutations caused the 

observed increases in SSL tolerance, I reverted these positions wildtype in the point 

mutants. This reversion to wildtype abolished the enhanced phenotype of haploid single 

mutants (Figure 3.11). I also tested whether the effects of these mutations was additive 

or epistatic by generating double mutants, in both haploid and diploid backgrounds.  I 

did not detect additional gains or losses of tolerance in haploid and diploid nrg1 gsh1 

double mutants.. This observation is consistant with the linear model of haploid 

backcrosses, which predicts negative epistasis between these two mutants (Figure 4.7). 

�

3.7 Mutations in NRG1 confer tolerance to acetic acid and oxidative stress 

In an attempt to identify the physicochemical stresses to which nrg1 and gsh1 

mutations conferred tolerance, I compared the growth of haploid single mutants with 

wildtype and R57 cells in the presence of increasing concentrations of acetic acid 

(Figure 3.12A) and hydrogen peroxide (Figure 3.12B). Haploid nrg1-G137T mutants 

display increased tolerance to both compounds, growing faster in the presence of higher 

concentrations than both wildtype and R57 cells. The gsh1-T(-73)A mutation does not 

seem to confer the same advantage. This latter result is surprising considering the well-

characterized role of GSH1 in the oxidative stress response. However, the concentration 

range used in the experiment was largely uninformative: most conditions were inhibitory 

to all genetic backgrounds including R57. A narrower concentration range may have 

revealed an enhanced phenotype in gsh1-T(-73)A mutants. 
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Figure 3.12 The nrg1-C137A allele confers tolerance to increased acetic acid and 
hydrogen peroxide concentrations. Area under the growth curve of wildtype haploid 
(blue), nrg1 (red), gsh1 (green) and R57 (orange) cells in presence of increasing 
concentrations of acetic acid (A) and hydrogen peroxide (B) is reported. Data for 
selected points of the dose response curves (top panel) are reported in the middle and 
bottom panels.
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Figure 3.13 Mutants carrying the gsh1-A(-73)T allele accumulate less reactive 
oxygen species than the wildtype in the presence of SSL. ROS accumulation 
induced by exposure to SSL was compared between a gsh1-A(-73)T point mutant, and 
its parent wildtype strain (WT). ROS accumulation was assessed using flow cytometry, 
measuring the mean fluorescence of cells treated with CellROX Deep Red reagent. 
ROS were measured 16h after inoculation in minimal medium (Mid-log), after overnight 
incubation in undiluted SSL (acute stress), or after 24h and 48h in minimal medium 
containing 70% (v/v) SSL.
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3.8 Mutation gsh1-T(-73)A reduces ROS accumulation upon exposure to SSL. 

 Because the synthesis of reduced glutathione and the recycling of its oxidized 

form play a major role in tolerance to oxidative stress, I hypothesized that a mutation of 

the GSH1 promoter would modulate glutathione synthesis in the cell and thereby affect 

levels of reactive oxygen species (ROS). Since the mutant strain R57 was selected for 

its tolerance to SSL, I used the fluorescent CellROX Deep Red Reagent and flow 

cytometry to assess cytosolic ROS accumulation in wildtype and gsh1 A(-73)T cells 

upon exposure to SSL. When grown in non-toxic medium (YNB 1% glucose), the 

wildtype and mutant stains accumulate comparably low levels of ROS (Figure 3.13). 

Subsequent exposure to undiluted SSL similarly increases ROS levels in both strains. 

However, following acute stress induction in 100% SSL and transfer to YNB 1% glucose 

supplemented with 70% SSL, the mutant accumulates markedly lower amounts of ROS 

after 24 and 48 hrs incubation, suggesting the gsh1 A(-73)T mutation affects cell 

response to oxidative stress. 

 

3.9 Reversion of single mutations in R57 suggests a compensatory role for mutant 

gdh1 alleles 

Each mutation in the R57 mutant strain was reverted to wildtype (Figure 3.14A). 

The majority of R57 revertants behave like their parent in the presence of SSL. 

Reversion of the gdh1-G47A mutation in R57 and related derivatives wildtype at the 

GDH1-68 and SGO1-575 positions leads to a pronounced decrease in fitness in the 

presence of SSL, also noticed in inhibitor-free medium. From this observation, I 

hypothesized that gdh1 mutations complement secondary deleterious mutations found 

in R57. I therefore generated series of R57 derivatives from the GDH1 or SGO1 gdh1-  
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Figure 3.14 Reversion of single mutations in R57 suggests a compensatory role 
for mutant gdh1 alleles and identifies single mutations involved in SSL tolerance. 
Area under the growth curve in the presence and absence of SSL is reported for 
revertant derivatives of R57 (A), R57 SGO1 gdh1-2/2 (B) and R57 GDH1 (C) wildtype 
for the indicated genes. 
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T68G backgrounds, wildtype at each secondary mutation. The R57 GDH1 growth defect 

could not be rescued by reversion of single secondary mutations (Figure 3.14B). While I 

could not fully reproduce the R57 SGO1 gdh1-T68G growth defect, possibly because of 

batch-to-batch variations in SSL composition, I identified triple revertants with reduced 

tolerance to SSL (Figure 3.14C). Removal of mutation ynl058c-A7G in this background 

confers wildtype tolerance to SSL. The same phenotype is observed in the R57 SGO1 

gdh1-T68G NRG1 triple revertant, consistant with other observations concerning 

mutation nrg1-C137A. Intriguingly, the sole reversion of nrg1-C137A to wildtype in R57 

is not sufficient to reduce tolerance to SSL (Figure 3.14A), while its presence in 

heterozygous and homozygous diploid mutants does not enhance the ability to grow in 

the presence of this lignocellulosic hydrolysate (Figure 3.10 C and D). Together, these 

results suggest that expression of the nrg1-C137A phenotype in diploids depends on 

epistasis with other mutations, possibly in gene GDH1. Alternatively, the presence of 

several tolerance-conferring mutations in R57 may ensure the robustness of its 

phenotype. 

 

3.10 SSL tolerance of gdh1 mutants 

To test the effect of gdh1 mutations on the SSL tolerance phenotype, various 

point mutants were generated by CRISPR-Cas9 from the wildtype and R57 

backgrounds (Figure 3.15). Growth curves of these mutants in the presence of various 

concentrations of SSL were recorded. In the absence of SSL, most haploid gdh1 point 

mutants grow as well as their wildtype parent, with the exception of A1232G, which 

displays reduced growth. Addition of SSL reveals decreased fitness compared to 

wildtype. Growth defects are observed both in the presence and absence of SSL in  
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Figure 3.15 SSL-tolerance of gdh1 mutants. Area under the growth curve of haploid 
and diploid gdh1 mutants was compared to wildtype in presence (0% (v/v) SSL) and 
absence (78% (v/v) SSL) of SSL. Derivatives of R57 with various gdh1 genotypes were 
similarly compared to their parent strain. Color coding of the mutations is the same as in 
Figure 3.4.
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diploid gdh1 point mutants, both heterozygous and homozygous. Reversion of either 

gdh1-G47A or gdh1-A68G in R57 does not appear to alter growth in the absence of 

SSL, but the GDH1/GDH1 genotype is associated with a growth defect in this strain. 

Mutations in gene GDH1 appear to contribute to the growth of R57 in SSL, with reduced 

growth most obvious when gdh1-G47A is reverted either alone or in combination with 

gdh1-A68G.
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4. Discussion 

 

with excerpts from:  

Biot-Pelletier D et al (2016) The impact of historical contingency on the outcomes of 

evolutionary engineering. Manuscript in preparation. 

 

4.1 Physiology of selected mutations 

4.1a Mutations in genes NRG1 and GSH1 are the main determinants of SSL 

tolerance in our genome shuffling experiment 

 Much evidence indicates that mutations nrg1-C137A and gsh1-A(-73)T confer the 

strongest direct gains in SSL tolerance among all SNPs considered in this study. In both 

the haploid and diploid models of backcrossed mutants, mutation nrg1-C137C 

contributes the largest increases in tolerance (Figure 3.7). The diploid model further 

predicts that cells homozygous for nrg1-C137A are superior to heterozygotes, 

suggesting that this mutation is either incompletely dominant or recessive. My models 

predict that mutation gsh1-T(-73)A makes the second largest contribution to SSL 

tolerance, but in haploids only. 

 In agreement with predictions from the model, growth curves of haploid single 

mutants detect gains in SSL tolerance for nrg1-C137A and gsh1-T(-73)A mutants only 

(Figure 3.10). These observations support the hypothesis that, at least in the absence of 

additional interacting mutations, those two mutations allow the strongest increases in 

SSL tolerance. Further supporting this claim, reversion of nrg1-C137A to wildtype in R57 

SGO1/SGO1 gdh1-A68G/gdh1-A68G cells reduces tolerance to SSL (Figure 3.14B). 



 128 

 Additional evidence supports a strong role for NRG1 in the phenotype of interest. 

Previous RNAseq results in R57 showed considerable upregulation of five targets of 

transcriptional regulator Nrg1p, including NRG1 itself 9. Population sequencing identified 

this gene as a mutation hotspot, with one additional mutation mapping to the NRG1 

open reading frame. Low frequency characterizes both nrg1 alleles at all time points, but 

highly positive apparent selection is consistent with a beneficial effect on the tolerance 

phenotype (Figure 3.3). From my data, I cannot rule out the possibility that both nrg1 

mutations arose during the same mutational event. Considering that the nrg1-C505A 

introduces a stop codon, one may hypothesize that it precluded full expression of the 

beneficial phenotype associated with the nrg1-C137T mutation, perhaps explaining its 

persistently low frequency. Only the low-probability uncoupling of both mutations by 

recombination would have allowed expression of the SSL tolerance trait enabled by 

nrg1-C137T.  

I have shown that haploids carrying the mutant gsh1-T(-73)A allele accumulate 

lower levels of reactive oxygen species (ROS) than their wildtype parents when exposed 

to high concentrations of SSL (Figure 3.13). This is consistent with the role of Gsh1p in 

the synthesis of glutathione, a tripeptide of glutamate, cysteine and glycine involved in 

the scavenging of ROS. Condensation of glutamate and cysteine, catalyzed by Gsh1p, 

is the committed step in the synthesis of glutathione. Reaction with ROS oxidizes 

glutathione, which is reduced form by the NADPH-dependent Glr1p enzyme 347,348. The 

mutation identified in our mutants is located 73 bp upstream of the start codon, likely 

altering the GSH1 promoter. Upregulation of GSH1 by this modified promoter is 

proposed to increase glutathione synthesis and reduce accumulation of ROS in gsh1-T(-

73)A mutants. Intriguingly, I did not detect increased tolerance to hydrogen peroxide in 
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gsh1-T(-73)A haploid mutants (Figure 3.12). I hypothesize that I tested a range of 

peroxide concentrations that was both too wide and not fine enough to properly 

characterize the dose-response relationship. Further investigation would be required to 

fully describe the tolerance of gsh1-T(-73)A mutants to oxidative stress. Nevertheless, 

the near sweep of the MAT� mutant pool by the gsh1-T(-73)A allele suggests a 

significant selective advantage in the presence of high concentrations of SSL. 

 Together, my results suggest that nrg1-C137A and gsh1-T(-73)A are the core 

determinants of SSL tolerance in our experiment. Prevalence of the gsh1 allele and 

scarcity of nrg1 argues that the former had a greater impact on the evolutionary 

dynamics of our experiment. I favour a model in which nrg1-C137A and gsh1-T(-73)A 

confer basic tolerance, with other mutations responsible for epistatic phenomena. 

 

Repression of stress response genes by transcriptional regulator Nrg1p 

NRG1 and its close paralog NRG2, encode C2H2 zinc finger DNA-binding 

proteins, and were first identified as mediators of glucose repression 349,350. As such, 

NRG1 transcript levels are downregulated 6-fold in the presence of ethanol and glycerol 

as carbon sources, yet are induced 2.7-fold during diauxic shift 351. Both Nrg1p and 

Nrg2p appear to be regulated by the Snf1p protein kinase, with which they interact and 

is involved in the response to changes in carbon sources. This regulation is not 

localization dependent, as Nrg1p constitutively localizes to the nucleus 352. 

Snf1p/Nrg1/2p pairs were further demonstrated to regulate invasive growth via protein 

Flo11p in conditions of glucose limitation 353. The Nrg1/2p repressors have been 

implicated in the response to stresses other than nutrient limitation. The earliest 

evidence has shown that NRG2 is upregulated by zinc limitation 354, as well as alkaline 
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pH in a Rim101p-dependent manner 355. NRG1 is similarly regulated by Rim101p 249 

and is known to repress ZPS1, involved in response to low zinc 354, as well as ENA1, a 

sodium/lithium pump involved in salt tolerance 249,356. 

Identification of transcripts with altered expression in null mutants of NRG1 and 

NRG2 established their role in the regulation of the general stress response 357. Deletion 

of NRG1 or NRG2 changes the transcription of 150 genes, almost two-thirds of which 

are glucose-repressed and show increased transcription upon glucose limitation. 

However, many have STREs or STRE-like sequences in their promoter regions. Meta-

analysis of expression studies on these genes suggests general regulation by stress or 

by general stress response regulators Msn2p/Msn4p. The binding sites of Nrg1/2p and 

Msn2/4p seem to overlap, further supporting the hypothesis that Nrg proteins are 

responsible for the repression of general stress response genes 349,358. Vyas and 

coworkers further showed that substitutions in either Nrg1p or Nrg2p increase tolerance 

to various stresses, notably salt and oxidative stresses 357. More recently, NRG1 was 

identified among acetic acid responsive genes of the Haa1p regulon 257. Together, this 

evidence argues for a role of Nrg1p in repression of general stress response genes. I 

therefore propose that nrg1-C137A is a loss of function mutation that leads to the 

upregulation of various protective pathways, as evidenced by its protective effects 

against both acetic acid and hydrogen peroxide in the haploid CEN.PK113-1A 

background (Figure 3.12). 

Selection of mutations affecting global gene regulation, like nrg1-C137A, is a 

common theme of experimental evolution in stressful conditions. For example, Dettman 

and coworkers reviewed loci of evolution experiments conducted in yeast, and found a 

prevalence of genes involved in the SAGA-mediated stress response pathway 21. 
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Another well-documented example is the selection of mutations affecting the rpoS stress 

response sigma factor in E. coli, which was identified as selected in response to five 

different environments 72,359–363. Loss of this stress response factor is well documented 

in nature where it is hypothesized to arise from a trade-off between stress-resistance 

and growth rate 364. Mutations that diminish the function of stress response systems are 

a common outcome of experimental evolution. It is hypothesized that such genetic 

changes relieve the halted growth phenotype typically associated with stress to enable 

proliferation in the presence of constant stress 363,365,366. The repressor function of NRG1 

rather suggests that the mutant alleles of this gene selected by our genome shuffling 

experiment lead to a general upegulation of stress response functions. 

 

Glutathione metabolism and regulation of GSH1 in Saccharomyces cerevisiae 

 The role of glutathione in response to oxidative stress was introduced in Chapter 

1 of this thesis. We have seen how the oxidation of this tripeptide of glutamate, cysteine 

and glycine into its disulfide form participates in the scavenging of ROS, either via direct 

reaction or through the action of glutathione peroxidases 273. This molecule is essential 

for growth, as shown by the fact that mutants lacking GSH1 are auxotrophic for 

glutathione 367. Glutathione is synthesized from its component amino acids in a two-step 

pathway. The first and rate-limiting step is the condensation of glutamate and cysteine 

by Gsh1p 347,348,368. The later addition of glycine to form glutathione is catalyzed by 

Gsh2p. The biosynthesis intermediate �-glutamylcysteine displays antioxidant activity of 

its own, suggesting that it is the evolutionary precursor of glutathione 368. The recycling 

of glutathione from the oxidized to the reduced state is catalyzed by glutathione 

reductase, encoded by GLR1 273. 



 132 

 GSH1 is directly repressed by the presence of glutathione. However, in the 

absence of glutathione, transcription activator Met4p, involved in the biosynthesis of 

sulfur-containing amino acids, induces the expression of GSH1. Under oxidative stress, 

expression of GSH1 is driven by Yap1p, a major oxidative stress response regulator in 

yeast 369,370. Hydrogen peroxide responsive elements independent of Yap1p have also 

been identified in the GSH1 promoter, further illustrating its role in oxidative stress 

response 371. The gsh1-T(-73)A mutation, located in the promoter, reduces the level of 

reactive oxygen species accumulated upon exposure to SSL. This argues for elevated 

glutathione and Gsh1p levels in the mutant caused by alteration of the promoter. 

Interestingly, the mutation falls outside of characterized Yap1p and peroxide responsive 

elements 371, arguing for a regulatory mechanism that is independent of oxidative stress 

signals. The position of this SNP in the region proximal to the start codon identifies 

alteration of the basal promoter as the most likely mechanism. 

 

4.1b Epistasis between gdh1 and gsh1 alleles 

 Several lines of evidence point to GDH1 as a key element of either the SSL 

tolerance phenotype or the evolutionary dynamics of the genome shuffling experiment. 

Indeed, this gene is the most populated mutation hotspot identified by population 

genome sequencing, with seven non-silent mutations. Among those, three show both 

high frequency and strong apparent selection (Figure 3.4). Moreover, reversion of gdh1 

alleles to wildtype in the R57 background leads to a strong loss of fitness, both in the 

presence and absence of SSL, suggesting a compensatory role (Figure 3.14C). 

Reversion of gdh1 alleles in R57 also enables the detection of the tolerance-conferring 

effects of nrg1 and ynl058c alleles.  
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 GDH1 encodes one of three glutamate dehydrogenase enzymes found in 

Saccharomyces cerevisae. This group of enzymes catalyzes the interconversion of 

glutamate into �-ketoglutarate and ammonia. The NAD+-dependent Gdh2p enzyme 

catalyzes the deamination reaction 372, while NADP+-dependent Gdh1p and Gdh3p 

facilitate the reverse 373. Gdh1p is thus involved in the synthesis of glutamate and the 

fixation of inorganic nitrogen. Glutamate biosynthesis is also effected by Gdh3p, or by 

the combined action of glutamine synthetase (Gln1p) and glutamate synthase (Glt1p) 

374,375. Gdh1p and Gdh3p are highly homologous and catalyze identical reactions, but 

display different expression patterns. Under fermentative conditions, Gdh1p is the 

dominant glutamate dehydrogenase isoform, while carbon limitation, non-fermentable 

carbon sources and entry into stationary phase induce the expression of Gdh3p 376,377. 

 While transcription of GDH1 is sustained at all phases of growth, cells that enter 

the stationary phase specifically degrade Gdh1p via ubiquitination at the specific Y426 

residue. On the contrary, Gdh3p is specifically expressed during the stationary phase. 

Gdh1p is a faster enzyme (3-fold higher rate of �-ketoglutarate utilization), suited for 

growth-sustaining glutamate synthesis. On the other hand, Gdh3p is slower, better 

suited to sustain glutatione synthesis during the stationary phase and under stressful 

conditions 376. Accordingly, Gdh3p has been implicated in stress tolerance in yeast. 

Deletion of GDH3 leads to increased sensitivity to heat and hydrogen peroxide, as well 

as aging. The gdh3� mutant displays apoptotic markers under stress, and accumulates 

reduced levels of glutathione and glutamate.  It also accumulates higher levels of ROS. 

These defects are suppressed by glutamate or glutathione supplementation, and by the 

secondary deletion of Gdh2p, which catalyzes the reverse reaction. In contrast, the 
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sharp losses of stress tolerance observed in gdh3� mutants are not reproduced upon 

deletion of close homolog GDH1. Transient loss of tolerance to hydrogen peroxide is 

nevertheless observed in the early phases of growth in gdh1� mutants 377. 

The seven mutations of the gdh1 hotspot selected by genome shuffling cluster 

near known targets of ubiquitination, suggesting they may increase the stability of the 

protein by restricting access of ubiquitinases to target lysine residues (Figure 3.4). This 

should increase the supply of glutamate to Gsh1p in actively growing gsh1-T(-73)A 

mutants. An alternative hypothesis on the molecular mechanism underlying the effect of 

gdh1 mutations involves interdomain flexibility of the Gdh1p enzyme. The seven amino 

acid substitutions identified in this protein are found to cluster in and around the hinge 

region separating the two structural domains of Gdh1p. Of those, the three N-terminal 

substitutions map the closest to the groove found at the junction of both domains. 

Structural studies of glutamate dehydrogenase from Clostridium symbiosum 

demonstrated movement of these domains upon substrate binding, transitioning from an 

open to a closed conformation 378. This transition is critical for efficient catalysis in 

glutamate dehydrogenase enzymes. It could be that steric changes in the Gdh1p hinge 

region impact baseline glutamate dehydrogenase activity. Regardless of the precise 

molecular mechanism underlying these mutations, I propose that the gdh1 hotspot was 

selected to compensate the strong pull on glutamate exerted by upregulation of 

glutathione biosynthesis in gsh1-T(-73)A mutants. This hypothesis would explain the 

strong growth defect incurred by R57 upon reversion of gdh1 mutations. In those cells, 

enhanced glutathione biosynthesis diverts glutamate from other essential physiological 

functions, leading to delayed growth. In support of this hypothesis, genetic interaction is 

suggested by the haploid model of backcrossed mutants between the gdh1-C47T and 
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gsh1-T(-73)A mutations (Figure 3.7). Increase in frequency of all gdh1 mutations is 

observed at R1, or after the first recombination event, perhaps indicating that the GDH1 

locus is under strong selection as a consequence of the early �3 sweep. 

The gdh1 phenotype is strongly epistatic. While we have seen that gdh1 alleles 

are critical to the fitness of R57, their introduction into wildtype backgrounds is 

associated with growth defects. Increased glutamate dehydrogenase activity must result 

in accelerated consumption of NADP+ and accumulation of NADPH and glutamate. This 

redox imbalance and glutamate surplus must have deleterious effects in the absence of 

increased glutathione synthesis. The context dependence of gdh1 phenotypes is further 

illustrated by the superiority of heterozygous R57, carrying two different gdh1 alelles, 

over its homozygous mutant derivatives. These results are hints that heterogeneous 

multimers of glutamate dehydrogenase confer a distinct competitive advantage in the 

presence of SSL (Figure 3.14 and 4.15). The dependence of gdh1 phenotypes on the 

genetic background of their carrier strain is further demonstrated by the response of 

homozygous gdh1-A68G derivatives of R57 to the reversion of nrg1-C137A and 

ynl058c-T7C (Figure 3.14B). Indeed, reversion of these mutations alone in the original 

R57 background is not sufficient to lead to a loss of tolerance. Neither is this effect 

observed in a R57 GDH1 background, perhaps because loss of both gdh1 alleles leads 

to a loss of fitness that is too important to observe the effect of reverting to NRG1 or 

YNL058C. I therefore propose that the partial loss of fitness in the homozygous gdh1-

A68G derivatives of R57 leaves room to observe the additional effect of reverting other 

mutations.  

 Results presented in this thesis show a strong evolutionary response of the 

GDH1 locus in response to the prominence of the gsh1-T(-73)A allele. Deleterious in the 
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wildtype background, mutations in this gene appear required in the R57 mutant, 

indicating a role in complementation of defects caused by other mutant alleles. I propose 

that their role is to increase glutamate supply in glutathione-overproducing cells.  

 

4.1c Hypotheses on the role of mal11 mutations 

 In S. cerevisiae, maltose utilization is encoded by the MAL complexes. Anyone of 

these complexes consists of three genes. Gene 1 of these complexes encodes a 

permease responsible for maltose import, while gene 2 encodes for a maltase, which 

hydrolyzes the disaccharide to glucose. Gene 3 encodes a regulatory protein 

responsible for activation of maltose utilization functions 379. The genome of strain 

CEN.PK113-7D used for the preparation of this thesis contains four MAL complexes 

numbered 1 to 4 380. Gene MAL11, a mutational hotspot in our genome shuffling 

experiment, encodes the maltose permease of the MAL1 complex. Mal11p is a proton-

driven symporter of the major facilitator superfamily 381,382. It was initially described as a 

maltose transporter, but was later shown to possess broad specificity for diverse �-

glucosides, notably the stress protectant molecule trehalose 383. The link between genes 

involved in maltose metabolism and trehalose accumulation is well-established, 

suggesting a potential role for MAL11 in stress tolerance 384. The two mal11 mutations 

identified by our sequencing efforts code for amino acid substitutions to the N-terminal 

portion of the protein. These substitutions are located outside the core MFS fold 

predicted for Mal11p. These substitutions may therefore affect the regulation of Mal11p 

activity rather than directly modulate its transport function. 
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 MAL genes are glucose-repressed, notably by transcriptional regulator Mig1p in a 

Snf1p-dependent manner 385,386. However, Mig1p is not sufficient for complete glucose 

repression of MAL complexes, and other components downstream of the Snf1p kinase 

appear to be involved 387. Glucose repression of Mig1p target STA1 by Nrg1p was 

demonstrated, suggesting other glucose-repressed genes, such as MAL11, may be 

similarly regulated 349. My model of haploid R57 segregants suggests a modest effect of 

mal11-C310T in the absence of nrg1-C137A, but predicts positive epistasis between the 

two mutations. I therefore hypothesize the regulation of MAL11 by Nrg1p. Interestingly, 

while most of the sequence upstream of MAL11 is highly similar to that of other MAL 

permease genes, the portion proximal to the start codon is unique, echoing the unique 

substrate specificity of Mal11p 383. This further supports the possibility of a distinct 

regulatory mechanism, perhaps involving Nrg1p. 

From the predicted epistasis between mal11-C310T and nrg1-C137A, it is 

tempting to draw a parallel with the gdh1/gsh1 pair described earlier. However, from an 

evolutionary point of view, the selection of mal11 alleles in response to nrg1 mutations 

appears unlikely. Indeed, mal11-C310T rises to prominence during the early rounds of 

genome shuffling, and remains considerably more abundant than either mutations of the 

nrg1 hotspot. In other words, unlike gsh1-T(-73)A, mutant alleles of NRG1 do not benefit 

from a strong founder effect: they are therefore unlikely to drive large scale 

compensatory evolution, as would otherwise be inferred from the high frequency of 

mal11-C310T. While the nrg1-C137A allele confers a large increase in tolerance on its 

own in haploid cells, interaction with mal11 alleles may have promoted its selection. I 

thus favour a view in which mal11 alleles are selected either for a direct structural effect 

on the tolerance phenotype, or in complementation of secondary mutations, like those of 
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the nrg1 hotspot. In both cases, I propose that the effect of mal11 mutations is caused 

by an alteration of trehalose transport, a molecule that promotes survival under 

environmental stress. 

 

4.1d Genes involved in protein homeostasis 

Sequencing identified high-frequency mutations in genes ART5 and UBP7, as 

well as a mutational hotspot mapping to UBP1. All three genes are involved in protein 

homeostasis, and my results suggest their potential implication in the response to 

membrane protein misfolding. Misfolding at the yeast membrane triggers ubiquitin-

dependent endocytosis and vacuolar degradation of misfolded membrane proteins 

388,389. This process requires the action of the ubiquitin ligase encoded by RPS5 390–392. 

Rps5p ubiquitinates its targets either directly or with the assistance of adapter proteins 

of the ART family. Cells defective in the function of ART genes display increased 

sensitivity under stress 393. Among coincidental founding mutations identified by 

population genome sequencing is a single nucleotide substitution in gene ART5, 

detected in all mutants of the initial MATa pool (Figure 3.2). This mutation seems to 

have had a profound impact on the evolutionary dynamics of the genome shuffling 

experiment, as it can be related to the highly frequent ubp7-T2466A mutation and to the 

ubp1 mutational hotspot. Both UBP7 and UBP1 encode for ubiquitin-specific proteases, 

involved in protein deubiquitination. In particular, Ubp7p has been directly involved in 

clathrin-mediated endocytosis via interaction with endosomal sorting complex protein 

Hse1p 394,395. Recent findings indicate an additional role for Ubp7p in the DNA damage 

response 396. Association of Ubp2p, another yeast deubiquitinase, with Art5p partner 

Rsp5p has been documented 397–399. More generally, it has been demonstrated that the 
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association of membrane ubiquitin ligases with deubiquitinating enzymes increases their 

discriminating power and ensures specific degradation of terminally damaged proteins 

400. 

Together, these considerations suggest that repeated selection of ubp1 

mutations, and the persistence of ubp7-T2466A are a direct response to the coincidental 

presence of the art5-G454T mutation in the MATa founding mutants. I propose that 

alteration of Art5p in these mutants deregulated membrane protein homeostasis by 

either stimulating or reducing Rsp5p recruitment to misfolded targets. In this 

perspective, ubiquitin protease substitutions would have a complementing role by 

antagonizing the deleterious effect of the art5-G454T allele. The sensitivity of art 

mutants to stress 393 makes this rescue mechanism all the more relevant in the context 

of selection for increased SSL-tolerance, and could explain the persistence and high 

frequency of the ubp7-T2466A allele, as well as the repeated selection of ubp1 

mutations. 

 Another mutation identified by sequencing and suggested to promote SSL-

tolerance can be related to protein homeostasis. Mutation ssa1-C91A is detected at low 

frequency throughout the evolutionary engineering experiment, but displays stongly 

positive apparent selection, in a manner reminiscent of nrg1 mutations (Figure 3.1). It 

maps to one of four highly homologous SSA genes in yeast, encoding for cytosolic 

chaperones of the Hsp70 family 401,402. The main roles of these chaperones are to bind 

newly-translated proteins to prevent misfolding and aggregation, and to assist in proper 

folding 403,404. SSA1 is constitutively expressed at significant levels, but induced by heat-

shock 405,406. In addition to this well-documented role in heat shock, SSA1 has been 

implicated in the response to oxidative stress 407 and DNA damage 408,409. In this 
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respect, the recent implication of UBP7 in the response to DNA damage may be a hint 

that ssa1-C91A and ubp7-T2466A address a common evolutionary problem in the 

context of our genome shuffling experiment 396. Ssa1p also has been implicated in the 

disassembly of clathrin-coated vesicles, which directly relates to the function of Art5p 410. 

However, UBP7- and ART5-independent selection at the SSA1 locus would not be 

surprising given its well-documented role in protein folding and the stress response. One 

may note that the ssa1-C91A phenotype appears epistatic. The linear models of R57 

backcrosses predict a modest benefit to SSL tolerance in haploids, but the contrary is 

true in diploids (Figure 3.7). This context dependence mirrors findings on the effect of 

Ssa1p overexpression on prion toxicity, where it was found to promote the formation of 

some prions 411,412 and cure cells from others 413. 

 Above, I have argued that the selection of mutations in genes ART5, UBP7 and 

UBP1, involved in protein homeostasis, is largely an evolutionary artefact. I believe it is 

a case of compensatory evolution in response to the contingent presence of art5-G454T 

in half of the founding mutants of the genome shuffling experiment. Whether the ssa1-

C91A mutation serves a similar purpose is open to debate. Protein homestasis is a likely 

target of evolution during adaptation to high stress, and the beneficial effect of some or 

all of these mutations on tolerance to SSL cannot be excluded. For example, loss-of-

function mutations at the ART5, UBP1 and UBP7 loci could lead to a reduction in the 

endocytosis of membrane proteins in conditions of stress. The resulting maintenance of 

certain membrane functions upon SSL exposure could have confered a selective 

advantage to our genome shuffled mutants. Both hypotheses are not mutually exclusive, 

and it may be that compensatory evolution led to a more robust SSL tolerance 

phenotype. 
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4.1e Rationalizing the effect of other potential contributing genes 

 My results contain evidence for the contribution of other genes and mutations to 

SSL tolerance. While this evidence is not as strong as that discussed above, it may 

identify genes that significantly impact tolerance to inhibitors found in SSL. This section 

attempts to succinctly present the affected genes and provide tentative mechanisms for 

their contribution to the phenotype. 

 

YNL058C 

 Reversion of the ynl058c-A7G mutation in R57 does not cause a detectable loss 

of tolerance to SSL. However, in a derivative of R57 wildtype at the SGO1 locus and 

homozygous for the gdh1-A68G allele, reversion to wildtype at the YNL058C locus leads 

to a loss of SSL tolerance. This suggests a role for this gene in tolerance to SSL. The 

function of YNL058C is essentially unknown. The protein it encodes appears to localize 

to the vacuole 414. It has a paralog, PRM5, predicted to have one transmembrane 

segment. Both YNL058C and PRM5 are induced via the cell wall integrity pathway, 

indicating a role in the response to cell wall damage 415,416. Downregulation of YNL058C 

was also observed upon DNA damage 417. Together, these reports indicate a role for 

YNL058C in the response to stress and cell damage, in agreement with an involvement 

in SSL tolerance. 

 

TOF2 and SGO1 

Two mutations mapping to genes involved in chromosome segregation, sgo1-

C575A and tof2-C2141T, were identified by our sequencing efforts. Mutation sgo1-

C575A is part of the prominent �3 cohort, and is thus proposed to have hitchhiked with 
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the gsh1-T(-73)A and ynl058c-T7C alleles. The model of haploid backcrosses leaves 

little doubt about the deleterious effects of sgo1-C575A. Results further suggest that 

reversion to the wildtype SGO1 genotype facilitates detection of the beneficial effects of 

nrg1-C137A and ynl058c-T7C alleles. The tof2-C2141T mutation was identified by 

sequencing of the R57 genome, but escaped detection by whole population sequencing, 

suggesting a very low frequency throughout the evolution process. While this latter 

observation would suggest a modest influence on the selected phenotype, both models 

of R57 backcrosses suggest a beneficial effect for the tof2 mutant allele (Figure 3.7). 

Phenotypic evidence thus indicates antagonistic effects of sgo1-C575A and tof2-

C2141T on the SSL tolerance phenotype. 

SGO1 encodes shugoshin, a pericentromeric adaptor protein involved in the 

integration of multiple important functions required for chromosome segregation 418–420. It 

was initially identified for its role in the regulation of chromosome segregation during 

meiosis 421–423. Yeast shugoshin was notably implicated in sensing of mitotic spindle 

tension 424–426. Tof2p was first characterized as a protein that interacts with 

topoisomerase I 427. It has been mainly implicated in the silencing, condensation and 

segregation of rDNA during cell replication 428–431. Both shugoshin and Tof2p have been 

shown to recruit condensin, but in different contexts 420,428. Together, implication of both 

proteins in chromosomal segregation during cell replication, the strong hitchhiking-driven 

founder effect favouring sgo1-C575A, and the positive effect of tof2-C2141T hint that 

both mutant alleles may be involved in a compensatory mechanism, whereas mutation 

in TOF2 complements a lesion in SGO1. 
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STE5 

 Mutation ste5-C512T dislays the highest apparent selection and average 

frequency in cohort a6. The model of R57 backcrosses indicates that it makes the 

second highest contribution to SSL tolerance in diploids. STE5 encodes a scaffold 

protein involved in facilitation and intregration of pheromone-induced MAPK signalling 

432. In haploid cells, binding of mating pheromones to their cognate G protein coupled 

receptors (GPCRs) triggers nucleotide exchange and the release of the G protein � 

subunit from the ��� complex formed by Gpa1p, Ste4p and Ste18p. The free G�� 

complex becomes available to interact with Ste5p, which it recruits at the plasma 

membrane. Ste5p forms a signalling complex with MAP kinase pathway components 

Ste11p (MAPKKK), Ste7p (MAPKK) and Fus3p/Kss1p (MAPK). This complex 

continuously cycles between the nucleus and cytoplasm, but interaction of Ste5p with 

the G�� complex causes its enrichment at the membrane and activates the 

phosphorylation cascade via conformational changes 432,433. 

  Sterile (STE) genes were identified for their involvement in mating, but 

components of the pheromone-induced MAPK pathway also were implicated in stress 

signalling. For example, Ste20p (MAPKKKK) and Ste11p are involved in the HOG 

pathway to activate osmotic stress response 434,435. Those same proteins, along with 

Ste7p and Kss1p, mediate the nutrient starvation signals that lead to invasive and 

pseudohyphal growth in haploids and diploids 436,437. This pathway was similarly 

implicated in promoting cell wall integrity 438. Specificity for the mating pathway appears 

to be conferred by the identity of the effector MAPK. Fus3p is proposed to specifically 

mediate mating response, and Ste5p acts as its specific scaffold 439–442. Thus, Ste5p 
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imparts specificity to the MAPK output in addition to integrating and faciliting 

transmission of the signal. However, because Ste5p can bind the Kss1p MAPK, it 

mediates signals involved in stress. It is thus likely that the ste5-C512T mutation 

modulates the Ste20p-Ste11p-Ste7p-Kss1p pathway to stimulate the execution of a 

stress response program. However, considering the heavy reliance of our genome 

shuffling experiment on yeast’s sexual reproduction cycle, it cannot be excluded that 

selection favoured mutants with increased mating efficiency, and STE5 appears as a 

likely target for such improvements. 

 

4.2 Evolutionary dynamics of genome shuffling experiments 

4.2a. Clustering of highly correlated mutations suggests widespread genetic 

hitchhiking 

 From the clustering of mutations in cohorts of correlated evolutionary trajectories, 

I propose that a large proportion of mutant alleles arose together in a few founding 

individuals. While these mutants carried one or a few beneficial mutations that increased 

tolerance to SSL, the rest of their SNPs hitchhiked and rose to prominence despite their 

neutral or deleterious effects. From the list of mutations detected by population 

sequencing, a restricted subset is thus expected to contribute to the phenotype of 

interest. In support of this claim, I have observed that few single mutants display an 

enhanced phenotype (Figure 3.10). Interaction with secondary mutations may be 

required for some SNPs to express a phenotype, but their selection before 

recombination is not expected unless epistatic pairs are found by luck in initial mutants. 

Cohorts a5, a6 and �3 are the most prominent examples of clusters of correlated 

evolutionary trajectories, owing to the high frequency of their mutations (Figure 3.1). The 
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trajectories and apparent selection of mutations in these groups point to candidate driver 

mutations. 

Cohort �3 clusters the most frequent mutations detected by population 

sequencing. Their correlated trajectories, added to their high and identical frequencies in 

the initial mutant pool are strong evidence for a common origin. The distinct trajectory 

and positive apparent selection of mutation ubp7-T2466A would suggest that it is the 

driver for cohort �3. While this hypothesis would agree with our previous observations 

on the growth of ubp7-T2466A single mutants on SSL gradient plates 9, it does not align 

with results of the current thesis. The haploid model of backcrossed mutants suggests a 

deleterious effect for ubp7-T2466A (Figure 3.7). The same model proposes that gsh1-

T(-73)A, an �3 mutation, enhances tolerance to SSL, as confirmed by the phenotype of 

single haploid mutants (Figure 3.10). Reversion of ynl058c-T7C also leads to a loss of 

tolerance in R57-derived mutants. The fact that I was not able to reproduce the SSL 

tolerance phenotype previously detected in ubp7-T2466A mutants underlines potential 

differences between growth in liquid and solid media. It may suggest that our growth 

curve assays trade sensitivity for throughput when compared to gradient plates. In this 

perspective, the serendipitous union of three beneficial mutations in �3 could explain its 

sweep and near fixation at early selection steps. 

In cohort a6, decline in frequency is sharp after round 3, but is milder for ste5-

C512T, leading to a larger mean frequency change than other SNPs in the same cluster. 

The diploid model of R57 backcrossed mutants suggests a positive contribution of this 

allele to the SSL-tolerance phenotype. Another candidate driver for a6 is gdh1-G299A, 

which maps to the most populated hotspot identified by population sequencing. The 

common evolutionary pattern between cohorts a1, a5 and a6 may suggest that they in 
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fact form a single large cohort of mutations sharing a common origin. Following this 

hypothesis, and assuming a single driver mutation for the entire group, the strongly 

positively selected mal11-G310A mutation, mapping to a hotspot, is the most likely 

candidate driver. Evidence for the effect of all three mutations is provided by the linear 

models (Figure 3.7) and from growth curves of mutants in SSL (Figures 4.10 and 4.14), 

arguing against this hypothesis. These contradicting explanations may indicate that the 

pattern observed in those three groups is not due to a common origin, but rather to 

underlying evolutionary mechanisms similarly affecting all three cohorts. For example, a 

recombination event at R4 may have generated a superior strain, leading to the 

displacement of most a5 and a6 mutations. Otherwise, the negative interaction 

proposed by the diploid model between ste5-C512T and mal11-C310T suggests that 

recombination is necessary to separate both mutations and allow the full expression of 

their beneficial effects. Alternatively, differences in apparent selection may indicate 

varying degrees of contribution to the SSL tolerance phenotype within the cohort. Again, 

encounter of several driver mutations in a single initial mutant is not expected, but 

cannot be excluded. 

Genetic hitchhiking is expected to have important consequences on the 

outcomes of genome shuffling. It is expected to negatively affect the fitness of mutants, 

because the majority of mutations are expected to be neutral or deleterious 443. 

Prevalent hitchhiking represents a major confounding factor when attempting to link 

genotype to phenotype by sequencing of single mutants. Identifying productive 

mutations and genes critical to a phenotype of interest can become a challenge in 

mutants containing few productive mutations hidden among a large number of 
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hitchhikers. Population genome sequencing to track evolutionary trajectories and direct 

phenotypic measurements help identify driver mutations. 

Our results argue for a tight control of initial mutagenesis conditions. In our 

experiment, we aimed for an average of one point mutation per mutant by tuning the UV 

dose to a specified kill rate. Nevertheless, mutants with multiple mutations appear to 

dominate the pool. On the other hand, genome shuffling aims at selecting productive 

epistatic interactions, and efficient selection or screening methods may be able to take 

advantage of fortuitous combinations that may appear early from more aggressive 

mutagenesis. Whatever the preferred strategy, our results demonstrate the impact that 

genetic hitchhiking can exert on genome shuffling, and this information should guide the 

design of future evolutionary engineering endeavors. 

 

4.2b Mutation hotspots indicate convergent evolution and identify key selective 

pressures 

 We have identified seven hotspots to which two or more mutations were mapped 

(Figure 3.3). Distinct evolutionary trajectories and different pools of origin indicate 

independent mutation events.  The repeated selection of independent mutations 

mapping to the same gene is compelling evidence of a role in the phenotype of interest. 

Additional evidence suggests an influence of nrg1, gdh1 and mal11 alleles on the SSL 

tolerance phenotype, either alone or via genetic interactions (Figures 4.7, 4.10 and 

4.14). Mutations among the most frequent and positively selected are mapped to the 

latter two hotspots. Together, these observations argue for a critical role of genes 

NRG1, GDH1 and MAL11 in our evolutionary engineering experiment and suggest that 

mutations from other hotspots may be involved in the phenotype of interest.  
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Three hotspots show striking correspondence with the so-called “founder” 

mutations identified by whole population sequencing (Figure 3.2). I relate mutations 

found in hotspot genes YHR045W, SSN2 and UBP1 with founder mutations in MTM1, 

SRB8 and ART5, respectively. All cells in the initial MAT� mutant pool carry the A943T 

nucleotide substitution in gene MTM1, encoding a mitochondrial manganese transporter 

involved in pyridoxal 5’-phosphate trafficking and iron metabolism 444,445. Gene 

YHR045W has similarly been implicated in iron metabolism, with transcriptional profiling 

of yhr045w� mutants showing upregulation of genes involved in this metabolic process 

446. Similarly, the ssn2 hotspot can be linked to the srb8-C3787G substitution. Both 

genes encode subunits of the RNA polymerase II mediator complex 447–451, suggesting 

that complementation of srb8-associated defects by ssn2 alleles was selected by 

genome shuffling. The ubp1 hotspot is notable, owing to the high frequency of the ubp7-

T2466A mutation in our pool. Both genes encode ubiquitin-specific proteases 452,453. The 

prevalence of the founding art5-G454T mutation, mapping to a gene involved in the 

regulation of membrane protein homeostasis 390, argues that complementing mutations 

involved in this cell process were selected during our experiment. The yhr045w, ssn2 

and ubp1 mutations all remain at low frequency, with either weakly positive or negative 

apparent selection. This would suggest that epistasis with founder mutations confers 

marginal competitive advantages, and that mutations mtm1-A943T, srb8-C3787G and 

art5-G454T do not have strongly crippling effects on fitness. However, the prevalence 

and persistence of mutation ubp7-T2466A is hypothesized to result from the same 

epistatic dynamics. The coincidental presence of this mutation in the same mutant as 

the �3 driver gsh1-T(-73)A likely caused the selection of ubp7-T2466A by hitchhiking, 
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while its arguably minor role in complementing art5-G454T was seemingly sufficient to 

ensure its persistence. 

Other hotspots have been involved in biotin metabolism (VHR1) 446,454, and drug 

resistance (COS111) 455. Considering their low abundance, frequently negative apparent 

selection and the absence of additional evidence, I cannot confidently ascribe a role for 

these mutations in the SSL tolerance phenotype. 

 

4.2c The founder effect and compensatory evolution: impact of historical 

contingency 

Above, I have discussed the five mutations present in the MATa and MAT� 

parent strains before mutagenesis (Figure 3.2). Their presence in all reads of their 

respective pools of origin and their remarkable stability throughout the experiment 

argues for a modest effect with respect to the SSL tolerance phenotype, despite the 

slight heterozygote superiority predicted by the diploid model for the art5-G454T allele 

(Figure 3.7), and the compensatory mechanism inferred from mutational hotspots (refer 

to Section 4.2b above). At any rate, these mutations benefit from the founder effect and 

remain prominent throughout evolution despite a seemingly modest influence on the 

phenotype. The second founding feature of the experiment is the near fixation of cohort 

�3 in the initial MAT� pool resulting from an aggressive initial selection. I have evidence 

of a contribution to the SSL tolerance phenotype for mutations ynl058c-A7G and gsh1-

T(-73)A. Mutation ubp7-T2466A is also proposed to play a role in relation to the 

founding art5-G454T allele. Other mutations in cohort �3 are proposed to be neutral or 

deleterious (e.g. sgo1-C575A, Figure 3.7) yet persist at high frequency up to round 5 
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(Figure 3.1). By round five, �3 mutations are still prominently represented in the 

population despite a decline from an initial average of 0.44 to a low of 0.34, illustrating 

the advantage they enjoyed by hitchhiking with strongly beneficial alleles. 

The detection of seven independent mutations in gene GDH1 and the reduced 

fitness of gdh1-G47A revertants of R57 suggest a major role for the complementation of 

deleterious mutations in the evolutionary dynamics of our genome shuffling experiment. 

The repeated and independent selection of mutations in GDH1 indicates that the 

deleterious alleles they complement are frequent in the population. Once again, 

because of its early sweep and role in glutamate consumption, the �3 mutation gsh1-T(-

73)A is an obvious candidate counterpart for gdh1 mutations. Accordingly, my model of 

backcrossed haploid mutants suggests a positive interaction between gsh1-T(-73)A and 

gdh1-C47T. The data presented above suggest several other instances of 

complementation between pairs of mutations. Previously, I have discussed the 

correspondence between founding mutations and several mutational hotspots. Those 

are the ubp1-7/art5, yhr045w/mtm1 and ssn2/srb8 pairs. Complementation of 

deleterious sgo1-C575A by tof2-C2141T was also suggested. Together, these links 

drawn between salient founding features of the experiment and loci under selective 

pressure suggest that compensatory evolution was a major driving force of our 

evolutionary engineering efforts. 

 Several lines of evidence indicate that the founding features of our genome 

shuffling experiment and the compensatory mechanisms that they elicited strongly 

biased the path of evolution towards specific evolutionary solutions. The salient features 

of this contingent starting point are the presence of spontaneous mutations in both 
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parental strains, and the near fixation of cohort �3 in the MAT� pool. These initial 

conditions led to a strong founder effect, which proved difficult to overcome. Moreover, it 

influenced the selection of other mutations, favoring compensatory evolution and 

effectively marginalizing genuine beneficial mutations. 

Comparison of the evolutionary trajectories of nrg1-G137T and gsh1-T(-73)A 

further illustrates the impact of historical contingency. In spite of its apparent superiority 

over gsh1-T(-73)A (Figures 4.7, 4.10 and 4.12) and strong positive selection, mutation 

nrg1-G137T is still found at low frequency at the end of the experiment. The negative 

epistasis predicted by the linear model between these two mutant alleles may have 

further mitigated the selection of nrg1 alleles. This comparison highlights the sensitivity 

of genome shuffling to the founder effect, and confirms the intuition that aggressive 

selection regimens early in evolution restrict genetic diversity at the expense of rare 

beneficial mutations. It is in agreement with the classical model of adaptation in asexual 

populations, which predicts that clonal interference precludes the persistence of genetic 

diversity, because it leads to periodic selective sweeps that purge it from the population. 

Possible linkage with the nrg1-C505A mutation could explain the low frequency of the 

demonstrably beneficial nrg1-C137A mutation. Both hypotheses raise concerns over 

historical contingency. Aggressive selection may have forced the selection of a “quick 

fix”, effectively confining evolution to a local fitness maximum. If nrg1-C137A was indeed 

affected by linkage disequilibrium, then its low frequency would further illustrate the 

consequences of historical contingency. These observations resonate with Ersnt Mayr’s 

concept of peripatric speciation as it relates to the founder effect, which predicts that in 

large and diverse populations, most selected alleles are those that play well with many 

others, because of strong and prevalent epistasis 456. On the contrary in small isolated 
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populations, often subject to the founder effect, restricted diversity favours alleles that 

have strong effect on their own, or in a narrower range of genetic backgrounds. This 

result is reminiscent of a previous study which showed how sign epistasis between 

mutually exclusive beneficial alleles leads to a rugged fitness landscape 67,72,73. 

Similarly, I suggest that negative epistasis coupled to aggressive selection forced 

selection towards a local fitness maximum, deviating the path of evolution from the 

global maximum. 

I finally propose that the repeated positive selection and high frequency of gdh1 

and mal11 mutations are explained by compensatory evolution in response to the �3 

sweep. I have shown how epistasis potentiates the effect of gdh1 alleles. These alleles 

are detrimental in wildtype backgrounds, but are necessary for the expression of the 

SSL-tolerant phenotype in strain R57. Moreover, increases in tolerance imparted by 

nrg1-G137T and ynl058c-T7C require the presence of gdh1-G47A in the R57 

background. In agreement with a background-dependent phenotype, I observe a stark 

increase in frequency of all gdh1 mutations at the onset of recombination. A similar 

pattern is observed for mal11 alleles: strong selection of mal11-G310A appears to 

depend on recombination, and our linear models propose dependence on genetic 

interaction with other alleles. Mutation hotspots at the gdh1 and mal11 loci suggest 

compensatory evolution to highly prevalent defects. Mutations from cohort �3 most 

closely fit this profile. I therefore propose that the evolutionary signal detected at the 

GDH1 and MAL11 loci is a response to the early �3 sweep. Together, our results argue 

that the historically contingent presence of spontaneous mutations in parental strains 

and the near fixation of a cohort of hitchhikers with few driver mutations had a profound 

effect on the outcomes of evolution. It prominently selected for epistasis to complement 
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the mutational burden brought by deleterious hitchhikers and founder mutations, while it 

reserved a relatively marginal role for additional beneficial mutations. 
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5. Conclusions and future directions 

 

with excerpts from:  

Biot-Pelletier D et al (2016) The impact of historical contingency on the outcomes of 

evolutionary engineering. Manuscript in preparation. 

 

5.1 Proposed models for SSL tolerance and its evolution by genome shuffling 

 I propose a model of SSL tolerance based on the results of this study (Figure 

4.1). In this model, mutations nrg1-C137A, gsh1-T(-73)A, ynl058c-T7C, ste5-C512T  

and possibly mal11-C310T directly confer increased tolerance to SSL. Mutations in 

genes GDH1 and possibly in MAL11 each complement the deleterious effects of a 

subset of mutations. Mutant alleles from the yhr045w, ssn2 and ubp1 hotspots, along 

with the ubp7-T2466A and tof2-C2141T mutations complement the coincidental defects 

in iron metabolism, transcriptional regulation, membrane protein homeostasis and 

chromosome segregation caused by founder and sweeping alleles. Other mutations are 

hypothesized to hitchhike on the restricted number of beneficial mutations, probably 

causing a burden. Minor contributions to SSL tolerance are likely from other less 

frequent mutations like ssa1-C91A as predicted by our linear models of backcrossed 

mutants. 

I also propose a model of the dynamics of our genome shuffling experiment, 

based on the proposed model of SSL tolerance and on the allele frequency time series 

obtained from population sequencing (Figure 3.1). Mutagenesis generated equally 

diverse pools of mutants from the MAT� and MATa parental strains. An aggressive 

selection regimen restricted genetic diversity, leading to a near sweep of the MAT� pool 
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Figure 4.1. Network map model of SSL tolerance in genome shuffled mutants. 
Nodes represent mutations or phenotypes, and edges represent effects or 
interactions. Curvature of the edges is clockwise with respect to effector nodes and 
counter-clockwise with respect to target nodes. Green edges indicate a stimulating or 
enhancing effect, while red lines indicate an inhibition of the target. Orange lines indicate 
persisting doubts on the relationship between the nodes that they connect. Thickness of 
the edges is related to the amount of evidence available for the indicated interactions.
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by mutants carrying the �3 mutations, which includes the serendipitous pair consisting 

of tolerance enhancing gsh1-T(-73)A and ynl058c-T7C. Mutations mal11-A482T and 

gdh1-A68G were found at a low frequency in this pool. A more relaxed selection 

generated a more diverse pool of MATa mutants, among which were the tolerance 

enhancing nrg1-C137A and ste5-C512T mutations. Cohorts a6 and perhaps a5 

hitchhiked on this latter mutation. The gdh1 mutations (with the exception of A68G) and 

mal11-G310A were also selected into this initial pool. 

Initial recombination created the first epistatic pairs between tolerance-conferring 

and complementing mutations. Combinations of founders and complementing mutations 

occurred on a large scale at this stage. Selection on these shuffled mutants brought a 

large increase in the frequency of complementing mutations thanks to the competitive 

advantage they imparted onto SSL-tolerant but metabolically imbalanced mutants. 

Further shuffling and selection combined several tolerance-conferring and helper 

mutations into single cells, increasing their fitness in the presence of SSL. The strong 

selective advantage of nrg1-C137A led to its steady increase in frequency. I expect that 

additional rounds of shuffling would have witnessed the rise of nrg1 alleles to 

prominence. 

 

5.2 Lessons for the design of genome shuffling experiments 

From my data I draw several conclusions on the conditions that favor optimal 

genome shuffling outcomes. I have shown that the evolutionary solutions found by this 

method are critically linked to initial conditions. I therefore suggest that special attention 

be paid to these initial conditions during experimental design. While the genetic makeup 

of parental strains is generally known with accuracy, it is unrealistic to control for 
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spontaneous mutations in parental clones. At any rate, our results suggest that the 

effect of founder mutations will generally be modest. Indeed, crippling mutations affect 

viability, and I expect that they will be underrepresented in fresh laboratory cultures. 

However, the prevalence of the ubp7-T2466A mutation illustrates how the combination 

of genetic hitchhiking and aggressive initial selection amplified the otherwise limited 

effect of founder mutations. 

Initial selection was performed before any recombination had taken place. By 

selecting asexually reproducing yeast, our experiment proved vulnerable to clonal 

interference. In this context, beneficial mutations competed against each other, and 

aggressive selection led to a considerable loss of diversity. Beneficial mutations were 

probably eliminated, and were no longer available for downstream recombination. 

Moreover, clonal interference favored the near fixation of a single cohort of mutations, 

which influenced the evolutionary dynamics of the entire experiment. I therefore 

advocate for more relaxed selection at steps that precede recombination. Alternatively, 

generating several pools of mutants may maximize beneficial diversity. A range of 

selection regimens may be applied to further favor diversity. Sexual recombination 

reduces clonal interference and effectively purifies hitchhikers 57, therefore I expect that 

an aggressive selection regimen will have less dramatic effects once shuffling has 

started. Therefore, selection may even be postponed until cycles of recombination have 

begun. 

In our experiment, we aimed for an average of one point mutation per cell by 

tuning the mutagen dose to a specified kill rate. Nevertheless, several mutants with 

multiple mutations were selected. Hitchhiking during the early steps may prove difficult 
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to avoid. Our results show that recursive recombination and selection slowly clean away 

hitchhikers. Genome shuffling studies typically report three to five cycles of 

recombination, but performing additional rounds may prove rewarding. Combined with a 

diverse pool of beneficial mutations, this approach should enable the evolutionary 

engineering of optimized microbial strains that combine several beneficial mutations, 

profit from positive epistasis, and contain minimal numbers of deleterious hitchhikers. 

My results illustrate some of the advantages of genome shuffling.  The pleiotropic 

effects of beneficial mutations can lead to a trade-off, either in the presence or the 

absence of stress. Recursive recombination and selection allows the construction of 

strains where delicate complementation networks operate to offset the fitness cost of 

core beneficial mutations. The strong fitness defects of revertant GDH1 derivatives of 

R57, and the parallel crippling effect of gdh1 alleles in wildtype diploids are illustrations 

of this phenomenon. Also, while most mutations identified in R57 cause a mutational 

burden when isolated, the growth of the full strain in the absence of SSL does not 

display a strong defect. The prominence and strong positive selection of compensatory 

alleles (notably gdh1, mal11 and ubp7 mutations) leads me to conclude that epistasis is 

a major driving force of evolutionary engineering by genome shuffling. Genome shuffling 

thus uses the advantages of sexual recombination: it can be used to reduce clonal 

interference and combine beneficial mutations, but also imparts a kind of hybrid vigor to 

its offspring. This advantage, combined with induced diversity, repeated artificial 

selection and the fast doubling rate and large populations of microbes, allows the rapid 

exploration of large mutational and combinatorial spaces. 
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5.3 Future directions 

 The discussion above raised many questions and formulated a large number of 

hypotheses, both on the evolutionary dynamics of our genome shuffling experiment, and 

on the basic cell and molecular biology of underlying mutations identified by sequencing. 

Many have the potential to inform our understanding of stress tolerance in yeast and 

could help the rational engineering of microbes tolerant to lignocellulosic hydrolysates. 

Among those questions and hypotheses, I list some of the most prominent and suggest 

experiments to explore and address them. 

 

Mutations of the nrg1 hotspot are loss-of-function alleles, which lead to the 

derepression of a general stress response regulon 

RNAseq data from previous studies in our lab identified the most prominently 

upregulated targets of Nrg1p in R57. Those should be confirmed in nrg1-C137A single 

mutants by RT-PCR. If nrg1 alleles identified by our sequencing efforts indeed lead to 

loss of function, modulation of Nrg1p expression by CRISPRi or other methods should 

have similar effects on the expression of these upregulated genes. Conversely, the 

effect of overexpressing these Nrg1p targets should be tested for their effect on the 

SSL-tolerance phenotype. I have shown a beneficial effect of nrg1-C137A on tolerance 

to SSL, acetic acid and hydrogen peroxide. This is in agreement with the hypothesis that 

Nrg1p acts as a general repressor of stress response genes. I suggest that the range of 

inhibitory conditions to which nrg1-C137A confers increased tolerance be explored. 

Osmotic stress, ethanol and furfural are examples of inhibitors that easily could be 

tested. 
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The gsh1-T(-73)C allele leads to increased transcription of GSH1, and thus 

to elevated �-glytamylcysteine synthetase activity and intracellular glutathione 

concentration. 

Levels of GSH1 transcript and Gsh1p could be compared between wildtype and 

gsh1 mutant by RT-PCR and Western blotting to confirm that increased expression 

results from the promoter mutation. Intracellular glutathione and �-glutamylcysteine 

levels can be measured to establish that reduced ROS accumulation in gsh1-T(-73)C 

cells is linked to elevated levels of antioxidant. 

 

Mutations mapping to GDH1 increase the supply of glutamate to Gsh1p by 

diminishing Gdh1p ubiquitination. 

Intracellular glutamate, �-glutamylcysteine, glutathione and NADP+/NADPH 

should be determined in wildtype, gsh1, gdh1 and gsh1/gdh1 mutants to test whether 

these mutations have a significant impact on the level of these compounds. Western 

blotting should be performed to compare levels of Gdh1p in wildtype and mutant strains. 

Enzyme assays on cell lysates may provide complementary information about glutamate 

dehydrogenase activity in gdh1 mutants. Direct mutagenesis of ubiquitination lysines, 

and the effects of these mutations on glutamate, glutathione and Gdh1p levels should 

be probed. Mutations mapping to GDH1 may affect glutamate dehydrogenase enzyme 

kinetics, and characterization of purified Gdh1p variants is an option to consider. 

 

Mutations in UBP1 and UBP7 were selected to complement defects in membrane 

protein endocytosis of art5-G454A mutant. 
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 To test the role of ubp alleles in the complementation of art5-G454A, association 

of the wildtype and mutant proteins should be measured. Using classical approaches, 

such as co-immunoprecipitation, yeast two-hybrid assays or pull-down methods, a 

physical interaction between the Ubp1/7 and Art5 proteins could be tested. However, 

purely genetic interactions cannot be excluded. The involvement of Art5p and Ubp7p in 

protein endocytosis warrants experiments on the effect of associated mutations on this 

process. For example, there is evidence indicating that Ubp7p deubiquitinates endocytic 

protein Ede1p 395. Using antibodies directed against Ede1p and ubiquitin, its 

ubiquitination state in the presence of various combinations of the ubp and art5 

mutations could be assessed by Western blotting. Mating pheromone receptors have 

been used as model systems for the study of endocytosis. They may be an appropriate 

system for the study of the ubp-art5 interplay. 

The mal11 alleles exert their effect by altering intracellular trehalose 

concentration. 

 A first step to investigate this hypothesis would be to measure trehalose levels in 

mal11 mutants. The proposed positive epistasis between mal11-C310T and nrg1-C137A 

warrants the same measurement in the presence and absence of the latter. 

 

The ste5-C512T mutation increases SSL tolerance by enhancing the activity of 

MAPK-mediated stress response pathways 

Phosphorylation of components of the pheromone-induced MAPK pathway 

(Ste20p, Ste11p, Ste7p, Kss1p and Fus3p) can be determined by Western blotting using 
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antibodies specific for the phosphorylated forms. In the absence of these antibodies, 

mass spectrometry methods allow investigation of the phosphorylation state of proteins 

457. Measuring the effect of ste5-C512T on the phosphorylation state of these proteins, 

and some of the main targets of MAP kinases Kss1p and Fus3p would help test its 

influence on the activation of its associated pathways. 

 

Are competition assays more sensitive to differences in fitness than growth curve 

assays? 

 For preparation of this thesis, tolerance of mutants to SSL was tested by 

measuring growth curves. This approach was successful in detecting the effect of a few 

mutations, notably nrg1-C137A and gsh1-T(-73)C, but suggests the absence of an effect 

for most alleles. Whether this is a question of sensitivity or an accurate representation of 

the effect of the tested alleles is open to debate. Competition assays using fluorescent 

markers have been applied to directly compare the fitness of mutations identified by 

experimental evolution (see 458 for a study on the merits of this method). I propose that it 

may be applied to detect differences in fitness not detected by performing simple growth 

curves. 

 

 

Can the evolutionary dynamics inferred from the population sequencing data be 

reproduced? 

 Repetition of the genome shuffling experiment by purposefully modulating the 

initial conditions would allow testing of my hypotheses on the dynamics of evolutionary 

engineering, notably those about compensatory evolution and historical contingency. 



 163 

The paths of evolution in the presence and the absence of the gsh1-T(-73)C allele in the 

parent strains could be compared to test for the selection of gdh1 alleles. The same 

could be applied to all mutations hypothesized to have benefitted from the founder 

effect. The influence of the founder effect on the fate of hitchhikers can similarly be 

probed. A driver mutation (e.g. gsh1-T(-73)C) and a hypothesized hitchhiker (e.g. sgo1-

C575A) can be introduced in a parental population, either in the same starting cells, or in 

separate ones. The fate of these alleles may subsequently be monitored through the 

genome shuffling experiment to confirm that the hitchhiker owed its high frequency 

solely to the driver mutation.
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Annexes 

I. Modeling mutant allele selection using a Markov chain Monte Carlo method 

 

 In this thesis, I use the mean allele frequence change between sampled 

evolutionary time points as a synthetic measure of the strength of selection. I found that 

this measure, noted M, constitutes the best estimate of the true strength of selection 

given the available data. This choice is valid under the assumption that genome 

shuffling was performed on a population with a large effective size (Ne). I came to this 

conclusion after a lengthy thought process, which I expose below. The motivation for 

this work came from the realization that genuine selection could theoretically be 

distinguished from genetic drift using a probabilistic approach. 

 The starting point is that of a mutant allele a, the frequency p of which is known at 

two time points, t1 and t2 between which a full genome shuffling cycle occurs. The 

genome shuffling cycle is modeled as a two-step process. The first step is selection, 

during which alleles under selection will witness a change in frequency proportional to 

selection pressure. This leads to a change from the initial frequency p1 to an 

intermediate, a priori unknown allele frequency noted p1sel. Actual shuffling follows 

selection, and corresponds to post-selection propagation of mutants, sporulation and 

mating. For simplicity, this is modeled as a number of generations (estimated to 35) of 

pure drift, resulting in the allele frequency at t2, noted p2. The resulting allele frequency 

change is �p=p2/p1 which proceeds through intermediate changes �psel=psel/p1 and 

�p2=p2/psel. For simplicity of notation, �psel=M. This simple model can be formalized as 

follows: 
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The question is to tell whether p2 can be reached from p1 purely by chance from the sole 

action of genetic drift, or if the change is better explained by actual selection. By 

definition, �p2=1 on average in all circumstances. Under the null hypothesis (H0) of pure 

drift, M=�p=1 as well on average. If selection is acting, then the alternate hypothesis 

(H1) is that M=�p�1 on average. Here, one may realize that H0 is a special case of H1, in 

which selection is fixed at a neutral value. In other words, H0 is nested within H1, with 

one parameter (M) assigned a fixed value. In this context, the Neyman-Pearson lemma 

states that the likelihood ratio test is the most powerful test at all significance levels for 

this problem 459. The test statistic is the likelihood ratio (LRS), defined as follows: 

��� � ����� � �� ������ �� � ��
� �� ����� �� � ��  

The problem therefore becomes to determine the likelihood (L) of the data under both 

hypotheses. The likelihood of the data under both hypotheses depends on an additional 

and critical parameter, the effective population size (Ne). The determination of Ne is non-

trivial in our context, but I suggest means of inferring it further below. For the time being, 

let us assume that this information is known. 

 Determination of the likelihood of p2 given the initial frequency p1, effective 

population size Ne and selection M requires the knowledge of the distribution of p2. No 

known parametric distribution function a priori describes the distribution of p2. It must be 

determined empirically. A Markov chain Monte Carlo (MCMC) method can be applied to 

simulate the genome shuffling cycle a large number of times (1000, 10 000 times or 
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more) to get a distribution of p2 values. Simulated values of p1sel are obtained by 

drawing randomly from a binomial distribution of shape B(Ne, Mp1). From this simulated 

p1sel value, a frequency after a generation of drift is simulated by similarly drawing from 

binomial distribution, this time of shape B(Ne, psel). This operation is repeated on this 

new simulated frequency value for the number of generations of drift estimated for one 

cycle of shuffling (i.e. 35) to yield a simulated value of p2. With a large number of 

simulated p2 values, an empirical distribution is obtained by kernel density estimation 

(KDE). Probability density of the real p2 value is extracted from the empirical distribution, 

yielding its likelihood given the specified parameters. This operation is performed for 

M=1 (likelihood of data under null hypothesis) and M=�p (likelihood of alternate 

hypothesis). Wilk’s theorem states that the likelihood ratio statistic follows a chi-squared 

distribution with 1 degree of freedom, enabling extraction of a p-value. However, using 

simulated data, I found that the true LRS distribution deviates significantly from the chi-

squared distribution, indicating violation of basic assumptions. This is especially true at 

values of LRS close to 0. The graph below shows a comparison of the cumulative 

distribution for the chi-squared and empirical LRS distributions, with an inset showing 

the deviation. 
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This deviation means that the chi2 distribution overestimates the probability of low LRS 

values, and may therefore not reject the hypothesis of drift in instances where it actually 
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should. This is problematic because it means that an empirical distribution ideally has to 

be computed each time an LRS has to be estimated. Considering that the distribution of 

p2 under both the hypotheses of drift and selection also has to be computed each time, 

this renders the whole strategy impractical. 

 Personal communications with Pr. Lea Popovic at the Concordia Department of 

Mathematics about the use of approximations to speed computations has reached 

mitigated conclusions. The use of the chi2 distribution to compute the probability of the 

LRS is one such approximation. While a Kolmogorov-Smirnoff test estimates that 

empirical LRS distributions diverge significantly from the chi2 distribution, both show 

very similar trends, Pr. Popovic does not find the deviation dramatic, mirroring the 

opinion of Pinheiro and Bates (2000) in similar simulations with small numbers of 

degrees of freedom. Another approximation that could speed computations is the 

diffusion approximation, which can be applied to estimate the distribution of allele 

frequencies over long periods of drift. However, Pr. Popovic warned that this 

approximation is only valid over long time periods in large populations, a condition that is 

not met in our experiment. To ensure timely completion of computations, I resorted to 

using the chi2 distribution to approximate the LRS distribution, while remaining aware of 

the deviation it induces. Yet, I decided to continue to estimate the p2 distribution 

empirically. 

 I generated simulated data over a range of M values for small (187) and large 

(18700) values of Ne, and asked the strategy outlined above to predict the strength of 

selection from the p1 and p2 values, and compared the result with a simple 

measurement of apparent selection using allele frequency change. The result is 

summarized in the graphs below. 
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These simulation results show that capacity to accurately predict the strength of 

selection improves as effective population size increases. Values of M close to 0 are 

considered drift by the algorithm, but over a narrower range at large Ne. Also note that, 

as Ne increases, the correlation between apparent and true M tightens, as expected. In 
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general the algorithm does not seem to be a better predictor than allele frequency 

change, and both methods are expected to converge on the same result at infinite Ne. 

For this reasons, the computationally intensive strategy outlined above was not retained. 

Allele frequency change, or apparent selection, was used to assess strength of 

selection. The validity of this methodological choice increases with population size. In 

microbial populations this condition is easily met, and it is not unreasonable to assume 

large Ne in this context. Means of estimating effective population size are nevertheless 

desirable. The next paragraph outlines a method to do so from allele frequency data. 

 Neutral polymorphisms are not affected by selection: their selection is a direct 

function of drift. Provided such markers are present in the data, effective population size 

can be estimated. Founder mutations (Figure 3.2) were initially believed to be neutral 

markers. Indeed, they were present in the evolving population before selection was 

exerted, and fluctuated on average close to their starting frequency of 0.5. Realization 

that they could be related to prominently selected features of the evolution changed this 

judgement, but they were nevertheless used to test the method. Ideally, one would 

purposefully introduce several such neutral markers in the starting population to allow Ne 

estimation. To this end, heterology blocks of silent mutations can easily be introduced by 

CRISPR. 

 For the sake of discussion, let us assume five neutral markers (a somewhat low 

number) noted in vector X= [a, b, c, d, e]. Their initial frequencies are noted in vector 

P1=[p1a, p1b, p1c, p1d, p1e] and their final frequencies after a round of shuffling are noted 

in vector P2=[p2a, p2b, p2c, p2d, p2e]. The likelihood of P2 given P1, M=1 (i.e. drift, since I 

am assuming neutral markers) and any value of Ne is computed as the product of the 
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likelihoods of each of the markers. A likelihood function of effective population size f(Ne) 

thus has the form: 

� �� � � �� ���� � ���� � ����������� �� � ����� 

The individual likelihoods are computed from empirical distributions of p2, generated by 

the MCMC method described above. Finding the effective population size that 

maximizes the likelihood function is a trivial optimization problem. The only obstacle is 

that the optimization search requires a large number of empirical p2 distribution 

evaluations, which is computationally intensive. Feeding a realistic starting point for 

minimization algorithms can help speed the process. I did so by sampling the function at 

Ne=101-109 and feeding the algorithm the order of magnitude that yielded the highest 

result. Examining of the shape of the likelihood function for some example data, it 

appears monomodal and smooth, facilitating maximization considerably. 

 Below, I report estimation of effective population size from simulated data with 

known Ne. I show the effect of population size, the number of neutral markers and the 

number of generations of drift. 
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Extreme overestimation of Ne are increasingly observed as true Ne increases, but in all 

cases the majority of estimates are close to the real value. 

 

The number of generations of drift does not seem to have an effect on population size 

estimation. 

 

The number of markers seems to have the strongest effect on Ne estimation. 

Experimenters should introduce as many neutral markers in their starting populations as 

practically feasible. 
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II. Primers used for generation of ion torrent sequencing libraries from R57 

backcrossed isolates 

III. List of generated strains 

IV. Mutations uncovered by population genome sequencing  

V. Kolmogorov-Smirnoff test for normality on the distribution of SSL tolerance 

scores among R57 backcrossed isolates  

VI. Full genotyping results for R57 backcrossed isolates 

 

Annexes II to VI are provided as separate files to lighten this text. All files available at: 

http://tinyurl.com/zpcoq86 
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