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Abstract

Identifying Cyber Predators by Using Sentiment Analysis and Recurrent
Neural Networks

Dan Liu

Recurrent Neural Network with Long Short-Term Memory cells (LSTM-RNN) have im-
pressive ability in sequence data processing, particularly language model building and text
classification. This research proposes the combination of sentiment analysis, sentence vec-
tors, and LSTM-RNN as a novel way for cyber Sexual Predator Identification (SPI). There
are two tasks in SPI. The first one is identifying sexual predators among chats. The second
one is highlighting specific sexual predators’ lines in chats. Our research focuses on the

first task.

An LSTM-RNN language model is applied to generate sentence vectors which are the last
hidden states in the language model. Sentence vectors are fed into the LSTM-RNN clas-
sifier, so as to capture suspicious conversations. Hidden state makes a breakthrough in
the generation of unseen sentence vectors i.e., the system can score a sentence never seen
before in the training data. Fasttext is used to filter the contents of conversations and gen-
erate a sentiment score to the purpose of identifying potential predators. IMDB sentiment
review task is introduced to provide an intuitive measurement of the combined method.
The model identified 206 predators out of 254. The experiment achieved a record-breaking
F-0.5 score of 0.9555, higher than the top-ranked result in the SPI competition.
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Chapter 1

Introduction

The greater popularity of social networks gives rise to cyber-criminal activities conducted
by sexual predators. On Wikipedia, those who commit sex crimes, such as rape or child
sexual abuse, are commonly referred to as “sexual predators”. During 2000 to 2006, there
was about 381% (Figure 1.1) increase in arrests of cyber sexual predators who accosted
undercover investigators servicing as a prostitute in the US [1]. Moreover, according FBI’s
data [2], there were 750,000 child predators online in 2009. In this context, PAN (Pla-
giarism analysis, Authorship identification, and Near-duplicate detection) lab initiated the
Sexual Predator Identification (SPI) Task in 2012 [3]. The PAN lab collects and shares
an overwhelming amount of online chats, inside which there are predators, to facilitate
research in predator behaviors. The dataset includes only a few conversations that are ini-
tiated by sexual predators, many conversations where people talking about sex and general
topics. There are 142 predators for training and the purpose is finding 254 predators in
about 200,000 online chats (Figure 1.2).
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Figure 1.1: Online predator arrests from 2000 to 2006 [1].
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#fconversations 11350 50510 28501 267261

#iconv. length <150 9076 48569 21896 265747

(% all ) (80%) (96%) (77%) (99%)
Training set

#conv. length<150 2723 14571 6569 43064

” and exactly 2 user 984 2420 1146 41067

(% training) (36%) (17%) (17%) (95%)

unique (perverted) users| 291 (142) 2660 10613 84131
Testing set

#conv. length<150 5321 33998 15327 100482

” and exactly 2 user 1887 5648 2673 95648

(% testing) (35%) (17%) (17%) (95%)

unique (perverted) users 440 (254) 4358 17788 196130

Figure 1.2: Properties of the PAN-2012 dataset [3].



1.1 Problem Definition

There are two separate tasks in SPI, namely, identification of sexual predators among chats
and highlighting specific sexual predators’ lines in chats. The research reported in this thesis
focuses on the first task. As [3] indicated, the first step is to find out which conversations
are suspicious, then identify which conversations belong to which author. [4], [5], and [6]

use the similar method as [3] to identify the predators.

The organizers set the goal for the SPI task as creating a large and realistic dataset.
The side effects of realistic data are high noise level, unbalanced training samples, and
various lengths of conversations. More specifically, there are many general and sex-related
conversations, while among them only a few involve sexual predators. Furthermore, there
are many chat abbreviations and cyber slangs in conversations, such as "ur” for “your”,
“yr” for “year”, “sorryyyy” for “sorry”, to name a few. Such expressions are crucial to and
should be considered in feature selection. Therefore, traditional machine learning methods
cannot achieve satisfying performance unless truncating data with numerous rules. Even

if n-gram is used, with hundreds of thousands of conversations, the noise will generate

extreme sparsity, and the performance will be weakened consequently [7].

However, very complex and specific rules were applied to remove noise or to extract features.
Especially, in [4], only about 10% of the samples remained for training and testing. Such
removal could influence the generalization ability of the classifier. Manual rules for features
extraction in [8]-[10] will reduce the performance because only samples that match the
rules can be classified. A neural network language model approach can overcome the

above-mentioned problems.

The second classifier is about predator identification. Support Vector Machines (SVM) [5],
8], Naive Bayes [11], [12] and other classical machine learning approaches [5], [7], [9], [13]
were introduced. According to the official rank [3], those approaches with greater-than-90%

precision had a lower recall (fewer than 80%).



1.2 Hypothesis and Research Approach

1.2.1 Hypothesis

The hypothesis of our work is:

» Predators always want to launch attacks by using the same pattern and always ask
questions with attacking intention. In this way, the sentiment score of predator must

be higher than the victim’s.

1.2.2 Research Approach

A common strategy for SPI is the use of two classifiers. The first classifier will detect sus-
picious conversations which can be seen as positive (with predators) or negative (without
predators) [4]-[6]. Long short-term memory recurrent neural networks [14] (LSTM-RNN)
sentence vectors are introduced to solve the above-mentioned noise and performance prob-
lems. Different from n-grams, sentence vector can capture sentence features more efficiently
and compress the size of the input data, as the classifier will only take sentences, instead
of words, as features. Meanwhile, LSTM-RNN classifier can also be used for suspicious
conversation detection (SCD) since it is good at learning long-term dependencies in time

series data.

The work involves three types of neural networks. The LSTM-RNN-based language model,
which is used to express the relation inside a sentence. The last hidden state of the LSTM-
RNN of each sentence will be used as sentence vectors. A two-layer LSTM-RNN classifier,
which is used to find suspicious conversations by learning the dependencies among sentences
in a conversation. Each sentence in a conversation will be regarded as a single input and
fed into the classifier. Following the detection of suspicious conversations, a Fasttext-based

sentiment score model is introduced to identify sexual predators.



1.2.3 Overview of System Architecture

Language

Group By Szl RNN

Conversations Classifier
(Sentence

vectors)

PAN2012
Chats data Suspect

Conversations

Sentiment
Score
Model

Group By
Authors

Author P A N

L [2)

Figure 1.3: System structure of identifying predators.

The system includes two parts i.e., the conversation classification part and predator iden-

tification part (Figure 1.3).

Firstly, the LSTM-RNN-based language model, which is used to express the relation inside
a sentence, is proposed. The training purpose of this step is to minimize the perplexity of
the model. In information theory, perplexity measures the prediction ability of the model.
A lower perplexity indicates stronger prediction capabilities. RNN learns knowledge based
on the weights obtaining from previous inputs, which classical neural networks are unable
to do. It contains loops and can store information in the form of weights and states.

However, one of the shortcomings of an RNN is the limited capacity of handling long-term



dependencies, which is very common in real life, for example, learning the dependencies
in very long sentences. In this context, LSTM-RNN, first introduced by Hochreiter and
Schmidhuber [14], has become popular in recent years. It designs a gate strategy to regulate
the cell states by controlling the weights passing through. In this way, LSTM-RNN can
learn long-term dependencies from training samples, which is very useful in context-based
datasets. An LSTM-RNN language model has two classical applications. The first one is
learning the distribution of probabilities of words within training samples. The second one
is learning the word representations (or word embeddings). Word embeddings showed its
power in many natural language processing applications in recent years. In our work, the
last hidden state of LSTM-RNN language model of each sentence will be used as sentence
vectors. With a number of sentence vectors, the conversation can be presented in a highly
compressed way. This is the key method for training a classifier in large dataset without
much performance loss. The model has the advantage of generating new vector for the
sentence that has never seen before. However, its disadvantage is that there must be a

dictionary to store the mapping between a sentence and its vector.

Secondly, a two-layer LSTM-RNN classifier is used to find suspicious conversations by
learning the dependencies among sentences in a conversation. As the conversation has
been compressed via the approach above, the training speed of LSTM-RNN classifier is
phenomenal. A typical predator conversation, depending on different attacking stages [4],
usually includes age information, parents’ information, wearing information, and images
information of victim. The nature of the LSTM-RNN determines the ability of finding those
relations among different stages, as those stages are time-sequence-based. In this way, the
sentences sharing similar keywords of a stage-specific topic in predator conversations will
be captured by the LSTM-RNN classifier. The sentence vector is a dense representation
which compresses the relations in the format of weights into a single vector. It can be
used to obtain the similarity of sentences, by calculating the cosine distance of the sentence
vector. Each sentence in a conversation will be regarded as a single input and fed into
the LSTM-RNN classifier. There are two substructures involved in the training procedure.
The first one learns and expresses the dependencies among words in sentences. The second

one learns features among the sentences in conversions. Each substructure is fulfilled by a



LSTM-RNN model. After passing through two LSTM-RNN models, the information in the
conversation is compressed significantly. Because of the compression, the training speed is

also increased.

Lastly, following the detection of suspicious conversations, the conversations are regrouped
by participants. For regular users, regrouping will not change the sentiment score signifi-
cantly. The same participant in different contexts will generate completely different types
of sentence and topics of conversion. The sentiment features will also be blurred. On the
contrary, according to our sample analysis, sexual predators usually tend to launch attack
on different victims with similar patterns i.e., asking for privacy information directly. By
regrouping the conversations of participants, the context information will be weakened and
broken. However the patterns of predators will be exposed under the spotlight of random
topics generated by regular users. As the transformation will split conversations into small
parts, while there are massive irrelevant short sentences involved in the training of classi-
fier, the patterns of sexual predators become obvious. In this situation, a very shallow and
fast-training neural network is needed to do the scoring work. A Fasttext-based sentiment
score model is introduced to identify sexual predators by scoring the authors. The output
value of Fasttext is taken as score. As the conversations are split into different groups by
author, the sentiment scores in different conversation should be averaged. Our results indi-
cate that, even though the victims are sometimes assigned a very positive score, the sexual
predators always get a much higher score. This is because the previous LSTM-RNN clas-
sifier has already detected the suspicious conversations. In this way, the sexual predators

and victims can be recognized very precisely via sentiment score.

1.3 Contributions

The experiment achieved an F-0.5 score of 0.9555 on SPI. Finally, 206 out of 254 predators
were identified by the intersection of two classifiers with zero error, which exceeded the best
result [4] of the official ranking (203 out of 254 with 3 misclassifications). The contributions

of this thesis are three-fold (Figure 1.4), namely:



o LSTM-RNN is introduced to generate sentence vectors especially for sentences never

seen before (The words of the sentences must be in the training vocabulary).

o Internet Movie Database (IMDB) sentiment analysis dataset [15] is used to test the

performance of sentence vectors model.

o Sentiment score is introduced to improve the performance of sexual predators iden-

tification.
Aspect Highlights
1. The experiment achieves a record-breaking
accuracy which higher than the top-ranked result.
2. Applying three different type of neural
PAN2012 networks together to get the best result.
1. IMDB sentiment analysis via sentence vectors.
2. Comparing the performance of sentence
IMDB vectors with other methods.

1. Using LSTM-RNN Language Model to
generate sentence vectors.

2. Applying sentence vectors as features to
Neural Network and Language Model | identify suspect chats.

Using FastText as sentiment score model to
Sentiment Analysis measure the attacking intention.

Figure 1.4: Highlights of our work.

1.4 Overview of The Thesis

The related work and different approaches are summarized in the Literature Review chap-
ter. In this section, the highlight of their performance, classifiers, and processing rules
are compared. The analysis of advantages and disadvantages of their methodology are

listed.



Our approach is explained in the Methodology chapter. It describes the details and back-
ground of data processing, neural network model structure, and sentiment score model. It
also proposes the novel procedure of sexual predators detection and how each component
function. The detail of the sentence vectors - the key feature to accelerate the training

procedure - is introduced.

The experimental work conducted in this research is described in the Experimental chapter.
It includes dataset description, the performance and comparison of each classifier and the
configuration of the neural network. The IMDB sentiment analysis work is introduced to

measure the novel method we applied in SPI competition.

The experimental results of this research is described in the Results chapter. The results
of training language model, SCD classifier and sentiment score model are detailed in this
section. It also compares the performance of the sentence vector in both IMDB and SPI

work.

Finally, the conclusion chapter summarizes the thesis and proposes potential research path-

ways in the future. The literature review of our work is in the next chapter.



Chapter 2

Literature Review

2.1 Pros and Cons of Common Methodologies

Most of the competitors at the PAN-2012 took common strategy to use two classifiers for
suspicious predator identification. At first, the classifier will be trained to classify suspicious
conversations to see if there is a predator involved [4]-[6]. Then, another classifier for
predator identification will be applied based on previous classification results. Our work
also involves part of this combined approach. Different from our work, other researchers
usually design a group of complex and specific strategies to remove noise or to extract
features. The introduction of manual rules will simplify the problem, reduce the total
training samples to accelerate the learning speed. Unlike deep learning, sort of black box,
rule-based feature extraction methods will classify samples in a human-understandable way.
On the contrary, this kind of method applies too many human opinions, i.e., high level
dimension of features, into classification work. The generalization ability of the classifier

may be limited if too many human summarized features are included.

As most researchers in SPI used traditional machine learning method, the rule-based pre-
processing methods are quite useful. With the introduction of n-grams, the side effect is the
large number of meaningless features, i.e., noises. By using the TF-IDF weighting strategy,

the noises within the samples are reduced.

10



However, manual rules for features extraction in [8]-[10] may reduce the generalization
ability because only the sample that matches the rules can be classified. Neural network
language model approach can solve these problems. However, even though the neural
network was applied in [4], only about 10% of the samples remained for training and testing.
Such removal could influence the generalization ability of the classifier. The truncation rules
bring many unclassifiable samples i.e., 140,000 in 150,000. Therefore, the advantages of
neural network are restricted. In other words, that model cannot classify the samples

excluded by rules.

2.2 Lexical Features

Customized corpora, for example, special terms or n-gram are used. Researchers built the
features by assigning short number an age label “young”, “adult”, or “old” [5] and try
to specify the gender of the conversation’s participant based on rules. The n-gram and
Maximum-Entropy is popular feature extraction methods as well. Specifically, 5-gram was
used in classification work [7] that requires huge computation resources and a long period
for training and classifying. For the lexical feature of n-gram which n is fewer than three
in [4], [5], [8], [9], as there is a large number of cyber slangs, the training corpus is likely to

be submerged by irrelevant noise.

2.3 Behavioural Features

Another category of features is behavioural features. Behavioural features are the actions of
a participant of a conversation. The researcher in [13] referred to 51 hand-coded patterns to
describe the conversation. For example, questions regarding the family of victims, privacy
questions, and meeting requests. Some researchers summarized sexual predators actions
systematically [4], [8], [9]. Those types of features are usually based on the result of training
data analysis, e.g., length of conversations, psychological features, and attacking stages.

The psychological extraction method categorizes words in general that reflect the underlying

11



psychology characteristics. For the attacking stage features, researchers categorize common
attacking procedure of predators and take the stages as training materials to train the

language model.

2.4 Neural Network Language Model

Neural network language model was introduced in [16]. After that a series of derived version
[17]-[19], i.e., word embeddings, sentence embeddings etc. is widely applied in Natural
Language Processing (NLP) work. It shows very strong ability in NLP tasks in terms of
sentence embedding or document embedding. Because it is hard for those language models
to represent sentences never seen before, the new sentence which is not in the training
dataset will be a problem. Unlike various of embeddings, [19] proposed a more compatible
method with sequence to sequence model to vectorize sentences based on the preceding and

next sentences.

2.5 Sentiment Score

There are two main types of sentiment analysis tasks which are online service rating [20]
and movie review [15]. In the entire IMDB sentiment analysis dataset, movies with fewer
than 30 reviews or with neutral ratings are not included. A negative review has a score

lower than 4 out of 10, and a positive review has a score higher than 7 out of 10.

For the score model, Severyn and Moschitti [21] used the distance to the margin of SVM
as sentiment score, the larger the distance is, the more positive or negative it will be
(Figure 2.1). Another popular score model takes the output of the neural network as
score, i.e., 0 means very negative and 1 means very positive (Figure 2.2). Deep neural
network is also a popular area for sentiment analysis. Hong and Fang [22] compared the
performance of different neural network models and traditional machine learning methods

on IMDB sentiment datasets, such as convolutional neural network (CNN), naive Bayes

12



_ Separating
Hyperplane

Figure 2.1: SVM as sentiment score model.

SVM (NBSVM) [23], and LSTM-RNN.

Although very deep neural networks have strong capability on NLP tasks, the training
cost cannot be neglected. Fasttext [24] is a neural network with structure which is good
at processing sentiment analysis tasks. It combines bag of words, word-embedding, and
average pooling with fully-connected layers. This very simple structure brings impressive
accuracy and speed (Figure 2.3, Figure 2.4). With such advantages, it can be sentiment
score model for SPI work. In the next chapter, the methodologies used in our work are

introduced.

13



Fully Connected Layer Softmax Layer

Figure 2.2: Neural Network score model. The output values of Softmax layer are scores.

Model AG Sogou DBP YelpP. YelpF. Yah.A. Amz.F.  Amz P
BoW (Zhang et al., 2015) 888 929 966 922 58.0 68.9 54.6 90.4
ngrams (Zhang et al., 2015) 920 97.1 986 956 56.3 68.5 54.3 92.0

ngrams TFIDF (Zhang et al., 2015) 924 972 98.7 954 54.8 68.5 524 91.5
char-CNN (Zhang and LeCun, 2015) 872 951 983 94.7 62.0 71.2 595 94.5
char-CRNN (Xiao and Cho, 2016) 914 952 98.6 945 61.8 T1:7 59.2 94.1

VDCNN (Conneau et al., 2016) 913 96.8 98.7 957 64.7 73.4 63.0 95.7
fastText,h =10 915 939 98.1 93.8 60.4 72.0 55.8 91.2
fastText, h = 10, bigram 925 96.8 98.6 957 63.9 723 60.2 94.6

Figure 2.3: Performance of Fasttext on sentiment datasets [24].

Zhang and LeCun (2015) Conneau et al. (2016) fastText
small char-CNN  big char-CNN depth=9 depth=17 depth=29 h = 10, bigram

AG lh 3h 24m 37m 51lm 1s
Sogou - - 25m 41lm 56m 7s
DBpedia 2h 5h 27m 44m 1h 2s
Yelp P. - - 28m 43m 1h09 3s
Yelp F. - - 29m 45m 1h12 4s
Yah. A. 8h 1d 1h 1h33 2h 5s
Amz. F. 2d 5d 2h45 4h20 7h 9s
Amz. P. 2d 5d 2h45 4h25 7h 10s

Figure 2.4: Training time of Fasttext on sentiment datasets [24].

14



Chapter 3

Methodology

3.1 Overview

The approach involves three types of neural networks, i.e., LSTM-RNN language model,
LSTM-RNN classifier, and Fasttext sentiment score model. LSTM-RNN language model
is used to model sentences within conversations. Its hidden states will be used to represent
the sentences. The LSTM-RNN classifier is applied to learn the relation among sentences.
The Fasttext classifier is the score model for finding predators. An extra sentiment score
model named Fasttext is introduced. The purpose of doing so is based on the hypothesis
that the participants of conversations talk to each other with emotion and personal feelings.
Then the sentence they generate in conversation can be rated by using sentiment score.
In this way, the popular sentiment score methodologies can be applied to rate the sexual
predators and regular users by assign them a score from 0 (regular users) to 1 (sexual preda-
tors). In other words, taking the sentences generated by different participants as training
data is a useful augmentation method. It will reuse the same data in different dimension.
The potential features that represent sentiment will be concentrated by regrouping. The

classifiers can learn features from conversations scope and participants scope.
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3.2 Processing

3.2.1 Role of Processing

The processing part is introduced to make sure that the language model and sentiment score
model can use the data with low noise level. The terms, sentences, even conversations that
match the filter rules will be removed or replaced. Table 3.1 shows the number of samples

before and after filtering

Table 3.1: Attributes of PAN-2012 dataset

Training Test
Type Original | Filtered | Original | Filtered
Positive 2016 1088 3684 1880
Negative 64911 52854 | 151210 | 123229
Non-predators 97547 97291 | 218488 | 217997
Predators 142 138 254 215

3.2.2 Processing Strategies

The PAN-2012 dataset [3] contains a great number of chat abbreviations, cyber slangs,
and emoticons etc., which will increase the perplexity of language model. The length of
conversations varies from one to another. Keywords replacement is a popular preprocessing
method in NLP work. To predict the next word more accurately, noise removal is indis-
pensable. However, to secure the generalization ability of the model, the removal methods
should keep as much raw information as possible to truly reflect the actual environments.
Some words or abbreviations may convey important information, for example, yrs means
years, ur means your, etc., therefore recovery of these abbreviations is also necessary. Such
removal and replace strategies will also reduce the average length of sentences. All the

strategies for processing are listed below:

e Replace all numbers by the symbol 0ONUM. According to our sample analysis, the
predators are likely to ask the age of victims to find their targets. More specifically,
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the conversation participated by sexual predators and victims usually includes age
information in number form. However, it is hard to define young or old by providing
age ranges. Unlike previous researchers who split numbers into different age groups
[5], our strategy is designed to keep raw information as much as possible. As the
neural network usually learns the features in its own way, it is important to keep low-
level features for learning. On the other hand, there are many regular conversations
including numbers. If each number is assigned an age group label, it will generate

noises and thus interfere with the classifier.

Replace all words longer than 30 characters by symbol 00LW. For convenience, PAN
replaced author’s nickname by using user ID i.e., a long hash code. This replacement
generated some hash codes inside the conversations. There are many free style long
words, such as sorrrrrr....y, and randomly typed terms in PAN suspicious conversation
samples. It is because those conversations are collected from the Internet. The long
meaningless words will also increase the perplexity of the language model. On the
other hand, the word-frequency of long words is very low. Although it is hard to

learn features from them.

Replace the URL with symbol OOURL in the data. Usually the URL consists of
meaningful words. But the data were collected from the Internet. The form of URLs
such as http://, ftp://, and file:// are quite common in normal conversions. It is
necessary to replace URLs with a single symbol to obtain stable samples with low

noise level.

Remove all non-ascii chars. Since participants of conversations are not all native
English speakers and there is no restriction on chat charset, there are many non-ascii
chars in the samples. Therefore, removing those chars will also reduce the noise. At

the same time, the size of corpus will also be reduced.

Remove all emoticons. Unlike other researchers using emoticons as manual features to
indicate the emotion or sentiment in conversations, based on our data analysis work,
it is unlikely for sexual predators to use emoticons to conduct sexual abuse behaviors.

On the other hand, it is hard to tell the difference between normal punctuations and
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emoticons without introducing complex rules.

o Recover popular yet unofficial abbreviations. The authors tend to use cyber slangs in
their conversations. For example, u, r, and ur etc., which obviously can be learnt by
neural networks as features. In particular, it is necessary to recover the abbreviations

like pics, cam, and yrs, which are common in conversations involving sexual predators.

o Words with term-frequency of less than 10 are removed as noise and the remaining

words are sorted by term frequency—inverse document frequency (TF-IDF) weights.

3.3 Recurrent Neural Network

3.3.1 Applications in Our Work

Recurrent neural network (RNN) is used as a classifier and language model in our work.
There are two types of learning methods i.e., supervised, and unsupervised. The supervised
RNN model is the classifier which identifies suspicious conversations. Unsupervised RNN
model, or neural language model, is used to learn the features inside conversations and
represent the sentences. The sentences are firstly fed into the unsupervised model to get
dense representations. After that, with the dense representations, the supervised RNN

classifier learns the features of predators’ conversations (Figure 3.1).

Suspicious
Filtered Language Conversations
Conversations Model
Normal

Figure 3.1: Two RNNs work together to identify suspect conversations.

3.3.2 Overview of RNNs

An RNN is a neural network model that processes elements of a sequence one by one

and learns the dependencies among previous inputs. In another word, it memorizes the
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information that has been processed. It is an artificial neural network that makes use
of sequential information, such as long text, times series data e.g., acoustic data, stocks

ete.

Simple fully connected neural networks take all inputs, independent of one another. How-
ever, for most tasks, it is not good enough. If you are going to predict the price of stocks,
you need to know its historical performance and the trend of the market. In our research
topic, if you are going to predict a chat content, you need to know previous conversations.
Recurrent means occurring repeatedly i.e., each single element of a sequence is processed
by the same neural cells of RNNs. Therefore, the activation outputs of the RNNs are de-
pendent on previous inputs. RNNs can learn knowledge arbitrarily in length of sequences.

However, usually it is only able to roll back for a few steps.

0
O A Ot+l
q W q o
s W t-1 t st+1
O:) :: > —> O—0O > >
T Unfold T woox W w
U U U U

X xt—l xt xt+

1

Figure 3.2: Structure of unfolded RNN [25].
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w(t=2) W s(t=1)

W s(t-2)

s(t-3)

Figure 3.3: Inputs are fed into the RNN with different time steps [26].

3.3.3 Mathematics in RNN

Figure 3.2 shows an RNN unfolded into a simple fully connected neural network. For
example (Figure 3.3), there is a sentence of three words. It is a three-layer unrolled neural
network. Every single word is the input of each layer. There are three type of layers, i.e.,
Input X, Hidden S, and Output O. The input of the RNN at time step t is x; € R™ and
the hidden state is s, € R™.

St = f(WI't + US(t—l)) (1)

s¢ is calculated by (1), based on the previous hidden state s;_1) and the current input step

x; where the functionf is a nonlinear function i.e., tangent or ReLU. The y; is the output
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at time step t. It is a vector of probabilities corresponding to each word in the vocabulary.
To predict the next word in a sentence, the index with maximum probability in the vector

will be the word index in the vocabulary. The output is given by (2).

or = Softmax(Vs;) (2)

Unlike a fully connected deep neural network, where there is no repeated layer for processing
different inputs, the RNN uses the same weights throughout the entire learning procedure.
The reason is that the same neural cell processes different inputs of the sequence. It will
reduce the number of neural cells inside the network. There are outputs for each time
step of RNN, however, for sentiment analysis or classification work, only the last output is
needed while for language model each output is needed. The very important thing of RNN

is the hidden state, as it captures useful information of the sequence.

3.3.4 Gradient Vanishing and Exploding

RNN is featured by its ability to capture dependencies in sequences and share the same
parameters (U, V, W) throughout all steps. Theoretically, an RNN learns through all pre-
vious time steps, however, due to vanishing gradients problem [27], it is hard to capture
long-term dependencies. More specifically, it cannot learn information from a long time
ago. For a simple example, " The fork is on the table.”. 1t will not need much information
from previous context to predict the "table”. But for a longer sentence, "I don’t like cheese.
I will not eat Pizza.”, The "eat” indicates that the prediction will be a food name. The
context of "cheese” is very important for predicting. The vanishing gradient problem will

limit the ability for learning through long time.
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Figure 3.4: Cross entropy loss.

The cross entropy loss is given by: Ei(o;,0;) = —o;log 6, where o, is the ground truth at
time step t, and 6, is the prediction result. In Figure 3.4, i.e., y = —1 % log(z), let y be
the cross-entropy loss and let x be the prediction. When the prediction is near 1 i.e., the
ground truth, the loss is getting lower. Otherwise, the loss will be infinity. The goal of

training is getting the minimum loss. It can be done by calculating the gradient of the loss.

The gradient of loss FE is aU, Where =35 aE* and
ayt 0s; ik Osj_1 | OW

The output of sigmoid activation function (Equation 1) is mapped into a range between 0

and 1 (Figure 3.5). The derivative of E; is equation 3. According to the paper [28], as the

t
values 38 (from 0 to 1) are multiplied by each other at each time step i.e. (jl;[-H afj;),
the derivative from long time ago is very easy to become zero. On the other hand, other
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types of activation functions and network parameters will lead to exploding gradients if the
values are large. This is the problem that limits RNN to learn from long steps. Although
this problem also occurs in other feed-forward neural networks, it is more problematic in
RNN as the depth of RNN is very deep compared with others. Using LSTM can prevent

gradient problem.

07y

Figure 3.5: Sigmoid function and its derivative.

3.4 Long Short-Term Memory RNN

LSTM (Long Short-Term Memory) is a special cell structure that is able to deal with
information from a long time ago. Similar to RNNs, it takes in the previous hidden state
and the current step as input, then outputs a new hidden state. The errors of a neural
network can backpropagate to unlimited numbers of unrolled layers i.e., time steps. LSTM-

RNN works well when there are long delays among events. It proposes a gating mechanism
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to avoid vanishing gradients problem. More specifically, a new state ¢; is introduced to

calculate hidden state s; (Figure 3.6).

Ct-1 Ct
A
S \ S,
'xt
Figure 3.6: LSTM-RNN cell. The o is sigmoid function.
¢, and s; are calculated as below:

it = O'(.’IZ'tUi + S(t_l)Wi) (4)
ft = O'(l’th -+ S(t_l)Wf) (5)
o = o(z,U° + s4-1)W°) (6)
g¢ = tanh(x,U? + s_1\W9) (7)
Cr = fixcp—1) Ti* g (8)
s¢ = o x tanh(c;) (9)

where 7;, f; and o, are input, forget gate and output gate respectively. The o is sigmoid
function. The g; is the hidden state like s; in RNN being used to compute the new s;. They
have the exact same functions, but different parameter matrices. All the gates process the

same shape of matrices i.e., the shape of the hidden state. Those functions are named gate
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because the sigmoid function maps the values of the inputs to outputs which are from 0 to
1. The outputs multiply the states vector to calculate how much of that state vector will
pass through. The forget gate decides how much of the previous state C;_; will be kept.
The input gate decides how much of the new weights for the input z; and S;_; will pass
through. The output gate decides how much of the new state will be outputted to the next

time step (or another neural layer).

Forget gate decides what information is going to be dropped. This decision is made by a
function f;. It takes S;; and x; as input and outputs a value between 0 and 1. It will keep

all of the C;_; when the output is 1 and will completely drop it when the output is 0.

Input gate decides what new information is going to be kept. To do this, there are two
functions involved. A sigmoid function decides which values will be updated. Then, a
tangent function generates a matrix with new values, i.e., g; (7) which can be added to
the state C;_;. Next, these two states will be combined to create a new value C; so as to
update the state Cy_;. The old state C;_; is multiplied by f;, which learns what will be
forgot. The remaining f; x C;_; then adds i;g; to get the new candidate values (8). Those

values indicate how much information will be used to update state C;_;.

Output gate decides what is going to be outputted. This output is based on the cell state
processed by the forget gate and the input gate. The output is going to be a filtered state.
Firstly, the sigmoid function decides how much of the cell states (z;, S;_1) will be outputted
as O;. Next, the processed state C; will be inputted into a tangent function to get values
between -1 and 1 and multiply O, (9). Finally, the new cell state C; and new output S, are

generated for the next step.
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3.5 Neural Language Model

3.5.1 Role of Neural Language Model

To identify the predators or the suspicious conversations, it is necessary to express the
probabilistic distribution of sentences precisely in a vector space. The language model
learns the features inside sentences. The features in our work are sentence vectors, which is
a middle state of the neural language model. With those sentence vectors, another LSTM-

RNN classifier is trained to distinguish if a predator is involved in the conversation.

3.5.2 Overview of Neural Language Model

The goal of a neural language model is to compute the probability of a sentence i.e., to fit a
model that assigns probabilities to a sentence. It does so by predicting the next words in a
text based on a history of previous words. The creation of word embedding, text generation,
and text classification are a few typical applications of neural language models [16] [22]. A
neural language model measures the similarity of two words based on the likelihood of them
appearing together in a real text. It provides an indicator of grammatical and semantic
correctness. Neural language model can generate new texts based on the information it
learns from real-world texts. For example, a neural language model trained on Shakespeare
can generate text that resembles Shakespeare’s style. It also can generate source code or

Latex [29].

A popular application of neural network language models is the creation of word embeddings
to represent words. The neural network takes words from a text corpus as input and maps
them to vector space. Word embeddings represent words in vector space where similar
words are mapped near each other. It assumes that words appearing in the same contexts
share similar meanings. Word embeddings were originally introduced by Bengio, et al. [16].
By using word embeddings, analogies between words can be represented by the difference
of vectors. For example, E(w) means the embedding of word w, “E(King) - E(Man) +

E(Woman)” generates a vector that is very close to “E(Queen)” [17]. In this case, the word
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embedding learns the representation of gender. In this way, semantic information can be

stored.

The neural language model can also be used for text classification purpose[16]. Text is a
sequence of words. The state of embedding layer of a neural language model is a dictionary
containing the vector representation of words. Word embeddings are unique vectors that
can be added and subtracted [17]. Therefore, the vector of sentence is the average value
of its word vectors obtained from the embedding layer. Later on, the representations of
sentences can be fed into either traditional classifier e.g., SVM, regression and Naive Bayes,
or deep neural networks such as RNNs and CNNs. More specifically, the state of hidden
layers in RNN language model can also be a representation of the sentence. This is because

RNN keeps previous information in the hidden state.

The classical structure of a language model includes an embedding layer, hidden layers, and
a softmax layer. The embedding layer is the layer that contains word embeddings which
is a lookup table to output the representation of words. The weights of the first layer are
the word embeddings. The hidden layers produce the outputs mapped from the input, e.g.
a fully-connected layer using sigmoid function to process the word embeddings of previous
words. The Softmax layer is the last layer that outputs the probability distribution of

words in text corpus (Figure 3.7).
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Figure 3.7: Neural language model [16].

3.5.3 Measure of Neural Language Model

A neural network language model takes a word sequence W = [wy, ..., w], w; € V where
V is the vocabulary set as input and learns to predict the probability p(wy, ,w;) of the next

word w41 by applying the softmax activation function at the output layer.
p(wy, ..., w) = Softmax(s, ey,)

where e € Eley,, ..., ey,] [16]. The maximum log-likelihood principle is applied to max-

imize the probability of the word w; when given the contexts w; to w;_;. The training
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of neural network uses the back-propagation algorithm over time to maximize the log-
likelihood (10) of training data. The input is mapped to vectors e, in vector space within

the neural network.

L(0) =Y logP(wi—nt1, - .., wi—1) (10)

Learning the probability distribution over a text corpus is the key feature of language mod-
els. Normally, language models are often evaluated by using perplexity, a cross-entropy
based method. Perplexity is the possibility of how many words can be selected after be-
ing given previous words. The lower perplexity, the better the language models. The
size of the vocabulary will influence the perplexity as the totality of potential words will
limit the selection of the next word. This method of measuring a language model is de-
veloped from information theory [30]. A text corpus is a discrete information source that
generates a sequence of words wy, ws, ..., w, from a vocabulary set. The dependent prob-
ability of word w,, relies on previous words wy, ws, ..., w,_1. The entropy H represents
the amount of non-redundant information (11) in the corpus. When given a large text
corpus, H can be approximated by H (12). The language model is an information source
which owns the entropy of H. The entropy related method can be used to measure the
performance of a language model. Perplexity, PP, is defined by (13) which is equivalent to
(14). p(wq,ws, ..., wy) is the probability of the word sequence (wy,ws,...,w,,) estimated

by a language model.

. 1 &
H = _nlflnooE Z(p(wl,...,wm)loggp(wl,...,wm)) (11)
w=1
A 1
H = —Elogﬂ)(wl, ey W) (12)
pp=2" (13)
PP = P(wy, ..., wy)" (14)
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3.5.4 LSTM-RNN to Language Model

LSTM-RNN language model can be obtained by replacing the hidden layer with LSTM-

RNN layers in language model (Figure 3.8). At the beginning, the hidden state h; is

initialized with zero. In the first time-step, the input to the LSTM-RNN language model

is wy. The hidden state vector is updated at the same time and passed to the next step. In

the second time step, the input is wsy, and the output is p(wy|w;). The s; is the hidden state

that contains information from previous step. At each time-step, LSTM-RNN learns the

probability of the words in the vocabulary. The output layer of the LSTM-RNN language

model is the softmax layer which returns a vector. The output is a group of probabilities

of each word in the vocabulary when given w;.
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Figure 3.8: LSTM-RNN language model.
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Figure 3.9: Unfolded LSTM-RNN in language model

3.6 Sentence Vectors

3.6.1 Overview of Sentence Vectors

In our work, the sentence vector is fed into the RNN classifier to find suspicious conversation
involving predators. A sentence vector is a by-product of LSTM-RNN language model. It
is the hidden state of the last layer of the language model and is used to represent the
sentence. It takes a sequence of words as input and the hidden state of the last word in

the sequence as the sentence vector.

The sentence vectors (Figure 3.10, Figure 3.11) are inspired by Seq2Seq model (Figure 3.12
[31] ) which has been successfully applied in neural machine translation. In traditional
phrase-based translation systems, the source sentences and target sentences are broken
into small chunks. This leads to information loss. It is not like human translation pro-
cess.Humans read the whole sentence, interpret its meaning, and generate the translation
[33]. The Seq2seq structure is a encoder-decoder architecture similar to auto-encoder,
which can compress information [32]. Seq2seq processes the source sentence by using the
RNN model in the encoder part to build meaning outputs, a vector space representation
of source sentence. The outputs then are fed into the second RNN model in the decoder.
The output of the decoder is the target sentence (Figure 3.13). In our work, we simplified

the structure of the seq2seq model by just taking the hidden state from encoder RNN as
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memory to represent the sentence.
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Figure 3.10: Inside of the sentence vector.

Figure 3.11: Sentence vector.
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lam student P Decoder Je suis étudiant

Figure 3.13: Encoder-decoder architecture. An encoder converts a source sentence into a
"meaning” vector which is passed through a decoder to produce a translation [33].

LSTM-RNN neural network language model is composed of three layers. The first layer
is the embedding layer. The embedding layer represents words as dense vectors. The
second layer is LSTM-RNN model which learns the dependencies among the words in the
sentences. The final layer is the Softmax layer, a multinomial logistic regression layer used
to solve multi-class prediction problems. The hidden layers store the information of the
sentence (Figure 3.8). Specifically, the last time when step hidden state in LSTM-RNN
language model st is used to represent the input sequence {ws,...,w;}. The purpose is
to minimize prediction errors. Similar sentences will activate the same neurons in the last

layer.
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3.6.2 Pros and Cons of Sentence Vectors

Compared with using the average word embeddings as sentence vector, this representation
reduces the length of inputs and captures the dependencies among the sequences of words.
Besides, the average method may cause confusion in the case of longer sentences. A longer
sentence increases the risk of conflict. This is because the addition or subtraction will keep
the high level meaning e.g., gender information mentioned above [17] rather than details.
Word embedding method cannot drop useless information in the sentence either. It is
the gate mechanism that will help the neural network to drop useless information. Using
RNN language model to compress words sequence into sentence vectors will increase the
learning speed and get a more embedded expression. Moreover, LSTM-RNN based sentence
vectors have the advantages of being able to capture the dependency and compress the size
of conversations. The performance of this method on short sentence is good. There are
many short sentences, unrestricted terms, typos, and cyber slangs in PAN-2012 dataset.
Therefore, it is hard to apply traditional language model to this task. In addition, there is
no sufficient extra materials for building language model for this task. Although the twitter
dataset includes many typos and cyber slangs, it is not a conversation-based dataset and

thus is unable to reflect contextual information, such as chats.

However, this type of sentence vector performs poorly on IMDB dataset as it is unable
to express long sentences. It brings the accuracy to 83.2%, comparable to Skip-thoughts
(82.5%, [34]). For longer sentences, Self-Adaptive Hierarchical Sentence Model [35] may

perform better (inference based on [36]).

3.7 Conversation Classification

3.7.1 Motivation

The goal of the PAN-2012 competition was to identify predators. To that end, the first thing

needed is to find suspicious conversations and feed them into a sentiment score model. The
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training and test dataset in PAN-2012 are unbalanced. There are only a few true positives

(predators) and many false positives (victims or regular users) (Table 4.1). To find the

predators inside the conversations, we need to find suspicious conversations. Therefore,

the behaviour features are very important. According to our analysis, the behaviour of

predators can be decomposed into three stages in general i.e., three-stage features.

Table 3.2: The samples’ distribution of PAN-2012.

Training Test Ratio (Training:Test)
Type Original | Filtered | Original | Filtered
Positive Chats 2016 1088 3684 1880 ~1:2
Negative Chats 64911 52854 151210 | 123229 | ~1:2
Ratio (Positive:Negative) ~1:48 ~1:65
Predators 142 138 254 215 ~1:1.5
Non-predators 97547 97291 218488 | 217997 | ~1:2
Ratio (Predators:Non-predators) ~1:705 ~1:1013

(1)

The first stage is privacy information related. For example, the predators will ask for
the age of the victims. Other age related questions will also be asked by the predators
for information collection purpose. With such information, the predators will move

on to the next stage.

The second stage is asking for the information of the victims’ parents. Predators know
their behaviour is illegal. They try to induce victims to hide the existence of their
conversations from their parents. Later, the topics related to time e.g., week, day,
schedule are very common. Also, there are the topics on family and household. The
predators always try to get as much information about victims’ parents as possible
e.g., if their parents are at home or if they are aware of the conversations. For most of
the situations, human review of stage one and stage two can confirm if a participant
is a predator. Nevertheless, the topics related to age and family still belong to general

topic.

In the third stage, the predators are ready to launch the attack. For example, the

predators may ask question about the presence of a camera for a video chat or try
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to obtain pictures from victims. Some of the predators even attempt to persuade the

victims to have an offline meeting. This stage reveals the key features of predators.

The decomposition provides an overview of the predators’ behaviour. For the language
model to learn the features of the three different stages, it requires a method that keeps
as much information as possible. The method of averaging word embeddings of a sequence
of words will cause information loss as the extreme values in the vector will be removed.
Since RNN can keep the context information, the sentence vector is a good choice for
representing the features inside conversation. With sentence vectors, the conversations can
be represented. LSTM-RNN, which learns long period, is a good model for conversation

classification work, as online chats are based on time.

3.7.2 Features and Assumptions

After analyzing the dataset, we observed five features related to conversation classification

(Table 3.3):

(1) Sex related topics in both training and test data. Those conversations on sexual
topics are easily confusable with true positive samples, i.e., conversations involving

predators.

(2) There are topics related to parents in the dataset. Such topics are not so confusing

as the first type.

(3) People also talk about cyber camera, photos, and videos. Those terms also appear

in a typical predator’s conversation.

(4) Conversations including age, number, and other age-related contents are very com-

mon.

5) Apart from those predators related features, the training and test sample include
g
many general topic conversations. The side-effect is that the conversation classifier

will learn features from general topics rather than predators’ conversations.
With the features of conversations above, the assumption is “Conversation contains all three
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Table 3.3: The features of the dataset of PAN-2012.

Total Sent. | Dad Mom | She Pic Sex Cam
Normal Chats 775805 509 1064 | 855 4117 | 3267 | 2511
Predator Chats 79178 439 809 560 666 470 332
Percentage in Normal 0.07% | 0.14% | 0.11% | 0.53% | 0.42% | 0.32%
Percentage in Predator 0.55% | 1.02% | 0.71% | 0.84% | 0.59% | 0.42%
Ratio (Predator:Normal) 845 | 745 | 6.42 1.59 1.41 1.3

stages is likely to involve predators. On the contrary, any conversation only includes part of
the three stages is normal.” The classifier should distinguish the three-stage features from
single-stage feature. To support this hypothesis, a classifier with context relation learning

ability is necessary.

3.7.3 Contributions

In our work, LSTM-RNN sentence vector model is introduced to represent sentences. The
LSTM-RNN classifier, which is good at learning in contexts (time sequence features), is
used to identify suspicious conversations. Unlike a bag-of-words, sentence vector com-
presses the information of a sequence of words. As the size of training data is reduced, the
vector space model can increase the training speed. In addition, the sentence vector keeps
more context information than bag-of-words does. LSTM-RNN is good at learning through
time. It is better than convolutional neural network (CNN), which is good at spatial learn-
ing. In previous work, there were two typical neural networks related approaches i.e., fully
connected neural network [4] and CNN [37]. They used bag-of-words model as inputs of
the neural network. The disadvantage of bag-of-words model is that it generates redundant
words group and therefore will increase the size of vocabulary. CNN demonstrates impres-
sive ability in the image processing. It is hard to train a fully connected neural network
on real image dataset as the input size of an image is very large. One of the purposes
of using CNN is to reduce the connections among hidden neurons in the neural network
so as to accelerate the training procedure. Another purpose is to capture features in very

small scale. CNN is inspired by cat’s visual cortex [38] [39] and it is good at capturing 2D
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or 3D features in small area. Based on the previous research [37], CNN did not get ideal

classification results.

3.7.4 Workflow

Regarding suspicious conversation detection, LSTM-RNN has strong ability to learn the
long-term dependencies among time steps, which means it can capture relations among
sentences that contain the features of predators. There are three steps in the identification

of suspicious conversations.

First, the filtered conversations without punctuation are used for LSTM-RNN language
model training. The goal of this step is reducing the perplexity of the language model i.e.,
to increase the prediction accuracy of the model. Secondly, sentence vectors are generated
for all conversations. Each word of sentences is fed into well-trained LSTM-RNN language
model. When the last word in a sentence is processed, the hidden state of last layer is the
sentence vector. Lastly, after getting sentence vectors, conversations with sentence vectors
are input into a three-layer LSTM-RNN-based model and the latter will learn the context
features (Figure 3.14). Considering different number of sentences in conversations (from
1 to more than 500 sentences), those extra-long conversations will be padded by zeros
and then split into parts, each with an equal length of 100 words (an experience-based
value). This strategy will prevent underfitting in LSTM-RNN model when processing long
conversations as there are only a few of them. The features are well-distributed in suspicious
conversation. A predator is very likely to carry out criminal activities during the entire

conversation.
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Figure 3.14: LSTM-RNN classifier.

3.8 Participant Classification

3.8.1 Motivation

The goal of the participant classification is to find the predator from suspicious conversa-
tions based on the results from conversation classifier. The suspicious conversation classifier
is a filter that narrows down the range of predators identification. It helps the sentiment
score model to work on suspicious conversations involving predators only. The partici-
pant classifier is influenced by the degree of precision of the conversation classifier. Data
analysis shows that a predator usually attacks the same victim more than once or attacks
more than one victim. To achieve the goal of identifying predators, the following steps are

carried out.

(1) Re-group the conversations by participants, i.e., split each conversation by partic-
ipants. This can help the participant classifier to focus on predators’ behaviours

only.
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(2) Considering the re-grouping will disrupt the time dependencies inside the conversa-
tions, a new neural network model named Fasttext is introduced. Fasttext is a type
of neural network that averages the features among input words. It is an ideal model

for sentence classification.

(3) The attacking behaviours of one predator may distribute across different conversa-
tions. Some conversations provide only a few information, for example, when one of
the participants is offline or is too busy to respond more. However, the same partic-
ipants may start another conversation in another time and provide a large amount
of information. To get an objective rating of the participants, the sentiment score
assigned to them must be averaged. This strategy can overcome the disadvantage of

unbalanced information.

(4) The predators are assigned a score of 1, and the victims are assigned a score of 0. This

score is the same as classification result from the Softmax layer of Fasttext model.

3.8.2 Features and Assumptions

The features of participants are listed below.

(1) Predators and victims are not paired. One predator may try to contact different
victims or communicate with same victim in different conversations (over different
time). Some of the conversations launched by predators may not contain any useful
information indicating a potential attack, while some conversations may reveal a

potential attack but there is only one participant (only predator in the conversation).

(2) Regular users, victims and predators are separated into three categories. The reason
of such categorization is that regular users talk about general topics while predators

conversations meet the three-stage features.

The key difference between predators and regular users (regular users who talk about sex-

related topics) is their behavioral pattern. Many behaviour and psychology related topics
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were reviewed, including: Linguistic Inquiry and Word Count (LIWC), the Knowledge-
Based Conversation Filter (KBF), etc. More specifically, the KBF module builds 51 hand-
coded patterns. LIWC is a psycholinguistics method that counts the number of words.
LIWC is based on the assumption that the ways in which people talk and write provide clues
of their emotion and cognition. Therefore, LIWC can be used to analyze their behaviour.
However, those patterns are hand-coded, while the deep learning method always learns

pattern by itself. Based on the above-mentioned features, the assumptions are:
(1) Predators always want to launch attacks on targets.
(2) The average sentiment score of predators must be higher than victims.
(3) The predators always ask victims questions with attacking intention.

(4) The predators, victims, and regular users play different roles in their conversations.

There are significant differences among their chat contents.

(5) The victims’ chats content may deceive the classifier as sometimes they are answering
the questions posed by predators. However, after averaging their scores, the score of

victims is unlikely to be higher than that of the predators.

3.8.3 Contributions

In this part of work, the Fasttext model is introduced to generate the sentiment score for
rating participants. There are three types of the Fasttext model. As a result, there are
three scores for each type of participants i.e., predator score, victim score and normal score.
These scores are the classification results from the outputs of Softmax layer. The difference
between other researchers” work and ours is that we averaged the score by participants.
This method overcomes the problem of confusion between predators and victims. Aver-
aged score kept the sentiment information from conversations and reduced the impact of
extreme situation, for example, conversations where only predators are involved or victim
act like a predator unintentionally. Previous researcher [4] introduced binary classifier to

find predators. However, this method only takes predators and victims as training sample
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without using normal conversations. The advantage of doing so is that the noise from
normal conversations is eliminated. But the trained classifier might not be able to work

with normal conversations in test samples.

3.8.4 Workflow

Different from LSTM-RNN, which is good at capturing time series features, Fasttext is a
very shallow neural network capable of global feature extraction. Once the suspicious con-
versations are identified by LSTM-RNN model, the Fasttext-based classifier can identify
sexual predators among the participants. In addition, conversations only involving preda-
tors will not be deleted because they may contain useful features. In order to improve the
accuracy of sexual predators identification, sentiment score is assigned. There are three
types of scores, i.e., P, V, N, to categorize participants into predators, victims, and normal
users. The output of Softmax layer is the most ideal score model. A participant with a
higher score in a certain score type among the three will be classified into that group. It
is unlikely for two predators to appear in the same conversation, therefore a participant
with the highest score in P category will be identified as the predator. As there might be
conversations initiated by the same participant at different occasions, the sentiment score
of the same participants is averaged (Figure 3.15). The experimental setup of our research

is described in the next chapter.
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Figure 3.15: Workflow of participant classification.
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Chapter 4

Experiments

4.1 Overview of the System

Detecting sexual predators involves the following steps (Figure 4.1):

PAN2012 . Filtered
Preprocessing

Chats data Conversations

e O

Language Sentence RNN Suspicious
Model Vectors Classifier Conversations

Sentiment Predators
Regrouping Score A;:::ge Victims
Model Normal Users

Figure 4.1: Detailed steps of predator identification.

(1) Preprocessing. All the conversations in the training dataset and test dataset are
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preprocessed by the rules mentioned in Processing Strategies. Each conversation

takes one line in the file.

Identifying suspicious conversations. The filtered conversations in the training dataset
are fed into LSTM-RNN Language Model. The LSTM-RNN-based language model
is trained for expressing the relation inside sentences. With a number of sentence
vectors, the conversation can be presented in a highly compressed way. After the
training procedure, each sentence in each conversation (in both training and test
dataset) is converted to sentence vector. Each conversation is represented by a group
of sentence vectors. The processed conversations in training dataset are used to
train a LSTM-RNN conversation classifier. After that, the conversations in the test
dataset are fed into the conversation classifier. Finally, the suspicious conversations

are outputted for next step.

Identifying predators. The preprocessed conversations in training dataset are re-
grouped by participants. After that, the conversations are fed into Fasttext model.
The Fasttext based classifier is used to score the participants. Finally, all participants

in conversations of test dataset are scored by their sentences of the chats.

As a novel method—sentence vectors—is introduced in our work, an objective evaluation is

needed. Therefore, the IMDB sentiment review dataset is used to evaluate the performance

of the model, i.e., sentence vectors methodology. There are 25,000 reviews in the dataset.

Half is positive, and the other half is negative. The IMDB movies reviews are very popular.

It is easy to compare our result with others.

(1)

(2)

The IMDB movie reviews are filtered by the rules mentioned in Processing Strategies.

Each review takes one line in the file.

The filtered reviews are used to train the LSTM-RNN neural language model. The

input data is from training samples of IMDB dataset.

Each review is converted to a group of sentence vectors via language model. After
that, a LSTM-RNN classifier is trained to measure if a review is positive or negative

(Figure 4.2).
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Figure 4.2: Overview of IMDB sentiment analysis.

4.2 Performance Criteria

For the performance indicators, the criteria from [1] are referred. The author of [3] took
Precision (P)(16), Recall (R)(17) and F measure (18) from standard information retrieval as
measurements where /3 is 0.5. True positive (TP) means the number of identified predators
in the dataset. False positive (FP) means the number of non-predators that are identified
as predators in the dataset. True negative (TN) means the number of non-predators that
are identified as non-predators in the dataset. False negative (FN) means the number of

predators that are identified as non-predators. The accuracy is defined by (15).

Ground Truth —

Figure 4.3: Definition of TN, TP, FP, and FN.
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(TP+TN)

A A) = 15
ceuracy(A) = G p T PP TN + FN) (15)
Precision(P) — (number of relevant items retrieved) (16)

recstomE) = (number of retrieved items)
Recall(R) (number of relevant items retrieved) (17

B (number of relevant items)
P-R

F6:(1+52>'752P+R (18)

The “retrieved items” means the ids of the participants that are identified as predators.
In “relevant items retrieved”, “relevant” means the total number of true positive and true
negative results. Considering the real-world situations, the designer of PAN-2012 [3] hopes
to provide as many suspicious predators as possible. They choose both F-1 and F-0.5 as F
measurement. The F-1 measurement sets 5 =1, which means the contributions of P and R
are the same. Since they want to find more suspicious predators, the P is more important

than R. Therefore, based on (18), the 3 is assigned with 0.5.

The official rank of PAN-2012 is used to compare the performance. The IMDB sentiment

review dataset is used to measure the performance of sentence vectors.

4.3 Dataset

The performance of the models is evaluated on two datasets, PAN-2012 dataset and Stan-
ford Large Movie Review Dataset (IMDB sentiment review dataset) [15]. Performance will
be measured against existing publications on sentiment classification tasks. In this chap-
ter, the property of the datasets will be summarized, covering statistical features, lexical

features, and behavioral features.
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4.3.1 PAN-2012 Dataset

Overview

PAN-2012 dataset is provided in the context of Sexual Predator Identification (SPI) Task in
2012 initiated by PAN (Plagiarism analysis, authorship identification, and near-duplicate
detection) lab. There are two datasets in PAN-2012. There are over 200,000 short sentences
(online chats) and only 1,088 true positive samples for learning. The number of true
negative samples (non-predators) is large. More specifically, it means that there are only
142 chat users available for training. The goal is to find the 254 chat users from more than

200,000 users.

Data Format

The file format of PAN-2012 dataset is Extensible Markup Language (XML). It is a file
format being used to store information with standard ASCII text. PAN-2012 provided two
files for training: one that includes all conversations and the other that contains the ids of
predators (Figure 4.4). The test dataset shares the same structure with training datasets.
Each conversation contains the author id, the message time and the message. To train
the conversation classifier, as there is no label for conversations, the conversations contain
predator is labeled as “positive”. Each message in a conversation in the XML file is filtered
based on the strategies above. All of the conversations are in one file and each of them

takes one single line.
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<conversation id="2c1892c¢998f3e223d57¢28da3b856169">
<message line="1">
<author>edb259c0e0038f38bb200bc20c8cbf7e</author>
<time>04:43</time>
<text>we're not at the mall</text>
</message>

<message line="2">

<author>edb259c0e0038f38bb200bc20c8cbf7e</author>
<time>04:45</time>
<text>hmm</text>

</message>

<message line="3">

<author>edb259c0e0038f38bb200bc20c8cbf7e</author>
<time>04:45</time>
<text>you're gone</text>
</message>
</conversation>

Figure 4.4: A conversation sample in PAN-2012 training dataset.

Statistical Features

The training and test dataset share similar statistical features (Table 4.2). In the training
dataset, there are 66,927 chat conversations with over 97,000 different users and only 142
users are sexual predators. After applying preprocessing strategies (see: Chapter 3.2 ),
the percentage of positive samples (conversations involving predators) is reduced to 50% of
the original size. The percentage of negative samples (conversation involving victims and
regular users) is only reduced by fewer than 20%. There are 60% of the conversations fall
into the length range of 0-20 in positive conversations. However, in negative conversations,

about 80% of the conversations are shorter than 20 (Table 4.1).

The test dataset contains 155,128 chat conversations with over 218,000 different users and

only 254 of them are sexual predators (Table 4.2). The test samples double the training
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Table 4.1: Sentence length distribution of the PAN-2012 dataset.

Sentence length | Training dataset Test dataset
Positive | Negative | Positive | Negative
0-20 1142 51362 2189 119545
21-40 182 6245 274 14711
41-60 129 2482 243 5971
61-80 113 1326 255 3163
81-100 110 853 217 2003
>100 291 2576 506 o817

samples in size. The distribution of the sentence length is similar to training dataset.

Table 4.2: Attributes of the PAN-2012 dataset

Training Test
Type Original | Filtered | Original | Filtered
Positive 2016 1088 3684 1880
Negative 64911 52854 | 151210 | 123229
Non-predators 97547 97291 | 218488 | 217997
Predators 142 138 254 215

Semantic Features and Behavioral Features

The organizers from PAN-2012 think that the percentage of suspicious conversations (preda-
tors involved) should be very low [3]. As people are not willing to share private conver-
sations, they collected a huge number of conversations from Internet Relay Chat (IRC)

channel [3]. One of the advantages of IRC is that the user can choose the topic.

4.3.2 IMDB Sentiment Reviews Dataset

Overview

IMDB Large Movie Review Dataset provides 50,000 binary labeled reviews extracted from
IMDB for sentiment analysis task [15]. It is introduced to measure the performance of

sentence vectors. In this dataset, highly polar movie reviews, with a rate score lower than
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4 or higher than 7 on a scale of 10, are split evenly into 25,000 training samples and 25,000

test samples. The overall distribution of labels is balanced.

Statistical Features

The distribution of reviews’ length is shown below (Table 4.3). The IMDB dataset is
introduced to examine the performance of sentence vectors. Therefore, the length of reviews

is analyzed and about 90% of the reviews are fewer than 60 words. More than 50% of the

sentences are fewer than 20 words.

balanced.

The size of training datasets and test datasets is

Table 4.3: Sentence length distribution of IMDB dataset.

Sentence length | Training dataset Test dataset
Positive | Negative | Positive | Negative
0-20 6807 6943 7051 6942
21-40 3832 3941 3775 3978
41-60 1133 1032 1043 1028
61-80 450 368 371 361
81-100 193 135 172 132
>100 85 81 88 59

Difference between PAN-2012 and IMDB

The distribution of length of conversations is different between PAN-2012 and IMDB
datasets. The PAN-2012 dataset is composed with short conversations (Table 4.3). Most
of IMDB reviews have a medium length (20-60 words). There are seldom cyber slangs in
IMDB dataset. The conversations in PAN-2012 are dialogue-based and in IMDB dataset
are based on reviews. On the other hand, review-based content sometimes includes both
positive and negative sentiment information. It is easy to reach over-fit during the training

procedure.
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4.4 Experimental Setup

4.4.1 Language Model

The LSTM-RNN language model has four layers. According to the methodologies men-
tioned in Chapter 3, one embedding layer, two LSTM-RNN layers with 200 units and
50 (35) time steps as well as a Softmax layer are implemented on Tensorflow framework.
There are two versions of language model as the average length of reviews (conversations)
is different. The time step for the PAN-2012 is 35, and is 50 for IMDB sentiment dataset,
which is longer than SCD’s as the average number of sentences per input of IMDB dataset

is larger (see Table 4.1 and Table 4.3).

4.4.2 Suspicious Conversation Detection

For the SCD task, LSTM-RNN language model is trained with the architecture shown
in (Figure 3.8). The sentence vectors are the last hidden state of LSTM-RNN language
model. Each conversation being represented by a group of sentence vectors is fed into a
new LSTM-RNN binary classifier. The SCD classifier is implemented on Keras framework,
it has a similar structure as LSTM-RNN language model, except that the classifier replaces

Softmax layer with sigmoid layer (Figure 4.5).
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input: (1, 100, 200)

masking_1_input: InputLayer

output: (1, 100, 200)
input: (1, 100, 200)
masking _1: Masking
output: (1, 100, 200)
input: (1, 100, 200)
Istm_1: LSTM
output: (1, 100, 200)
input: (1, 100, 200)
Istm_2: LSTM
output: (1, 200)
input: (1, 200)
dense_1: Dense
output: (1, 1)

Figure 4.5: Structure and configurations of the SCD classifier.

4.4.3 Predators Identification

The predators identification classifier i.e., the participant classifier has four layers. The
input layer with a maximum input length of 500 words is the first layer. The second layer
is the embedding layer. The number of hidden units of this layer is 50. The third layer is
the average pooling layer with 50 hidden units. The number of 50 is the default parameter
of Fasttext [24]. The last layer is the Softmax output layer with three units. Those three

units are the sentiment scores (Figure. 4.6).
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input: (1 ,500)

embedding_1_input: InputLayer

output: (1,500
input: (1, 500)
embedding_1: Embedding
output: (1, 500, 50)
Y
input: (1,500, 50)
global_average_poolingld_1: GlobalAveragePooling 1D
output: (1 ,50)
input: (1 ,50)
dense_1: Dense
output: (1.3

Figure 4.6: Structure and configurations of predator classifier.

4.4.4 IMDB Sentiment Task

The IMDB sentiment task is introduced for evaluating the classification performance of
sentence vectors. This task shares the same structure as the SCD task. As most of the
reviews fewer than 70 words (Table 4.3), the time step of LSTM-RNN is 70. The number
of hidden unit is 200 (Figure. 4.7). The number of 200 is referred from [22]. In the next

chapter, the results of experiment are analyzed.
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input: | (1, 70, 200)

masking _1_input: InputLayer
output: | (1, 70, 200)
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masking _1: Masking
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'

input: | (1, 70, 200)
Istm_1: LSTM

output: | (1, 70, 200)

input: | (1, 70, 200)
Istm_2: LSTM

output: (1, 200)

l

input: | (1, 200)

dense_1: Dense
output: (1., 1)

Figure 4.7: Structure and configurations of IMDB sentiment classifier.
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Chapter 5

Results

5.1 Suspicious Conversation Detection

The result of suspicious conversation detection task is shown in Figure 5.1 and in Table
5.1. It is obvious that the best test result is obtained at epoch 5. The accuracy of sentence-
vector model is 99.43%, exceeding the accuracy of 98.83% with the SVM obtained by [4]
(Table 5.2). After 10 iterations, the performance of the suspicious conversation classifier

becomes stable.
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Figure 5.1: Performance of the SCD classifier.

Table 5.1: Best result at Epoch 5.

Acc Precision | Recall | F-1
Training | 99.31% 99.56% | 99.73% | 99.65%
Test, 99.43% 99.55% | 99.87% | 99.71%

Table 5.2: Performance of No.1 in PAN-2012 competition 4]

Algorithm | Weighting | Accuracy | F-1

SVM binary 0.9848 | 0.9361
SVM tf-idf 0.9883 | 0.9516
NN binary 0.9874 | 0.9464
NN tf-idf 0.9825 | 0.9254

5.2 Sexual Predator Identification

In the sexual predator identification task, the performance of Fasttext model is very stable

(Figure 5.2).

shown in Table 5.3. The sentiment score is generated from Softmax layer of the Fasttext

model. The scores of the same participants in different conversations are averaged. After
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averaging, the classifier finds all of the predators in filtered test dataset (Table 5.4). The

result (Table 5.6) shows that all predators have a very high sentiment score compared to

non-predators. The complete score table is listed in the appendix.
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Figure 5.2: Performance of SPI classifier.

Table 5.3: Best result of SPI classifier.

precision

— test_acc

— w test_recall

Accuracy | Precision | Recall
Training 99.00% 99.15% | 98.85%
Test 98.35% 98.47% | 98.22%

Table 5.4: Result after applying Sentiment Score.

test_precision

Retrieved documents | Relevant documents

Accuracy

Precision

Recall

F-1

F-0.5

206 206

100.00%

100.00%

81.10%

0.8956

0.9555

5.3 IMDB Sentiment Reviews

The language model is built with the same method as SCD and the test perplexity is

126.903, which is hardly satisfactory. The perplexity is significantly higher than SCD’s.

The performance of IMDB sentiment classifier is shown in Figure 5.3. In the training chart,
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Table 5.5: Official rank released by PAN lab [3]. The table reports the evaluation of all
the runs submitted ordered by value of F score with = 0.5. Runs with ranking number
are the ones used for official evaluation. RET. = Retrieved documents, REL. = Relevant
document retrieved. P = Precision. R = Recall

Participant run RETR. | REL. | P R F =1 | F =0.5]| Rank
villatorotello-run...[4] 204 200 | 0.9804 | 0.7874 | 0.8734 0.9346 | 1
snider12-run...[3] 186 183 | 0.9839 | 0.7205 | 0.8318 0.9168 | 2
paraparl2...[§] 181 170 | 0.9392 | 0.6693 | 0.7816 0.8691 | 3
morris12...[5] 159 154 | 0.9686 | 0.6063 | 0.7458 0.8652 | 4
eriksson12...[9)] 265 227 | 0.8566 | 0.8937 | 0.8748 0.8638 | 5

Table 5.6: Part of the predators and victims with sentiment score.

Index | Predators Score | Victims Score
1 | 004ed4354a09e2¢33117335adb24e333 0.97 | 9eblOacea3eb6eb0da7b37acef57a5097 0.03
2 | 00851429h21722a4d62{63a328c601ca 0.99 | ef8fbb24e05c1d18efc7a75a812dabed 0.02
3 | 00d36£64d208c95eeb70af477dib368a 1.00 | 980ffbae20a666d965bb171413352750 0.01
4 | 00fe41de80eb7527¢81{7915ab5a6479 0.67 | 001744005608bb20b997db6d8cabb3a9 0.27
5 | 013dab612d37dcde2cce87da5239{537 0.92 | b3d822f188649acd6401e8289193184a 0.02
6 | 0258ced41335adbdcabela’8cfeeafOc3 0.93 | 2¢7b43a489ac39d98fal8cOfac35fc506 0.07
7 | 0317e4305bb48c86727d9Ib72{720885¢ 0.76 | 061a7cb44143¢259d3edfb892d9197¢cc 0.00
8 | 0cd9be63d9dbfIRaaa03362487{4f2¢ch 0.92 | b6£el182274453b707870b16e5d2ad562 0.04
9 | 0d3edceel7elffaa7d33d252a4175ed9 0.98 | 0f49dfaaaeb336ece90f22ae2c9f7585 0.10

10 | 0f34da674b672786397ec900138159df 0.98 | 961fc4821bc79¢eb9991d658b181ae35 0.01
11 | 0fa23138f5Hb29012c¢1b55cH5a54c072db 0.84 | 7d41c88321223a0598037d0bf8h229da 0.16
12 | 116396538c¢595a129¢60228838d9fcbe 0.86 | 71ed74330fc613418796687c48{74ce9 0.06
13 | 11fa8ca63591175e5c17a8{6874b422d 0.80 | 980fftbae20a666d965bb171413352750 0.10
14 | 13396578ch61bd3ccd2b13¢1650bed21 0.93 | 75df7004b5b3fa600bc4482ded519bfd 0.08
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it is evident that the model starts to overfit after 50 iterations. The training accuracy keeps
increasing whilst the test accuracy and test precision show a downward trend. It means
that the ability of capturing features among IMDB reviews is weaker than the ability to
capture features in PAN2012.

Compared to the training result, the test result of the sentence-vector model on IMDB
dataset indicates that the performance of this model is unstable. Although the sentence-
vector model has an accuracy of 83.2% only (Table 5.7) which is lower than others (Table

5.8), the sentence-vector reduces the length of the inputs and accelerates the training and

test speed.
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Figure 5.3: Performance of IMDB sentiment classifier.

Table 5.7: Training and test performance on IMDB dataset.

Accuracy | Precision | Recall
Training 83.43% 83.46% | 83.49%
Test 83.23% 83.13% | 83.13%
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Table 5.8: Comparison on the IMDB sentiment task.

Model Training Accuracy | Test Accuracy
NBSVM-bi (Wang and Manning [23]) 0.912
Paragraph Vector (Le and Mikolov [40]) 0.927
Paragraph Vector (2-layer MLP) 0.971 0.945
Sentence Vector + LSTM-RNN 0.834 0.832
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Chapter 6

Conclusions and Future Research

6.1 Conclusions

This thesis presents a novel method to identify sexual predators. The sentiment score from
Softmax layer outputs is crucial in the final identification step. The approach of taking
LSTM-RNN last hidden state as sentence vectors is highly efficient as long conversations
are shortened by sentence vectors. The higher perplexity is not good enough to represent
the sentences. That is the reason sentence-vectors-based classifier does not work well on

IMDB dataset.

The sentence vector shows its potential of representing sentence via LSTM-RNN language
model. However, during the research of sentence vectors, the perplexities of the language
model obtained from PAN-2012 and IMDB sentiment reviews are quite different. Obviously,
it is hard for datasets with rich-meaning texts to get lower perplexity. The reason is that
the perplexity is correlated to the number of potential candidate words. A higher perplexity
means poorer representation ability of the language model. The difference in perplexity

may well explain the poor performance of the classifier on IMDB dataset.

LSTM-RNN can learn the dependencies among a group of words. As it is a significantly
deeper neural network, the training speed may be decreased if the dataset is very large. Re-

ducing the complexity of LSTM-RNN’s architecture can accelerate the training procedure.
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However, such reduction will limit the learning ability of the neural network. After apply-
ing sentence vectors, the length of each conversation or review is much shorter comparing
to the use of word embedding. In this way, the classifier gains efficiency and accuracy

without compromising the complexity.

Predators’ sentiment scores are higher than the victims’, therefore we can conclude that the
hypothesis stated in Section 1.2 is supported by the sentiment score results summarized in
Appendix A. Without averaging the score of participants, the result of predators identifica-
tion is similar to Inches and Crestani [3]. Unlike Inches and Crestani [3] who filtered many
conversations (only about 10% of samples kept for training), in our work, there are 80%
of data for training. Therefore, although [3] and our work are equally accurate, the total
number of suspicious conversations in our work is large. The average method excluded the

influence of extreme samples.

6.2 Future Work

In the future, other language models will be explored to reduce the perplexity to see if the
accuracy will be enhanced. In the meantime, attention mechanism [41] in neural network
can also be introduced to detect keywords in predators’ conversations. Potential research

directions, which may bring further improvement, are listed as below:

(1) Character-level sentence vector. Recently, the character-level recurrent neural lan-
guage model shows its impressive ability in sentiment analysis [42]. The character-
level language model has inherent advantage in terms of speed, as the vocabulary is
very small (usually less than 50 for English corpus). On the contrary, the vocabulary

size of word-level language model is usually large than 100,000.

(2) As this research focuses on predators identification, our work does not apply more
complicated models e.g., seq2seq model and bidirectional RNN etc. Such models will

be useful if combined with sentence vectors.

(3) Another potential direction is the application of a tree-like structure to classification
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work. More specifically, the basic idea is letting the neural network learn features
in different time scales by using a composite structure (Figure 6.1). Human reading
inspires this idea. Human always focuses on keywords and surrounding texts when
skimming. The structure below is trying to make the neural network to learn from
the surrounding texts by regulating time steps. From the current experiments, the

accuracy on IMDB sentiment reviews is 89%. This method shows its potential.

' MaxPooling with stride 3

L MaxPooling with stride 6 Sigmoid

I|I W1
|
'| —|| C a t _ 0 n _ t h
* W2
MaxPooling with stride 9 Average pooling
Embeddings and connected

Figure 6.1: A tree-like structure for classification work.
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Appendix A

The Sentiment Scores

Table A.1: List of sentiment score of predators and victims.

Index Predators Score Victims Score
1 004ed4354a09e2c¢33117335adb24e333 0.97 9ebl0acea3debeb0da7b37acetf57a5097 0.03
2 00851429b21722a4d62f63a328c601ca | 0.99 ef8tbb24e05c1d18efc7a75a812dabed 0.02
3 00d36{64d208c95eeb70af477dfb368a 1.00 980ftbae20a666d965bb171413352750 0.01
4 00fe41de80eb7527c¢81f7915ab5a6479 0.67 | 001744005608bb20b997db6d8cabb3ad | 0.27
) 013dab612d37dc4e2cce87dab5239f537 0.92 b3d822f188649acd6401e8289193184a 0.02
6 0258ce41335ad5dcabela’8cfeeafOc3 0.93 2¢7b43a489ac39d98fa8c0fac35fc506 0.07
7 0317e4305bb48c¢86727d9b72{720885¢ | 0.76 | 061a7cb44143¢259d3edtb892d9197cc | 0.00
8 0cd9be63d9dbf98aaa03362487f4f2ch 0.92 b6fe182274453b707870b16e5d2ad562 0.04
9 0d3edceelTelffaa7d33d252a4175ed9 0.98 0f49dfaaae5336ece90f22ae2c9If7585 0.10

10 0£34da674b672786397ec900138159df | 0.98 | 961fc4821bc79eeb9991d658b181ae35 | 0.01
11 0fa23138f5b29012c1b55chab4c072db 0.84 7d41¢88321223a0598037d0b{f8b229da | 0.16
12 116396538¢595a129c¢60228838d9fcbe | 0.86 71ed74330fc613418796687c48f74ce9 0.06
13 11fa8cab63591175e5¢17a8{6874b422d 0.80 980ftbae20a666d965bb171413352750 0.10
14 13396578cb61bd3ccd2b13c1650bed21 0.93 75df7004b5b3fa600bc4482de4519bfd 0.08
15 135e36¢23b4583cded18d002aabaec99e | 0.97 d4ea20cbe75ff6e1a84882d38deb72a 0.03
16 13£79bca695765c026ecObac88057ed3 0.77 40625103c6a477d392455b7c72£3f582 0.05
17 154e01cc3d25b6e2{8c35a7570ff9eab 1.00 | ebae90703304332214a41c01b6932953 | 0.10
18 1643a1e356¢2529d13182721b98cf7c3 | 0.99 | 1bd4a96355c82d6ae72e343525¢0£532 | 0.05
19 1833c12eb28¢2e7df1a70a562b577866 0.94 f1fbeOabfe54d45d2bdb5dab57c77ecT 0.01
20 1caa782b9543e4306251525f6eb627a3 1.00 815de8eb13¢20cc0ff35384abacbead2 0.00
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21 1ce293a325{7dd80acf15df1f91c9f3 0.98 57077572896¢c8c0bc695424a87b941f6 0.00
22 1e0a3122f95e35a5c8f3b8d58bsbab6b | 0.97 | 5c¢5b806fbd1826340209616ddb9ed767 | 0.02
23 1f1a75629291fde59452519a827524e6 0.99 | 30dc9744917f95d1254£c34bb05b3210 | 0.00
24 1fca6116ec740de552045f66b6651c56 1.00 82a42c3ebfd83735f1aaf93cf8adf7e3 0.00
25 2057ae915271cbdab4e23ab90£2a901 0.98 | a6d5de9b5e00b181fc3bed1fcd94953b | 0.50
26 214ec93027486ebd3f24fdec660d616e 0.88 ffeeeb5¢53e9669{016238c0b61c0313 0.03
27 2192d364fbb5402f1d404db42edadbed | 1.00 | 961fc4821bc79eeb9991d658b181ae35 | 0.00
28 22f6e583a3bd9165ab2fbbab8d0b8eed | 1.00 | 220840d2c4fda35d80b9e3855263d7b9 | 0.00
29 23b5al68f3f9alced4cb1d9d6d04b765 | 0.99 | {5231a4bd4c29f4d613b450bal23162e | 0.00
30 246ec88472d59ba9422025039825d62f | 0.88 e372ad16b9tbfeedd9cdeft523cc06a9 0.07
31 2856ad87904c49564c17c86d3ab8121 1.00 9498¢ff62ca3992ca606d9f3744891a 0.14
32 29d5ef89¢71b7632c0b1f995c21eafla 0.88 815de8eb13c20cc0it35384abactead2 0.21
33 2a25997e28333954d0d873716768ec34 | 0.90 3ecc23e95e¢70d0e24a74£811c3ab082 0.04
34 2d1e0e4088a65d61728e8b979636efe? | 0.91 | 459f7bbcf73a8dcdb5222825291cd04b | 0.35
35 2e0d170f2addfb004819424a2daaba73 1.00 £748dcbd3f115ecab64ecabbe32dbic2 0.01
36 2eba3cbbT7lebeabaf3ededd 7Th898f99d 1.00 3e4a51f98397c7b41ea8eafa7d0f6al2 0.00
37 30b317a34a320b9babe23f5bcab38b5f | 1.00 | 980ftbae20a666d965bb171413352750 | 0.00
38 31e98ef0d10792e3e35fa231164e€9199 1.00 4f1ae0e7c29bee0792fb1b5f2843984¢ 0.02
39 340e382d71025a15ec052d0ad9393ef6 1.00 | 94{8a0e034cadbead912808a22482d3a | 0.00
40 3485817703e8f1cbd2efadealcct3dfe 1.00 3e4a51f98397c7b41ea8eafa7d0f6al2 0.02
41 35a3f9f9bd68e3d37bef8bac91b9d956 | 0.93 b67171b8f016838415fc86a899ae354 0.00
42 398cab8240d8a5a9f5f201115¢0337c6 1.00 8f47cc183d1bade83balefsdebb83eaf 0.59
43 3b134d48a7081997ca2f5a1246756362 | 0.85 6belcbadbfefdf24824c32dath09cdcl 0.01
44 3d6b07242981c46ce8e39a53e9a2aech2 1.00 82a42c3ebfd83735flaafd3cf8adfTe3 0.00
45 3e6bb10fbe0e8349709c65b56519¢034 | 0.98 | e03aa9707bd13f180ch17aelad7e9da2 | 0.09
46 3£549ccaf0d22¢91d26¢65{43bed 2b{0 0.87 5¢91act8c2808994d9681a0ee5d28ea3 0.66
47 417ac946ab237e5d57c64a0ab6d8b34c | 0.89 39cf15419¢600a8bad 779ec994b98577 0.01
48 41e9fb56564ec12597cbb36786d47f6d | 0.99 | ac23b9b6adc8307577177476343d4f9b | 0.04
49 426d0b70843d16c¢615f6e754c5b718d1 | 0.92 36b5{84e4baff27948d4a21{91b7226b 0.40
50 427af0d4da0b5d2aedbdOcaeldd9cded | 0.89 82a42c3ebfd83735f1aaf93cf8adf7e3 0.00
51 43e7ccd4248879279780e6bfeb0b733c 1.00 457b652a8f082907ee645289708d 776 0.00
52 44db68c3dae6t5923c44af555¢28c02e 0.98 | bdbd79de6f1ec029467d0977al2a69a0 | 0.00
53 46772080e6727b055bbfe7b50211d4cc | 1.00 7a3f4b2ed72d412c16a349e72ace8284 | 0.00
54 46a159ebabbde8fde4ff78a38¢920508 1.00 | 7a23d93b4f1799cd39c¢11648b52f601a | 0.04
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55 471b5cd792ff3cc22bda06bd170aab57 | 0.92 | 406508697627cbadba540669704114ac | 0.04
56 4944564d67ca6d1f00e479f444401732 0.96 €01a627489e8ec6f168ded8f20fe7hef 0.37
57 494c93b9b7eee9d6c576891426e509chH 1.00 | 961£c4821bc79eeb9991d658b181ae35 | 0.46
58 429332d7466b98d11¢23e4447b26460a | 0.95 | b6£fel82274453b707870b16e5d2ad562 | 0.06
59 4b4887¢2dc505b40902905b122fde2cc | 0.99 6a00303d6ed74aab25¢3£12914¢5730 0.05
60 4¢df39d72c65b4655d6541769a777ad6 | 1.00 0£33af8b{285dd95¢329bf725744420d 0.00
61 4f9a0adc13aa247f7824f4b59a868b57 1.00 | 220840d2c4fda35d80b9e3855263d7b9 | 0.00
62 505d828e96b70fd4c5205428265d8492 | 0.93 | b6fel82274453b707870b16e5d2ad562 | 0.00
63 519dae81bfe020e6be9ddlabb35dab9a6 | 1.00 ef2¢464312e0ff5bcc8d709061b52952 0.09
64 54b595£1920b5b1988e907ea693303b4 | 0.80 abcfd0f80588fca7f8633b6957876¢7a 0.09
65 5778ac8dctfe9bbact3c0415fdb362d6 0.98 565027aeldalctbeclbac20ce04390a5 0.02
66 5882abbla367ec8bf440c5cha0f1bbad 0.74 8dcf8h6239£3362f9718d0b9f4alal07 0.20
67 5883af7738972312e1284e0c489eal83 0.89 82a42¢3ebfd83735f1aaf93cf8adf7e3 0.02
68 58¢43e0e5588dd90891495bad 7827045 | 1.00 | b027fbade06922a744d8b08acabiabeh 0.12
69 5914020£36aft3c419faf247b6£258e0 0.93 lcd17fce23a3889173b1589e9a7b28cc 0.06
70 5929d79£59895b6093f3dd9663{62a9e 0.93 | 8ea24013de621efe3b3465d360c45c3d | 0.19
71 5a304eal8fla9aa03d68el5bleabb9fad 1.00 d5053979{47£33305af03c4e723e77d3 0.03
72 5bb7e166£2¢2896bb004£3480e02ae46 0.99 82a42¢3ebfd83735f1aaf93cf8adfTe3 0.00
73 5cdb7dd92d140d9e5a08dfc19ae27d29 | 0.88 9df9d18534885d4387f2997aefa94 1ct 0.11
74 5ebbal9a77c¢082af105971d6¢c125b662 | 0.87 | 961fc4821bc79eeb9991d658b181ae35 | 0.03
75 60550136¢c7137cTbce94baelfd82967 0.89 | fb1d96b82911c7el561bcd24eedd8bda | 0.04
76 622€2124832a7abacf9a2b2555¢25784 | 0.95 | 5c¢5b806fbd1826340209616ddb9%ed767 | 0.53
7 62760245391c6d56088d814bea04baad | 0.92 871228b3ecceb4d587815f064069fe94 0.03
78 62760245391c6d56088d814bea04baad | 0.93 9d2f75377ac0ab991d40c91fd27e52fd 0.16
79 6345bcedec032d568eca99747974bdf1 1.00 | 85fbc933668116f84a12127cd54dcad8 | 0.00
80 65ecc13d728602045d1d84b77e0474fF | 0.94 6b042182b54c9c5£366b661b9fdca2bf | 0.00
81 66b8348255da2fb9e27adc6cbcb439ce | 0.91 7f0bea2dff091e94609462ae3b3c851¢c 0.03
82 676fa29dfde8bedcfIb66fa6c84f9712 0.99 4ed1b85231ced8t57{c28d8062b9773f 0.00
83 68e88c¢75d75c09f0d45d6e9a75e9ddfb | 0.81 | f7bab07db5b5b1150eabf5707f0334dd | 0.02
84 699b069fef306f158bfe52c¢f05113b36 0.94 | b6fe182274453b707870b16e5d2ad562 | 0.05
85 6a276896d461828a3f702844bd82988f | 0.95 €102b937f5fdf21d398d6ab59ca7cbl4 0.23
86 6af7c6e2cc70fef59333790cd8e2b18f 1.00 c664b9f7df7fc275d0b9aa716ac010a 0.68
87 6ef9f9649aa87afdbbcdbeeceebe2b52 1.00 5¢91act8c2808994d9681a0ee5d28easd 0.00
88 72e2bd2a69d91902caa26e8702f01c5a | 1.00 | 406508697627cbadba540669704114ac | 0.01
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89 732fc6ff0b18799fcHfcaddedacch3eb 0.92 | 3d3760cef49636d3746be30522b4897d | 0.14
90 7365be0fc06896693916{0£82d 5771 0.67 | T7bf36bdea5e8c3320d31e58a07a516e0 | 0.00
91 741a79eea7fd536df71ec6722del4765 1.00 | e56d1b90b826ed4457141819a26ad068 | 0.01
92 743d52489{870e18bbd8b5b7b9b0f765 | 0.83 | 8c4078d55ba07096949e82{0993a423b | 0.01
93 77c3343794c5216alcf41b742019a01 0.78 6a37el1546aced 7686185ac3fab4f99b4 0.00
94 7a98{41fc8de58902662208997f6b{0d 0.99 8chdaf40c7dal8laaaac27{2f946fc32 0.01
95 7b0c80¢33906e696cf4ed37bb244730f 1.00 931ec03eeee8c0899a03830bc14879fb 0.68
96 7bb9dal0e9230e70080c12{53f294186 0.77 31e05d07bcbafef6ea044c9471b52437 0.20
97 8164381b4ae95713c7266cba00fecldf | 0.95 b654cfec344468ab6{8116£55¢8f0524 0.12
98 828181£3b2267abbb73fe963db405799 | 0.82 | 482bf4b451d320b2e16{61d535ae89c¢6 | 0.00
99 8337ec42f09d2dc8798fb9e0c49f4adb 0.98 | adafl67b95b79198535d0902f7a31d55 | 0.00
100 84fb828731f4e234c54¢82158127e73e 0.81 | e03aa9707bd13f180c517aelad7e9da2 | 0.06
101 8596c082ca02cf3d2e40682389{76a47 0.97 | 4423d67017f371bb5b7218053f06def1 0.01
102 863944481b27174408f90548a3ad21da | 1.00 931ec03eeee8c0899a03830bc14879fb 0.00
103 86acb75ad942a8df784694ad33c83068 | 0.79 a62c0ff13833a0371552a56a071fbd59 0.10
104 86acb75ad942a8d{784694ad33c83068 | 0.82 64add4ebed448cd3t56be9adf09a464f | 0.04
105 879421089f4a256e5677c3ae5{f1d007 0.74 | 5cbb806fbd1826340209616ddb9ed767 | 0.00
106 87eb0510ab6472e60cd0927b83efd695 | 0.95 €102b937f5fdf21d398d6ab59ca7cbl4 0.01
107 8911f2a3c2dff01a285992ce7d8ffdb7 0.83 | ¢025a40898e66796588a7cab4c5506e4 | 0.13
108 89393cH£8206aec3e70d0acbaraeObtt 0.96 cc63b734fedcd8ccd5e26383c06c3a45 0.11
109 | 89919b2006145973148tbeddb3b2c8bl | 0.56 | 0aOb5d1b3dc71006100b74ab85£6496e | 0.40
110 8bcb850e59d7845b03be61c9af071a7a | 0.80 933e78953b20e38832e9cf552{232b14 0.03
111 8{01£3b4d2a831348fab53b145541647 0.98 | 79a6de39d7b31b3c62celc21c8al0a02 | 0.32
112 8fa35fb5fdb736bea000e1723d64{888 0.85 | 961fc4821bc79eeb9991d658b181ae35 | 0.15
113 91d438bf311a18ab6d1c321f26a18915 | 0.92 €54693d48ef94e967f29890c1cfb072f 0.00
114 92694694425a2c¢90fb417eabc2e8c9tH 1.00 | 0da31bd56f003f3466804bdc021cle7a | 0.08
115 | 941dd80263686adb071df2172badd426 | 0.94 8956fe7bf020de2f09593443b3d9d1e 0.14
116 949d060631cd32c4b9029eaf95£3414d | 0.79 4eldebcfd5b74722999fa538b53160c4 0.05
117 9577d9bd8723a3fa3574b7f6b4ce496f | 0.86 | 09baad77b045fd5abca2867933200de3 | 0.01
118 9692{883e561¢47204ccfdbbaa9d0e74b 1.00 82a42c3ebfd83735f1aaf93cf8adf7e3 0.00
119 981413827a61886823c1af945aefac80 0.95 | €a00941154bf3843b5b146ebcd643c96 | 0.12
120 991de8460a4282b22bae77887al179a76 | 0.91 | bbeae2ee96c59691b7268449¢2459726 | 0.01
121 9b41c89e13926247450957dce9d57a61 | 0.89 7e8fb00f4320922655{fd3a6d2fbalef 0.00
122 9cb9467c4859b06{79298d737ada9e3b | 0.87 | adTeace67ec36839ddb9cd868bdc3a33 | 0.11
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123 9feb1fc1d20eflc7bldb0eda0983bedf 0.92 5¢91acf8¢2808994d9681a0ee5d28eald 0.04
124 a12332£18b35£3717dd7c¢9ac99b00fd6 0.99 aec3f14fabd0f642d334640acf8798bc 0.00
125 a19fe0297028decce0232f30cd8cfdee 0.98 ¢35£0c98fd27e760£f04225ca03ctb01d 0.00
126 ala8e6abdb3374ac3254c9113bdel67f | 0.80 €032a9707bd13f180c517aelad7e9da2 0.04
127 a1e84919f4222f969d4778bfle8cf8ec 0.99 5103c9fa010e8a83c2eecd4985712¢ec 0.00
128 a23878d255460147a5430b03a9¢83236 | 1.00 | 220840d2c4fda35d80b9e3855263d7b9 | 0.00
129 a26b8d01e634¢3e60b76d786355¢250f | 0.76 e62deefle514d6d9f31dfce6e6561a29 0.07
130 al3eb372dfbdall0ad79bbe38c2eleldd | 0.70 | £5231a4bd4c29f4d613b450bal23162e¢ | 0.00
131 abe8d5a6986418cae2faa2c72bb48d57 | 0.73 | 5¢5b806fbd1826340209616ddb9%ed767 | 0.10
132 abee20257eb8318ec9669b2eb5achbb6d | 0.82 5c91acf8c2808994d9681a0eebd28eal 0.37
133 abfac78fal190cda784c4c63a93b402b 0.99 48b9682a5513419503d£7{6f089c2d5d 0.09
134 a76df474ab62275e0c9bb70a7f126874 1.00 | a099e31473bed57f656571aab7501232 | 0.00
135 a84c8ffe8d99ac00ff0801a2dfaae86d 0.78 €a83356e7a3329¢1f9982649127f07b 0.27
136 a8b182fd0d335a0966627c61cd0f25eH 0.95 | 0Ocdlab6c42f4b100d423249301ac8eab | 0.10
137 a8e6e3985a82dfde8ee95b5f099ec606 0.76 | e03aa9707bd13f180c517aelad7e9da2 0.04
138 aal6eldfa95805ele5e477a9789d43b8 0.89 | 47eeb90302a26cb6ala795d4ade33f13 | 0.00
139 ac07079f18fcab57692a57¢0926 78052 0.93 a0d64886¢5¢1d4b86eed2{6e5f2da228 0.01
140 ad18bf6462a3d1b98678dd38b27d8cf3 | 0.94 78t700d3bbf54dd64d40f4ead9f66ch3 0.02
141 | ad3403c013a364bbdel85b702aa5735d | 0.90 | f52b29edf8ela7d8e3a2b2e99dbd80e0 0.00
142 aea823db920e3cd17bb2bth91968b9cc | 0.99 | 4c¢2e4f195132a9888d10b1753d3d8e9a | 0.02
143 aeff16¢570c7ae7285ccc23de3105£20 0.50 7185e3ea274ach228a6e5309c598570e 0.19
144 afa81bc41103f8a693eff3e530e5071d 0.94 | 6d144ccd29cad950b3da60164f04a0ab | 0.02
145 b08cc9daf730722a8eedcd9a4a20c179 0.93 | 5¢hbb806fbd1826340209616ddb9ed767 | 0.11
146 b0c51b89%e81a656ab852c¢5bb385a10d2 | 0.88 | f0de9cd1b67£83664dbd1c63858a9660 | 0.20
147 b16b5830e07a56afbab8214056774670 | 0.71 18a355£80308b63aecabeftf77cfeeddf 0.00
148 b18ae7c450091f1f200e896d765cce6d 1.00 c936{td9889f3eaca95042f95649ba46 0.00
149 b61c86937£29437dbab6cac2be8a9734 1.00 | 001744005608bb20b997db6d8cabb3a9 | 0.00
150 b62e6a62244b39a8f3e53aa275b642ee | 0.98 ea83f356e7a3329¢1f9982649127f07b 0.11
151 b667823f42c50bbace6{f2122f6¢1d26 0.95 | 2981258a000393a121125dc3c17e120e | 0.12
152 b6a782084087165405382131b5{28388 | 1.00 | 1b94226cc32bb3b6077da2625bc41lde5 | 0.00
153 | b6dcae8d89b7d90d0d1bbc20d57e038b | 1.00 0675c0d47157fedeee4 7dOebe5cblehf 0.01
154 b6ef9895ab9c6b4784c3fa25bbecbed26 | 0.95 f748dcbd3fl115ecab64ecabbc32dbic2 0.02
155 b8931a8b614fb54£6051Fc75£39db29 0.93 21db5ebead0c0943992f22b04£224b5b | 0.05
156 b8e3a82f26d3320fa091e31879163cd3 1.00 | 7728dblelab65fe9a3b62919786da322 | 0.04
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157 bdafa86£462af0c18683a184784b0ea’ 1.00 | T711lc49aa37a9e2d34a60751534afa955 | 0.00
158 be26a9249e¢21581097e6£87388f108d 1.00 cebe3455a0f07f9646d46fbffd1845¢1 0.01
159 befd81c00fb58b4f4b06e1b70c44ed 22 0.98 609e28735{0f537adab04efedd4bd 74 0.00
160 c05dab2bc28¢161ccef69000520dc050 0.93 | 5¢hbb806fbd1826340209616ddb9%ed767 | 0.00
161 ¢3e302119676d8e7ddd7bab791d2876a | 0.91 | 8c4078d55ba07096949e82f0993a423b | 0.00
162 ¢4155cd04b12e8b58f693{572cfa5b3 0.96 | b6£el82274453b707870b16e5d2ad562 | 0.02
163 ¢483a618171c8a6bd691ea7f238{8e02 1.00 | a6d5de9b5e00bl81fc3bed1fcd94953b | 0.00
164 ¢b502c7c9bbbe28508a3e19ec869f6d2 0.99 457b652a8f082907ee645289708d 7716 0.04
165 c772a30d41ec8c754d95411ffcaf65b6 0.83 | e4bad96310d75df2770ecdcd28cc7bb8 | 0.06
166 €92808e9cfb0834a62a670e613637377 0.89 | bTefl0a3deaab60abd5dcad89a941e41l | 0.18
167 ¢938£cchbd1690526£6045H28820c0a48 0.85 6e8c876¢c80a2ce6412b4ea28715¢Tcal 0.07
168 c9ead9falac71e6001d63acbal36f9bf 0.98 | 2f4986a1329d408089e739afad4d16d6 | 0.00
169 ca01f49c¢85d74e87tbaddbb693caad24 | 0.98 ¢10c2dfe2fba9d6800341fb16ac29990 0.36
170 cae47192005181a1385ede9804683459 | 0.88 1aa74fb207bdd9e22fe0c57f4093e34c 0.03
171 cbab1b9a845eaaac97c19dfd9ab70bae | 1.00 dff059af5730d3e67cde4 7926738529 0.00
172 cbfd26b58220285268atb6e6196b3953 | 0.87 | 0a0b5d1b3dc71006100b74ab85£6496e | 0.07
173 ce3e508482{7e3d5d9e53280b394658a 1.00 ab4df4ddd4f148feb4869e852e¢766436 0.05
174 cfddadbdleTeecc09268b3fdecc66b48 0.88 | 5chbb806tbd1826340209616ddb9ed767 | 0.00
175 d22949ad1bb6742¢510ec2542de36¢33 | 0.95 11367efldcacb4a7f5a0c6804d0c1bbe 0.08
176 d2cd98d625d8{8d91f78497efd39a74f 0.75 cdc113531c0bb92df5ef1708dfebefba 0.04
177 d4abf350fcdc1450060a68ec20a7f053 1.00 82a42¢3ebfd83735f1aaf93cf8adfTe3 0.00
178 | d7232b053d73b0b7e45605128210527b | 0.83 | T711lc49aa37a9¢2d34a60751534afa955 | 0.01
179 d8ddf110fd8a92¢11132d7501321c76f | 0.91 | 8c4078d55ba07096949e82{0993a423b | 0.01
180 d98d28e6fb1888861c7140af1f2b74fd 1.00 £4113d73c0b80c35¢5e085¢01£736ab4 0.00
181 d9a3b807fed99050e9dee44d00c60221 | 0.87 95e6690e70956{690f4dd 7faa80d1054 0.05
182 dacf132a918dc8abad5206a92e262e¢a4 | 0.90 | ebd4084217e44b8d49128722cdec749e | 0.00
183 | dbcd9c84d9ec6bde74aad5c2a432db64 | 0.96 f08145bf128af0fc074c4506fd42f998 0.01
184 dee39ba63£872d10458eal1b7939f606 0.98 | ad8e811a20a36e7db264d191ledabaebd | 0.04
185 defdb34500e13fde60c3be70adebbecs 1.00 3e4a51{98397c7b41ea8eafa7d0f6al2 0.00
186 df684f7b3182ba07cabc501e28acT16a 1.00 | c0973cf4a28d7d51a039eb2ebd2b4212 | 0.00
187 dfdf23529f9d613f84¢490b0552084 7 1.00 | £5231a4bd4c¢29f4d613b450bal23162e | 0.00
188 €0231602b0e6a838561fe3099eceft89 0.98 24a7e6091£82cd4745cd4adf52d087ab | 0.00
189 €2c813{967fedcb97e2f4c769d8cf2ab 0.88 | f0de9cd1b67{83664dbd1c6385829660 | 0.00
190 €2f00473¢c1d8bc8331b29ab36e¢99a215 1.00 | a0d925c¢439259¢97e99chb8bacd9c596 | 0.03
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191 €3e5b973e71£d9597cfcd99e56e560c6 1.00 5¢50dd18ff0b53e722a435¢ca72d298c0 0.00
192 eb0bhdf92f1b6d75079d353cbc06d40f | 0.93 | b6fel82274453b707870b16e5d2ad562 | 0.00
193 eb38e8279981c9f04dd6641cfdcf7200 0.98 78£700d3bbf54dd64d40f4ead9f66ch3 0.04
194 ebf53d8bdad8e57a3abcd044e€76995d5 | 0.91 abbadaedc7c21d1d69882eef8ae210b1 0.73
195 eca016¢c839f80£82594980b742bd66¢ 1.00 | d6af724£3213a65f081d4ab1d0bd10b3 | 0.00
196 ecd4475669c6d77bit54f09ead8cbea2 0.95 1b9f0700e07dc64cebicadedcd3d723d 0.02
197 €d246e489407df944749dc0870274679 | 0.90 | ad8e811a20a36e7db264d191ledabaebd | 0.12
198 £3623baecefb4518f4a96244666575a0 1.00 €88¢8¢910cc83c938{ta697c084d1Tt7 0.10
199 £3ad33ee8b47c479ad986£8913d2958b | 0.97 | 47eeb90302a26cb6ala795d4aded3fl3 | 0.00
200 £3d58ec3d6459576b1{f2d5a4b0db260 0.77 | 5878236d40a1f4093c07b4506b2d7a2¢c | 0.27
201 £7808b0404£746ef62d36250b04c9fd5 0.91 4ed1b85231ced8f57fc28d8062b9773f 0.00
202 8f4f2edad89eb78dd11b3al33b63a65 0.80 | a94e3c79b963bd835001f1e89648046d | 0.00
203 faddelch70225e72e78a5836425471£5 0.89 18a355f80308b63acabeftf77cfecddf 0.00
204 fbac8433e1312fcdd99538af65c48ch7 1.00 adaf6ad0cf42fe9d072e52980e35¢ch9 0.37
205 fce23cedbecTbedef65385dca0575523 0.80 b03efd14{0£503f604facbdb66aa8065 0.12
206 fdf55¢9225072183b4110c81d233170a 1.00 4d9a74{4b47272a9a2c¢12b816{9ffb 782 0.00
207 fe24ec053260d5cb09ebdfeb28bbbb4l | 0.68 | f52b29edf8ela7d8e3a2b2e99dbd80e0 | 0.03
208 fe784e376f0fec7691b114f16d7f953¢ 0.96 815de8eb13c20cc0ff35384abactead2 0.18
209 fe784e376f0fec7691b114f16d7f953e 1.00 7¢510f7c0d23c2e0c68452d8alc4f311 0.02
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Appendix B

Training Logs

Table B.1: Training log of suspicious conversations classifier.

epoch | acc loss Ir precision recall test_acc test  loss test_ precision | test_ recall
0 | 0.981670834 | 0.064239611 0.001 | 0.988315016 | 0.992907813 | 0.989503245 | 0.030433353 0.997009846 | 0.992269125
1] 0.987730679 | 0.038143008 0.001 | 0.992345005 | 0.995060731 | 0.993606914 | 0.021395787 0.99677627 | 0.996698721
2 10.990124692 | 0.03104671 0.001 | 0.993793737 | 0.996068641 | 0.991619876 | 0.024874741 0.996635898 | 0.994790506
31 0.990822945 | 0.029745989 0.001 | 0.994442731 | 0.996123892 | 0.993866094 | 0.020655314 0.997459403 | 0.996281233
41 0.992044889 | 0.026411013 0.001 | 0.994683504 | 0.99714812 | 0.991360697 | 0.030922482 0.992095681 | 0.99913911
5
6 | 0.993516211 | 0.021665116 0.001 | 0.995725627 | 0.997610324 | 0.993714905 | 0.02087828 0.997287518 | 0.996307689
7 10.994239401 | 0.01845503 0.001 | 0.99642092 | 0.997664039 | 0.989589639 | 0.030542243 0.997928315 | 0.991413492
8 |1 0.996708228 | 0.011962818 0.0005 | 0.998082432 | 0.998534032 | 0.993498923 | 0.023729459 0.995662063 | 0.997703783
9 1 0.997780545 | 0.008511666 | 0.00025 0.9984655 | 0.99925293 | 0.993239745 | 0.026522336 0.996316282 | 0.996784433
10 | 0.998528674 | 0.006599102 | 0.000125 | 0.999002666 | 0.999484111 | 0.99416847 | 0.026090417 0.996507283 | 0.997530581
11 | 0.998802989 | 0.005792717 | 6.25E-05 | 0.999234353 | 0.999533405 | 0.993693307 | 0.028994139 0.996823465 | 0.996741571
12 1 0.998977551 | 0.005235823 | 3.13E-05 | 0.999310698 | 0.999637615 | 0.993822897 | 0.029615334 0.996360991 | 0.997331442
13| 0.99897755 | 0.005138251 | 1.56E-05 | 0.999310436 | 0.999637615 | 0.993628514 | 0.032878343 0.996582338 | 0.996919118
14 1 0.999027427 | 0.005016995 | 7.81E-06 | 0.999336145 | 0.999663591 | 0.993887691 | 0.031505052 0.996345455 | 0.997427051
15 | 0.999027427 | 0.004927453 | 3.91E-06 | 0.999362122 | 0.999637615 | 0.993714906 | 0.03119694 0.996605243 | 0.996988255
16 | 0.999052364 | 0.004936947 | 1.95E-06 | 0.999362122 | 0.999663591 | 0.993909289 | 0.030598156 0.996642769 | 0.99714076
17 1 0.999052366 | 0.004914342 | 9.77E-07 | 0.999362122 | 0.999663591 | 0.993606913 | 0.030722792 0.996545053 | 0.996943376
18 | 0.999052364 | 0.004908533 | 4.88E-07 | 0.999362122 | 0.999663591 | 0.993801298 | 0.032853421 0.996499551 | 0.997187057
19 | 0.999052365 | 0.004904883 | 2.44E-07 | 0.999362122 | 0.999663591 | 0.993088557 | 0.035249219 0.995663015 | 0.997291846
20 | 0.999052367 | 0.004904687 | 1.22E-07 | 0.999362122 | 0.999663591 | 0.994082076 | 0.030539524 0.996608156 | 0.997359425
21 | 0.999052366 | 0.004903807 | 6.10E-08 | 0.999362122 | 0.999663591 | 0.993995684 | 0.032810482 0.996566739 | 0.997322019
22 1 0.999052366 | 0.00490319 | 3.05E-08 | 0.999362122 | 0.999663591 | 0.993477325 | 0.032823296 0.996273313 | 0.997074065
23 | 0.999052365 | 0.004902906 | 1.53E-08 | 0.999362122 | 0.999663591 | 0.993952487 | 0.030242408 0.9966901 | 0.997139919
24 1 0.999052365 | 0.004902726 | 7.63E-09 | 0.999362122 | 0.999663591 | 0.993866094 | 0.030759574 0.996627573 | 0.997114134
25 1 0.999052365 | 0.004902611 | 3.81E-09 | 0.999362122 | 0.999663591 | 0.994168471 | 0.027264981 0.996738415 | 0.997311929
26 | 0.999052365 | 0.004902543 | 1.91E-09 | 0.999362122 | 0.999663591 | 0.993822897 | 0.031970249 0.996450707 | 0.99725247
27 1 0.999052366 | 0.004902504 | 9.54E-10 | 0.999362122 | 0.999663591 | 0.993477324 | 0.032815973 0.9962053 | 0.997132686
28 1 0.999052365 | 0.004902493 | 4.77E-10 | 0.999362122 | 0.999663591 | 0.993736504 | 0.033195102 0.996339184 | 0.997272282
29 | 0.999052365 | 0.004902489 | 2.38E-10 | 0.999362122 | 0.999663591 | 0.994082075 | 0.030099588 0.996806153 | 0.997165125
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Table B.2: Training log of predators classifier.

epoch | acc loss Ir precision recall test_acc test_ loss test_ precision | test_ recall
0 | 0.909223119 | 0.377899998 | 0.001 | 0.851615178 | 0.841527491 | 0.933695652 | 0.230369718 0.930140586 | 0.926968827
11 0.923484706 | 0.256864503 | 0.001 | 0.933372217 | 0.911474948 | 0.945693191 | 0.188850313 0.938583823 | 0.933490566
2 1 0.937417902 | 0.212808147 | 0.001 | 0.946956867 | 0.924563708 | 0.955434783 | 0.155332893 0.952013699 | 0.945365053
31 0.947410396 | 0.178152724 | 0.001 | 0.954944507 | 0.937370989 | 0.961751436 | 0.130906967 0.96150403 | 0.954963084
41 0.953837493 | 0.152694581 | 0.001 | 0.96104908 | 0.946706699 | 0.967186218 | 0.11265928 0.968081149 | 0.961484824
51 0.959326328 | 0.133717008 | 0.001 | 0.965092368 | 0.952758491 | 0.971534044 | 0.101215345 0.973376843 | 0.966776046
6 | 0.963032464 | 0.119006287 | 0.001 | 0.968570961 | 0.958059673 | 0.971800656 | 0.089830546 0.973523598 | 0.968662838
7 1 0.966550948 | 0.107807761 | 0.001 | 0.971912931 | 0.961578157 | 0.974507793 | 0.082856116 0.975722544 | 0.970836751
8 1 0.970397823 | 0.098161267 | 0.001 | 0.974753584 | 0.965612685 | 0.977255947 | 0.07828269 0.978887548 | 0.973789992
9 | 0.972415087 | 0.090442621 | 0.001 | 0.976624532 | 0.967817602 | 0.977912223 | 0.073085091 0.97958026 | 0.97514356
10 | 0.974479264 | 0.083488603 | 0.001 | 0.978456879 | 0.970163258 | 0.978937654 | 0.07097886 0.980785231 | 0.976066448
11 | 0.976449615 | 0.077627018 | 0.001 | 0.980281324 | 0.972368174 | 0.980844955 | 0.069258448 0.982686042 | 0.978014766
12 ] 0.978373053 | 0.072564329 | 0.001 | 0.981562638 | 0.97471383 | 0.980844955 | 0.064706641 0.982397821 | 0.978424938
13 | 0.980015012 | 0.067739887 | 0.001 | 0.98293804 | 0.976496528 | 0.980004102 | 0.063732363 0.981018726 | 0.977625103
14 | 0.981375493 | 0.063332939 | 0.001 | 0.984596556 | 0.977903922 | 0.981706317 | 0.062308216 0.983154119 | 0.979491386
15 | 0.982829799 | 0.059916664 | 0.001 | 0.985673036 | 0.979921186 | 0.981234619 | 0.061291662 0.982557726 | 0.979347826
16 | 0.983486583 | 0.056896824 | 0.001 | 0.986040975 | 0.980108838 | 0.981398687 | 0.060758896 0.982660599 | 0.979593929
17 | 0.984424845 | 0.053865166 | 0.001 | 0.987263228 | 0.981985363 | 0.981296144 | 0.060753264 0.982456554 | 0.979552912
18 | 0.985175455 | 0.051069943 | 0.001 | 0.987757189 | 0.983111278 | 0.983059885 | 0.060266124 0.984257272 | 0.980926989
19 | 0.986019891 | 0.048494663 | 0.001 | 0.988792203 | 0.983814975 | 0.982854799 | 0.058840778 0.984152442 | 0.981193601
20 | 0.986723588 | 0.046309425 | 0.001 | 0.988981268 | 0.984471758 | 0.983552092 | 0.059124999 0.984993332 | 0.981501231
21 | 0.987286545 | 0.044464207 | 0.001 | 0.989270415 | 0.985222368 | 0.983018868 | 0.058751444 0.984174146 | 0.981583265
22 1 0.987568024 | 0.042588671 | 0.001 | 0.989444346 | 0.985597673 | 0.983305989 | 0.058606756 0.984499735 | 0.981685808
23 | 0.988365547 | 0.040481841 | 0.001 | 0.99021473 | 0.986629762 | 0.983203445 | 0.059707441 0.984607857 | 0.981788351
24 1 0.988975418 | 0.038865029 | 0.001 | 0.99113907 | 0.987474198 | 0.983470057 | 0.058680014 0.984332888 | 0.982136998
26 | 0.990054419 | 0.035967267 | 0.001 | 0.992233508 | 0.988693939 | 0.983347006 | 0.05975584 0.98417162 | 0.982054963
27 1 0.990758116 | 0.034476006 | 0.001 | 0.992281833 | 0.989069244 | 0.983223954 | 0.060040964 0.984290813 | 0.982136998
28 1 0.991321073 | 0.033028521 | 0.001 | 0.992896143 | 0.98991368 | 0.983367514 | 0.060701083 0.984368762 | 0.982321575
29 | 0.99127416 | 0.031732554 | 0.001 | 0.992941845 | 0.989960593 | 0.983100902 | 0.063528617 0.983968073 | 0.982136998
30 | 0.991649465 | 0.030816541 | 0.001 | 0.993374657 | 0.990429724 | 0.983264971 | 0.062295221 0.984299056 | 0.982301066
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Table B.3: Training log of IMDB sentiment classifier.

epoch | acc loss Ir | precision recall test_ acc test_ loss test_ precision | test_ recall
0| 0.720199742 | 0.554319194 | 1 | 0.723487037 | 0.746514713 | 0.770618557 | 0.484363287 0.785025643 | 0.752451773
1] 0.758094394 | 0.501560903 | 1 | 0.758154659 | 0.761347594 | 0.775692655 | 0.470112161 0.790863142 | 0.742751729
2| 0.771625322 | 0.482687753 | 1 | 0.770846212 | 0.774776588 | 0.782699742 | 0.462731403 0.767174754 | 0.802608323
3 0.774363724 | 0.476585297 | 1 | 0.775111635 | 0.775008423 | 0.795505799 | 0.448009522 0.810902421 | 0.772455808
41 0.784068943 | 0.465941323 | 1 | 0.787141145 | 0.780211442 | 0.793089562 | 0.447828981 0.814916409 | 0.752699988
51 0.781572165 | 0.463315687 | 1 | 0.780682821 | 0.783880905 | 0.79429768 | 0.433582809 0.804297815 | 0.785691115
6| 0.788297358 | 0.454156299 | 1 | 0.78781652 | 0.790673893 | 0.811775129 | 0.421483067 0.80972457 | 0.810142262
71 0.788700064 | 0.451451732 | 1 | 0.789031725 | 0.789317037 | 0.807748067 | 0.42190779 0.798085815 | 0.828286006
81 0.793854704 | 0.445921032 | 1 | 0.791197077 | 0.798851802 | 0.805170747 | 0.426518604 0.829282294 | 0.770816839
9 0.794619845 | 0.442863409 | 1 | 0.794709771 | 0.796641807 | 0.814594072 | 0.413702573 0.828301239 | 0.788262621
10 | 0.792928479 | 0.441793164 | 1 | 0.794179399 | 0.791411845 | 0.811694588 | 0.41407838 0.834997777 | 0.772118981
11 1 0.797680412 | 0.435983752 | 1 | 0.796349513 | 0.800285756 | 0.805090206 | 0.416067025 0.805950741 | 0.803206224
12 1 0.796593106 | 0.435412534 | 1 | 0.796956258 | 0.796171364 | 0.816929768 | 0.412878025 0.826155449 | 0.79489288
13| 0.80078125 | 0.431553688 | 1 | 0.799481416 | 0.803644734 | 0.814916237 | 0.411818707 0.830018909 | 0.801412624
14 1 0.801788015 | 0.428098472 | 1 | 0.803373678 | 0.798985543 | 0.814030284 | 0.412412138 0.817243295 | 0.806006433
15 | 0.803600193 | 0.426660524 | 1 | 0.803987503 | 0.804178489 | 0.809761598 | 0.413614292 0.81075151 | 0.80389542
16 | 0.801989369 | 0.42366988 | 1 | 0.801970937 | 0.80237345 | 0.801143686 | 0.416656671 0.819240161 | 0.773771181
17 1 0.807385631 | 0.421749152 | 1 | 0.805868455 | 0.811764462 | 0.809519974 | 0.408267202 0.806428052 | 0.803770884
18 | 0.804083441 | 0.422668898 | 1 | 0.805224468 | 0.803282213 | 0.812097294 | 0.40858852 0.806859019 | 0.823968791
19 | 0.807586985 | 0.418450686 | 1 | 0.808476965 | 0.806806373 | 0.814835696 | 0.406402552 0.816662567 | 0.813706539
20 | 0.807425902 | 0.416094244 | 1 | 0.807341013 | 0.809171448 | 0.814996778 | 0.41140276 0.815453595 | 0.806733669
21 | 0.809519974 | 0.414259617 | 1 | 0.808858235 | 0.811333388 | 0.818057345 | 0.406861082 0.817573748 | 0.818253271
22| 0.809076997 | 0.41116472 | 1 | 0.808509804 | 0.811764461 | 0.815560567 | 0.401559035 0.813642278 | 0.809633636
23 | 0.812258376 | 0.406848933 | 1 | 0.812655182 | 0.812602095 | 0.816204897 | 0.401542163 0.812825146 | 0.823460528
24 | 0.815600838 | 0.403112617 | 1 | 0.815476904 | 0.816758379 | 0.819909794 | 0.404557824 0.797865031 | 0.856019361
25 | 0.816889497 | 0.402813628 | 1 | 0.815530463 | 0.819822034 | 0.816285438 | 0.404214822 0.828656178 | 0.807477029
26 | 0.816164626 | 0.401990277 | 1 | 0.817634044 | 0.814642586 | 0.819104381 | 0.396448941 0.835988523 | 0.790849984
27 | 0.816124356 0.3986251 | 1 | 0.817211416 | 0.815591969 | 0.821037371 | 0.394326631 0.823167967 | 0.810912382
28 | 0.821037371 | 0.393209117 | 1 | 0.821523386 | 0.821288282 | 0.822567655 | 0.396083433 0.835772312 | 0.805539541
29 | 0.821762242 | 0.39217359 | 1 | 0.822788649 | 0.820902912 | 0.826916881 | 0.386929106 0.828166675 | 0.826790541
30 | 0.821560889 | 0.390387485 | 1 | 0.821514083 | 0.822671415 | 0.81966817 | 0.400214738 0.81850365 | 0.821329419
31| 0.82421875 | 0.384544946 | 1 | 0.825194699 | 0.822719117 | 0.819265464 | 0.39471024 0.818587247 | 0.824394585
32| 0.827118235 | 0.384380962 | 1 | 0.828201841 | 0.827228714 | 0.813466495 | 0.402044874 0.832643717 | 0.784089086
33| 0.827561211 | 0.38000476 | 1 | 0.827821469 | 0.828045708 | 0.82554768 | 0.384754767 0.82981618 | 0.821852299
34 | 0.829574742 | 0.378286402 | 1 | 0.83185168 | 0.827826118 | 0.825789304 | 0.391033701 0.813685215 | 0.848693806
35 | 0.828809601 | 0.378554381 | 1 | 0.828753873 | 0.829441793 | 0.821923325 | 0.392746068 0.803709619 | 0.848731569
36 | 0.833722616 | 0.374308294 | 1 | 0.833584191 | 0.834504367 | 0.818218428 | 0.393857764 0.818217267 | 0.816111055
37 | 0.833722616 | 0.370974625 | 1 | 0.835011297 | 0.831139791 | 0.823775773 | 0.392397027 0.821305885 | 0.825073653
38 | 0.832595039 | 0.369123658 | 1 | 0.833232468 | 0.832263344 | 0.827239046 | 0.384577066 0.817985581 | 0.850404495
39 | 0.832715851 | 0.367245577 | 1 | 0.832904602 | 0.832882833 | 0.826433634 | 0.38731899 0.822771174 | 0.834108082
40 | 0.823936856 | 0.387851858 | 1 | 0.823588019 | 0.825288364 | 0.81443299 | 0.404063394 0.803516732 | 0.828447485
41 | 0.825789304 | 0.385934494 | 1 | 0.82656316 | 0.824850835 | 0.824903351 | 0.393024375 0.824403819 | 0.828887151
42 1 0.826957152 | 0.381616041 | 1 | 0.82639419 | 0.827744531 | 0.819104381 | 0.400955993 0.82125938 | 0.81339988
43 | 0.830782861 | 0.37702618 | 1 | 0.83158684 | 0.830356376 | 0.824259021 | 0.386410897 0.82520278 | 0.823562385
44 1 0.828648518 | 0.376102575 | 1 | 0.827907438 | 0.830942287 | 0.825144974 | 0.385662076 0.81896842 | 0.824276487
45 | 0.831709085 | 0.372593237 | 1 | 0.832617963 | 0.831497548 | 0.826594716 | 0.389714604 0.809631715 | 0.847421558
46 | 0.832635309 | 0.370028781 | 1 | 0.832593038 | 0.833267614 | 0.819909794 | 0.398621961 0.811593465 | 0.831805212
47 | 0.832433956 | 0.371365488 | 1 | 0.83158006 | 0.834672771 | 0.821359536 | 0.398024148 0.856349829 | 0.768533418
48 | 0.836662371 | 0.363943138 | 1 | 0.837905614 | 0.836643354 | 0.823936856 | 0.392425399 0.82802002 | 0.811913133

50 | 0.838877255

0.361109883

1] 0.838207853 | 0.841921547 | 0.818218428 | 0.389967505

0.830625232 | 0.797281886
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