
Increasing the Capacity of Wireless Networks Using

Beamforming

Yousef Ali Yousef

A Thesis

in

The Department

of

Electrical and Computer Engineering

Presented in Partial Fulfillment of the Requirements

For the Degree of

Doctor of Philosophy ( Electrical and Computer Engineering ) at

Concordia University

Montreal, Quebec, Canada

September 2018

©  Yousef Ali Yousef, 2018



CONCORDIA UNIVERSITY 
 

SCHOOL OF GRADUATE STUDIES 
 
 
 

This is to certify that the thesis prepared 
 
By:  Yousef Yousef 
 

 Entitled: Increased Spectral Efficiency Using User Identification, 
Beamforming, and Tracking 

 
and submitted in partial fulfillment of the requirements for the degree of 
 
 

Doctor Of Philosophy  (Electrical and Computer Engineering) 
 

 
complies with the regulations of the University and meets the accepted standards with respect to 
originality and quality. 
 
Signed by the final examining committee: 
 
                                          Chair 
 Dr. Luis Amador 
 
                                                                             External Examiner 
 Dr. René Landry 
 
                                                                              External to Program 
 Dr. Adel Hanna 
 
                                                                              Examiner 
 Dr. Anjali Agarwal 
 
                                                                              Examiner 
 Dr. Dongyu Qiu 
 
                                                               Thesis Co-Supervisor  
 Dr. Reza Soleymani 
 
                                                               Thesis Co-Supervisor  
 Dr. Yousef R. Shayan 
 
  
Approved by                                                                                                                      

    Dr. Mustafa Mehmet Ali, Graduate Program Director  
 

 
December 12, 2018           
    Dr. Amir Asif, Dean 
    Gina Cody School of Engineering and Computer Science 



Abstract

Increasing the Capacity of Wireless Networks
Using Beamforming

Yousef Ali Yousef, Ph.D.

Concordia University, 2018

Wireless mobile communications are growing in an exponential manner, especially in

terms of the number of users. Also, the demand for high Quality of Service (QoS) has be-

come essential. Nowadays, subscribers are using more applications such as the internet,

video conferencing, and high quality TV. These applications require high data rates. The

Space Division Multiple Access (SDMA) is the key element that can enable reusing of the

same channels among different users in the same cell to meet this demand.

For the application of SDMA in an efficient way, it is required to identify the users’ po-

sitions and directions in the cell. The Direction of Arrival (DOA) algorithms can estimate

the incident angles of all the received signals impinging on the array antenna. These algo-

rithms give the DOAs of all relevant signals of the user sources and interference sources.

However, they are not capable of distinguishing and identifying which one is the direction

of the desired user. In this thesis, we have proposed to use a Reference Signal (RFS) known

by the transmitter and the receiver to identify which one of the estimated DOAs is the DOA

of the desired user in the cell. Using a RFS and applying the correlation concept, we can

distinguish the desired signal from the others. Moreover, we have considered the Affine Pro-

jection Algorithm (APA) to enhance the accuracy of the estimated direction and to form a

beam towards the desired user and nulls towards the interferers. Our simulation results assure

that, in the presence of the RFS, the DOA algorithms can identify the direction of the desired

user with high accuracy and resolution. We have investigated this concept on different DOA
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algorithms such as MUltiple Signal Classification (MUSIC), ROOT MUSIC, and Estimate

the direction of arrival of Signals Parameters via Rotational Invariance Technique (ESPRIT)

algorithms.

Moreover , we have introduced an approach for using the smart antennas (SA) to exploit

the space diversity for the next generations of mobile communication systems. We have ap-

plied a combination of the MUSIC and the Least Mean Squares (LMS) algorithms. We have

proposed the MUSIC algorithm for finding the directions of the users in the cell. In addition,

we have considered the LMS algorithm for enhancing the accuracy of the DOA, performing

the beam generation process, and keeping track of the users in the cell. Furthermore, we

have proposed a scheduling algorithm that performs the scheduling in terms of the generated

beams.

The space diversity, together with the time and frequency diversities of LTE (Long Term

Evolution) results in a large capacity increase in the next generations of wireless mobile

communication systems. Simulation results show that the proposed algorithm called MUl-

tiple Signal Classification and Least Mean Squares (MLMS), has the capability to converge

and completely follow the desired user signal with a very high resolution. The convergence

and the accurate tracking of the desired signal user take place after 13 iterations while in

the traditional LMS, the convergence needs 85 iterations to take place. This means an 84.7%

improvement over the traditional LMS algorithm for the same number of calculations in each

iteration. In contrast to the traditional LMS algorithm, the proposed algorithm can work in

the presence of high level of interference. Furthermore, the proposed scheduling scheme

based on beamforming shows a gain of 15% in the total aggregated throughput for each 10o

decrease in the beam size. The proposed model provides an optimum, complete, and prac-

tical design for the next generations of the mobile communication systems. In this model,

we have proposed a mechanism to find the direction of each user in the cell, enhance the

accuracy of the obtained DOAs, and perform scheduling based on the generated beams.
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In addition, we have presented an approach for Frequency Reuse (FR) based on beam-

forming for 5G. We have implemented a synthesizer in order to smartly form the desired

beam shape and make the nulls deeper. We have taken the advantage of the SAs, beam-

forming capabilities, and the radiation pattern (RP) synthesizing techniques to build up a FR

scheme for 5G. Also, we have developed a formula for calculating the Signal to Interference

and Noise Ratio (SINR) in terms of the desired and the interferers directions. The objective

is to maintain the SINR at the minimum acceptable levels required by the LTE while reduc-

ing the beam sizes, and hence increase the FR factor. The simulation results show that with

a Uniform Linear Antenna (ULA) of 11 elements, we can achieve the desirable SINR levels

using beams of 100 width, which improves the FR factor from 1 to 18, and subsequently

increases the number of mobile users.
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Chapter 1: Introduction

1.1 Mobile Generations

Mobile communication has gone through different generations. Each generation has in-

troduced some new features. The earliest generation of mobile communications was com-

pletely analog. They used Frequency Division Multiple Access/Frequency Division Duplex-

ing (FDMA/FDD) and analog Frequency Modulation (FM). They started by using a powerful 

transmitter on a tall building [1]. Afterwards, the powerful transmitter was replaced by lower 

power base stations using the cellular concept.

The second generation (2G) was introduced in order to provide high speech quality and 

meet the higher demand for mobile communication [2]. In addition to high quality voice 

calls, 2G also offered the Short Message Service (SMS), facsimile and security features. It is 

known also as Global System for Mobile communication (GSM). The start of data services 

with 2G was through Circuit Switched technique (CSW) [3].

High Speed Circuit Switched Data (HSCSD) represents the first i mprovement t o the 

GSM. It enabled certain users to occupy more than one time slot to get higher data rates. It is 

considered as only a software upgrade of GSM. Furthermore, HSCSD implements channel 

estimation to decide whether there is a need to send redundant information to correct the 

expected errors or not. If the signal is strong enough, there is no need for such information.
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This increases the data rates from 9.6 kbps to 14.4 kbps per time slot [4]. In case of strong

signal and the traffic is low, a user can occupy up to four time slots which gives 57.6 kbps.

The second stage of 2G improvements was through introducing the General Packet Radio

Service (GPRS). GPRS represents both hardware and software upgrades of 2G. It allowed

data to be sent through a packet switching technique where there is no reservation for channel

while the user is not using it. In GPRS, the information is partitioned into small packets to be

sent to the transmitter, then it reassembles this information again at the receiver. GPRS offers

data rates up to 171.2 kbps. This can be achieved using the weakest coding scheme which

means the signal strength is maximum. It also uses four coding schemes depending on the

channel estimation status [5]. Enhanced data rates for GSMEvolution (EDGE) represents the

third stage of 2G improvements. It applies nine different coding schemes. These schemes

are applied based on the channel estimation status. Also, EDGE applies either Gaussian

Minimum Shift Keying (GMSK) or 8-ary Phase Shift Keying (PSK) modulation. Further-

more,each symbol is represented by three bits. This enables sending larger data per one time

slot [6]. The data rates go up to 60 kb per time slot and up to 480 kb per eight time slots.

3G was designed to give mobile users high speed data rates. Moreover, 3G design offers

multimedia services such as Multimedia Message Services (MMS) and video conferencing.

3G represents hardware and software upgrades of 2G and replaced certain components as

well. For example, Base Transceiver Station (BTS) was replaced by eNodeB. Another ex-

ample is Base Station Controller (BSC) which was replaced by Radio Network Controller

(RNC). 3G promised to provide speeds of 144 kbps in the rural areas with high speed mo-

bility. For the indoor areas with slow mobility, 3G promised to provide speeds of 384 kbps.

Moreover, it promised to offer speeds of 2Mbps for fixed applications such as home or office

use [7].

There are two separate standards for 3G approved by the International Telecommunica-

tion Union (ITU). The first standard is Code Division Multiple Access 2000 (cdma2000).
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This standard was established to be suitable for North America. The second standard is

Universal Mobile Telecommunication Service (UMTS) which was established to work in

countries that already have GSM networks such as European countries and Japan [8].

Later on, the 3.5G came into the picture. 3.5G is known also as High Speed Downlink

Packet Access (HSPDA). HSPDA was suggested in Release 5 of the UMTS [9]. It represents

software upgrade of UMTS. HSPDA had promised high data rates of 10Mbps which is five

times the UMTS promised data rates. In order to achieve these data rates, HSPDA has intro-

duced several new technologies such as Adaptive Modulation and Coding scheme (AMC),

fast cell selection, Hybrid Automatic Request (H-ARQ) and fast packet scheduling .

Fast packet scheduling is one of the main features that add extras to HSPDA. It manages

the channels allocation. In addition, it determines which user is going to transmit during the

current time interval. Furthermore, HSPDA considers the channel conditions and applies

scheduling based on these conditions. In case of very good channel conditions, HSPDA

gives the opportunity to use high level modulation schemes which offers high data rates as a

result. Thereafter, High Speed Uplink Packet Access (HSUPA) was suggested in Release 6

for UMTS. It is called some times as 3.75G. It had introduced the HSPDA technologies for

the uplink connection. HSUPA is able to support data rates up to 5.8 Mbps [10].

LTE stands for Long Term Evolution. It was developed by the Third Generation Partner

Project (3GPP). In some references, the term LTE refers to the 4G of mobile communica-

tions [11]. In December 2010, the name 4G was given by the ITU to all releases of LTE. The

name was given also to Worldwide Interoperability for Microwave Access (WiMAX) and

any technology with "substantially better" achievement than that is achieved by 3G . LTE

was designed to achieve several targets. One of these targets is to provide high data rates at

the speed of 100Mbps for downlink transmission and 50Mbps for uplink transmission. An-

other target is to make LTE mainly packet switched domain. Furthermore, LTE developers

aimed to reduce the cost and the power consumption. In addition to all, LTE was designed
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to offer flexible and efficient spectrum utilization [3]. In order to achieve these goals, LTE

included some key technologies that enabled LTE to reach these targets. These key technolo-

gies include Orthogonal Frequency Division Multiple Access (OFDMA) as multiple access

for downlink, Single Carrier Frequency Division Multiple Access (SC-FDMA) for uplink

communication, dynamic scheduling and Multiple Input Multiple Output antennas (MIMO).

LTE has started with Release 8 and is now in Release 12. Each release has some new feature

updates that are added to the previous one.

Release 8 has been actively introduced in December 2008. It includes group of key fea-

tures and technologies that differentiate it from the earlier versions of mobile communication.

The first key feature is the improvement of the spectrum efficiency. This is achieved by adopt-

ing the OFDMA for down-link and SC-FDMA for uplink connection. The second key feature

is the provided high data rates which go up to 300Mbps for downlink and up to 75Mbps for

uplink [12]. The third key feature is the packet based network. This feature avoids the cost

and the complexity that come along with the circuit switched networks. Release 8 has imple-

mented some key technologies in order to offer theses features. The first key technology is

the implementation of OFDMA for down-link and SC-FDMA for up-link. The second one

is the support of spatial multiplexing via MIMO technique. The third one is that, Release 8

has faster physical layer control mechanisms.

Release 9 is actually a completion of Release 8. Some specifications were targeted in

Release 8 but were not finalized. One of these specifications is evolved Multimedia Broad-

cast/Multicast Services (eMBMS). Another specification is the Location Services (LCS)

which is also known as Location Based Service (LBS) [13]. This service enables an appli-

cation to detect the geographical position of the mobile. Furthermore, Release 9 has added

enhancement for beamforming techniques.

Release 10 LTE-Advanced supports peak data rates of 1Gbps for downlink and 500Mbps

for uplink. Moreover, it supportsmobility up to 350 km/h and for some bands up to 500 km/h.
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In this Release, the Multimedia Broadcast/Multicast Services (MBMS) is improved com-

pared to Release 9. The key features of Release 10 is the support of so called carrier ag-

gregation. Carrier aggregation can be defined as the aggregating number of carriers of the

same or different bandwidths to increase the total bandwidth for one user. Each carrier is

called carrier component. LTE-Advanced permits User Equipment (UE) to aggregate up to

five carrier components with maximum bandwidth of 20 MHz for each [14]. This gives

each UE ability to collect 100 MHz as maximum aggregated bandwidth. There are other

key features for up-link such as clustered SC-FDMA. The clustered SC-FDMA means the

adoption of Discrete Fourier Transform Spread OFDMA (DFT-S-OFDMA). DFT-S-FDMA

differs from SC-FDMA in the sense that it enables the allocation of non-contiguous groups

of sub-carriers for single UE.

The main key advantages of Release 11 are Coordinated Multipoint transmission and

reception (CoMP), enhanced physical downlink control channel, elimination of the inter-

ference among different radio access techniques, mobile data communication enhancement

and machine type enhancement [15]. The working principle is, as the mobile get closer to

the cell edge, the serving cell signal becomes weaker while the interfering signals coming

from the neighboring cell becomes stronger. Using CoMP, neighboring antennas contribute

to increase the received power at the cell edge, decreasing the interference and raising the

collected data rates. There are many techniques to implement CoMP. One of these tech-

niques is known as Coordinated Scheduling/Beamforming (CS/CB). In CS/CB, only one

point can transmit which is selected via regular handover scheme and is periodically changed.

Scheduling decisions of the neighboring points are coordinated to minimize the interference

that they are transmitting to the destination mobile. This can be done by sending different

resource blocks. The beamforming decisions can also coordinate among the neighboring

points. There are other techniques to implement CoMP such as Joint Processing.
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Release 12 presents some new features in order to enhance its performance .These fea-

tures include dynamic adaptation of the TDD, enhancement of machine-type communica-

tions, enhancement of mobile data applications, and device-to-device communications [16].

Release 13 has three main technology classes [17]. The first class is the Full Dimension

MIMO (FD-MIMO) which is placed to enhance the spectral efficiency. The second class

includes the utilization of new frequency resources such as Licensed Assisted Access (LAA)

for using unlicensed spectrum. The third technology class includes supporting of new ser-

vices such as MTC.

Release 14 features [18] include introducing the usage of the latency reduction tech-

niques, enhancing the work on the unlicenced spectrum, the enhancement of the MTC, using

of massive multi antenna systems which includes high resolution feedback, introducing dy-

namic measurements of the reference signals (CSI-RS) allocation and better usage of the

reference signal resources. Release 14 features include also the enhancement of the eMBMS

services, and enhanced positioning.

In this research, we have proposed novel concepts and techniques that can be imple-

mented in the coming generations of the wireless mobile communications. These concepts

and techniques will significantly improve the already provided data rates.

1.2 Literature Review

1.2.1 Direction of Arrival

The present DOA algorithms are capable of figuring out the directions of the incoming

signals. However, they cannot distinguish the desired user signal direction form the interfer-

rers. The DOA techniques can be classified into four categories [19]. The first category is

the conventional techniques where the beamforming and null steering are used to estimate

the DOAs. The DOAs of the incoming signals are estimated by doing a search on the output
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power spectrum to find the power peaks. These peaks are used to determine the DOAs of the

incoming signals. Capon’s minimum variance is an example of the conventional techniques.

The second category is subspace based techniques. These techniques build the DOA estima-

tion based on the received data. There are two main algorithms of this category [20]. The

first algorithm is the MUSIC algorithm which is based on the decomposition of the eigen-

values of the estimated correlation matrix of the received signal into signal subspace and

noise subspace, then the noise subspace is used to estimate the DOAs [21]. The second al-

gorithm is the ESPRIT algorithm which use the signal subspace to estimate the DOAs [22].

The third category is the Maximum Likehood (ML) techniques. These techniques have high

computational complexity which make them less popular. ML techniques have advantages

over other techniques when the Signal to Noise Ratio (SNR) levels are low, and the signals

are highly correlated. The last category is the integrated techniques which mix the subspace-

based techniques with the property of rest-oral.

The accuracy of the DOA algorithms have been studied in many research articles. In [23],

a comprehensive study had been performed on several DOA algorithms. The comparison is

carried out between the assumed transmitted directions and the estimated directions using

different DOA algorithms. In [24], the authors have studied the relationship between the sys-

tem resolution and the mean square error. In [25], the authors have studied the DOA accuracy

in the presence of unknown mutual coupling coefficients. Furthermore, they have developed

an algorithm to estimate the mutual coupling coefficients. In [26], the authors have used the

MUSIC algorithm to find the DOAs of the coming signal replicas received by the mobile sta-

tion in order to place nulls in the direction of interferers. This scheme is proposed to work in

an indoor environment. In [27], the multi-path components are used for position estimation

purpose through considering the time difference of the arrival between these components. In

[28], an evaluation of the MUSIC and ESPRIT algorithms is performed. This evaluation is

carried out using different parameters such as the number of mobile users and the number of
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time samples acquired.

The transmission of the reference signals between the base station and the user is very

vital in mobile communications. It has been adopted by the Long Term Evolution (LTE).

The reference signals can be described as a predefined signal (sequence of bits) known by

the transmitter and the receiver. In addition, the reference signals utilize a predetermined re-

source elements. There are two main types of the reference in LTE [29]. The first type is the

down link reference signals. These signals provide the mobile with the amplitude and phase

reference to estimate the Channel Status Indicator (CSI) and calculate the Channel Quality

Indicator (CQI) consequently. The second type of the reference signals is the up-link refer-

ence signals. This type of reference signals are used in channel estimation procedure done

by the base station. The APA algorithm is attractive mainly for its fast convergence rate, fast

tracking, and low steady state. It uses the Mean Square Error (MSE) method to reduce the

error of intercepting the transmitted signal caused by the noise and the channel fading [30].

The corrupted signal passes through a filter that tends to suppress the noise while leaving

the signal unchanged. The comparison with the classical adaptive filter algorithms such as

LMS and Recursive Least Square (RLS) shows that the APA provides a good performance in

the presence of noise and fading effect [31]. The APA is better attenuative than Normalized

Least Mean Square (NLMS) in applications where the input signals are highly correlated .

The APA updates the weights based on the current and previous input vectors while NLMS

updates the weights based only on the current input vector.

1.2.2 Adaptive Beamforming Algorithms

Adaptive beamforming is the key feature of the smart antennas. The basis of the adaptive

beamforming is to find out the optimum weights of the antenna elements by implementing

one of the adaptive beamforming algorithms. These weights are calculated such that they ad-

just the main lobe of the antenna towards the desired direction and suppressing the interfering
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signals. In [32] [35], a new adaptive array beamforming algorithm is proposed, studied and

evaluated. This algorithm is called Recursive Least mean Square Algorithm (RLMS). It is

composed of Recursive Least Square (RLS) stage followed by LMS stage. The implemented

combination shows better results than if LMS or RLS are implemented separately. Never-

theless, the complexity still exists. Furthermore, the execution time is longer.

In [36] [38], the authors implemented two algorithms. Each one of these algorithms is

composed of two LMS stages with some differences between the two algorithms. The first

algorithm is called LLMS and the second one called LMS-LMS. The results show rapid con-

vergence within a small number of iterations. However, in this algorithm, the complexity is

about the double of LMS algorithm of one stage. In [39], the authors have analyzed the per-

formance of four different adaptive algorithms. These algorithms are LMS, Recursive Least

Square (RLS), Conjugate Gradient Method (CGM), and Kalaman based normalized LMS

algorithms. They have found that, the LMS algorithm offers the best results in terms of the

beamforming pattern. Nevertheless, it has slow convergence which strongly depends on the

step size. Furthermore, they have shown that, the RLS algorithm has a faster convergence

among all of the algorithms under test. However, in RLS, the side lobes are not completely

removed. In addition, the CGM algorithm gives a better beamforming pattern. The authors

have suggested the Kalaman based normalized LMS algorithm as the most suitable one for

wireless communications. In this thesis, we introduce the use of the scheduling based on

beamforming in the whole cell area rather than at the cell edges. The optimized algorithm

starts with finding the direction of the users, then, we feed the results to the LMS algorithm

to generate beams in the directions of the desired users, nulls in the directions of inteferers,

and keep tracking of the users in the cell.
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1.2.3 Scheduling

The scheduling is about managing the allocation of the available resources in an efficient

manner. The scheduling is performed to enhance the spectral efficiency and the aggregated

data rate of each user. As a result of multiuser diversity, the channel quality may differ from

user to user due to the multipath transmission. Also, for a single user, the channel quality

may differ from time to time due to the users’ movement. Therefore, the scheduling rules

should be performed according to the channels quality status. In general, a scheduler tends

to maximize the system efficiency by distributing all available resources to the well-suited

users while keeping a proportional fairness among them. In addition, any scheduler is trying

to satisfy the QoS requirements of dissimilar traffic flows along with maximizing the system

capacity and aggregate data rates. The scheduling based on beamforming is applied par-

tially in LTE in Releases 11,12, and 13 [29]. This is done through the cooperation between

the different antennas in the adjacent cells. This property is called Coordinated Multipoint

transmission and reception (CoMP). CoMP means that the neighboring antennas take their

scheduling decisions in a way that increases the power towards the desired user and decreases

the interference. In [40], an algorithm that implements the joint orthogonal beamforming and

scheduling in Multiple Input Multiple Output (MIMO) antennas is proposed. The schedul-

ing is done through finding the sets of the orthogonal weighting vectors via performing an

exhaustive search. In [41], an opportunistic beamforming is introduced in order to rise up the

overall throughput. In [42], the authors have studied the advantages of implementing coor-

dinating transmission schemes. In [43] [45], the authors have considered that every node is

provided with a SA, digital beamforming, and space division multiplexing capabilities. The

proposed cross layer frame work is designed to operate for the last mile internet connection

in wireless mesh networks. They also have used the integer linear programming to get to the

optimum solution. The authors mainly have divided the nodes into logical groups such that

these nodes can work together without causing any interference.
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The utility function is a measure of the satisfaction. The satisfaction might be analyzed

in terms of the users satisfactions or in terms of the QoS requirements. In [46], the schedul-

ing is done based on the satisfaction characteristics of five classes of services. In this paper,

we consider only two classes of services which are the Delay Sensitive (DS) and Non Delay

Sensitive (NDS) classes .

1.2.4 Frequency Reuse

The number of mobile subscribers is increasing exponentially. Furthermore, the need for

high QoS applications has become fundamental. These days, mobile subscribers are asking

for more applications with high quality such as the video conferencing, and high quality TV

[47]. These applications require a high bandwidth while the available bandwidth is very lim-

ited. The key element to fulfill this exponentially increasing demand is by implementing an

efficient frequency reuse plan that can meet this increasing demand. In the mobile cellular

networks, there is always a difficulty in choosing a proper frequency reuse plan that can sat-

isfy the required QoS of the mobile users. The Inter Cell Interference (ICI) represents the

main challenge of any implemented frequency reuse scheme. Large ICI values lead to small

SINR values at the cell edges [48].

The earliest mobile networks were built based on using a single high transmitting antenna

with maximum power that might cover the intended coverage area. In contrast, the 2G of the

mobile communication networks is built based on splitting the entire coverage area into small

subareas called cells. Each cell has a low power transmitter that might cover it. The cells

are grouped into sets called clusters. The whole available bandwidth is divided between the

cells of each cluster. Then, it is reused per cluster [49]. The simplest frequency reuse plan is

achieved by reusing the available frequency band by factor of 1/m, where m represents the

number of the cells in the cluster. Figures 1.1(a), and 1.1(b) illustrate the frequency reuse

plans of frequency reuse factor equal to 1/3 and 1/7 receptively. The third generation (3G)
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of the mobile communication networks uses the Code Division Multiple Access (CDMA) as

multiple access technique. This keeps the ICI is minimum [29].

Although, these frequency reuse plans offer a very acceptable ICI values, they repre-

(a)

(b)

Figure 1.1: (a) Frequency reuse-3 model in GSM, (b) Frequency reuse-7
model in GSM

sent a large capacity loss and poor spectrum efficiency usage. This loss is by factor of 1/m.

LTE has adopted the OFDMA as a radio access technique along with the advanced antenna

technologies [50]. Since the conventional cellular mobile networks struggle from the poor

spectrum efficiency, LTE aims to implement a frequency reuse plan of frequency reuse fac-

tor equal to one to achieve higher capacities. Inter-Cell Interference Coordination (ICIC)

is a technique where each cell allocates its resources in a way that improves the whole net-

work performance. Fractional Frequency Reuse (FFR) is an ICIC technique introduced for

OFDMA based wireless networks [51]. The concept of the FFR is based on dividing each
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(a)

(b)

Figure 1.2: (a) Strict FFR technique, (b) Soft FFR technique

cell into two parts, inner part and outer part. The available bandwidth is allocated in a way

that the cell-edge users do not interfere with each other. The FFR has two modes, Strict FFR

mode and Soft FFR mode [52]. In the Strict FFR mode, the available bandwidth is parti-

tioned into two sub-bands. The first sub-band is allocated to the inner part of each cell in

the cluster with frequency reuse factor equal to one. The second sub-band is allocated to

the outer parts of the cells in the cluster with a frequency reuse factor equal to 1/m. Figure

(1.2)(a) shows the Strict FFR of reuse factor equal to one for the inner parts and frequency

reuse factor equal to 1/3 for the outer parts.

In the Soft FFR, the available bandwidth is divided into sub-band groups [53]. These

groups are allocated between the inner and the outer parts of the cluster cells in a way that
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keeps the ICI is minimum and the frequency reuse factor equal to one. This is illustrated in

Figure (1.2) (b).

1.2.5 Fifth Generation of Mobile Communications

5G represents the next generation of mobile communications. It is supposed to provide

high data rates to the mobile users. These rates are expected to be in the range of tens of

gigabits per second (Gb/s) [54]. There are five main research directions in the way towards

the 5G. These directions include millimeter waves, massive MIMO, full duplex, small cells,

and beamforming [55]. The millimeter waves (mm Wave) are in the range of 30 Ghz [56].

In this range, there are greater bandwidths available to be utilized. In the massive MIMO

direction, the base stations are equipped with an extensive number of antennas [57]. These

antennas are used to simultaneously serve large number of co channel users. The full duplex

direction refers to using transceivers that can transmit and receive at the same time [58].

The smaller cells direction is used to increase the overall system capacity. The small

cells are referred to as pico and femto cells with ranges of 10-200 m [59]. The authors in

[60] have combined the femto cell with the relay mobile in one concept called Mobile Femto

(MFemto) cell. Since the wireless users spend 80% of their calling times in the indoor areas

while they spend 20% of their calling times in the outdoor areas, the authors in [61] have

proposed to separate the indoor and outdoor users in two different scenarios in one potential

cellular structure. This increases the overall system complexity. The beamforming research

direction refers to using beamforming techniques in order to identify the best data delivery

route for a specific user, in addition to decrease the interference coming from nearby users

[62]. Applying the beamforming techniques might significantly enhance the system capacity,

decreases the interference, and reduces the power consumption which satisfies the 5G needs

[63]. In [64], the authors have designed a three dimensional beamforming by appending the

vertical beamforming along with the horizontal beamforming. However, this technique can
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not adapt with the users movements. In [54], the authors have studied the three dimensional

beamforming as a promising technique for 5G. They have shown that the three dimensional

beamforming may increase the data rate of each user and reduces the inter-sector interfer-

ence. The authors in [65] have proposed a real time three dimensional hybrid beaforming

technique for 5G. This proposed technique includes implementing of large scale antenna ar-

rays at small cell.

Increasing the system capacity and efficiently utilizing the available resources represent

one of the most challenging issues for 5G. An efficient FR plan is required to significantly in-

crease the system capacity in a bid to fulfill the 5G high data rate requirements. Designing an

appropriate FR plan for 5G is a hard task to do. This is because any suggested FR plan should

meet the exponentially increasing demand on data and the limited available bandwidth. In

[66], the author has mentioned the soft FR as one of the most powerful tools for increasing

the system capacity in 5G. He proposed a multi-level soft FR and resource allocation scheme

in order to increase the spectral efficiency at the cell edge. In [67], the authors have addressed

the spectral efficiency demands for 5G. They have suggested a method for clustering, FR, and

resource allocation for 5G. They have proposed to deal with each apartment in a building as

a femto cell, then they apply the FR based on this assumption. In [68], a new resource allo-

cation for heterogeneous networks is introduced. Instead of dividing the standard cells into

inner part and outer parts as its applied in the recent releases of the LTE, the authors have

divided each standard cell into a number of parts. Although the authors in [66 - 68] have

considered the ICIC, they did not put a mechanism on how to handle the handover. In 5G

proposals the emphasis is on cell-free operation and full FR. In order to implement full FR or

even dense FR, other enabling technologies have to be used. One of these techniques is the

digital beamforming which represents one of the fundamental technologies for 5G networks.
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1.3 Objectives and Contributions

The number of subscribers in mobile communications is growing exponentially. There

is an increase in both, the number of users and the quality of services that users are asking

for. This exponential growth has put a lot of pressure on the operators to meet this highly

increasing demand. This is happening while the available resources are limited.

The main objective of this thesis is to efficiently use the available bandwidth and increase

the number of the mobile users. The SDMA is a fundamental scheme that can enable reusing

of the same channels among different users in the cell. To implement the SDMA efficiently,

it is required to identify the users positions in the cell. The existing DOA algorithms are

able to estimate the directions of the incoming signals. However, they can not declare which

signal belongs to which user and identify the desired users directions consequently.

The first contribution of this research is the introduction of the DOA algorithms to the

cellular system [69]. The DOA algorithms themselves can give only estimations to the di-

rections of the coming signals. However, they can not distinguish which one is the desired

user signal and consequently they can not recognize the desired user direction. Using a RFS

known by the transmitter and the receiver and applying the correlation concept, the proposed

scheme enables the DOA algorithms to recognize the desired user signal and the desired user

direction.

The second contribution of this research is to practically implement the adaptive beam-

forming algorithms [70]. By using the first contribution and providing the initial information

to the adaptive beamforming algorithms, we enable the adaptive beamforming algorithms to

converge much faster and work at high levels of interference and very low levels of SINR .

After knowing the direction of the desired user and proving the capability of tracking, we

have proposed to feed this information to the proposed optimal scheduler. This represents

the third contribution of this research.
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The fourth contribution of this thesis is introducing the implementation of the synthe-

sizing techniques along with the adaptive beamforming algorithms. This has allowed us to

make an efficient control on the shape of the radiation pattern and send deep nulls towards

the interferrers.

The fifth contribution is the introduction of an efficient FR plan based on the knowledge

of the desired users and the interferers directions. We have built up the proposed FR plan

according to the SINR worst case scenarios.

1.4 Organization

This thesis is organized af follows. In Chapter 2, we give a background about the antennas,

digital beamforming, and the multiple access in frequency domain. In Chapter 3, we intro-

duce the direction of arrival algorithms for the user identification in the cellular networks.

The proposed beamfroming tracking algorithm MLMS is presented in Chapter 4. Chapter 5

includes the proposed scheduling scheme. In Chapter 6, we introduce an efficient frequency

reuse plan based on beamformin. Finally, Chapter 7 includes the conclusion and the possible

future work.
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Chapter 2: Background

In this chapter, we present a background about the subjects that are used in this thesis and 

related to our research work. The first section includes an overview of the antennas, then we 

illustrate the beamforming concept and types. Finally, we briefly describe the LTE multiple 

access techniques in frequency domain.

2.1 Antennas

The antenna is an electronic device that converts the waves from the electric form to the 

electromagnetic form at the transmitter. The opposite process is applied at the receiver. The 

antenna radiation mechanism is explained in Figure (2.1). This figure shows that, in the first 

stage of the Alternating Current (AC), there are electric field lines formed by the electric 

charges. When the polarity is converted due to the change of the AC signal, there will be 

new electric field lines formed and the previous ones will be propagated. The same result 

can be achieved through the bending of the electric wires to change the acceleration of the 

electric charges movements.
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Figure 2.1: Antenna Radiation Mechanism

The propagation of electromagnetic waves takes the form of so called antenna radiation

pattern. The antenna radiation pattern can be defined as the geographical representation of

its radiated power.

In very brief, the antennas can be classified according to their radiation pattern into three

categories, the first category is the omnidirectional antennas which radiate the same amount

of power in one plane, the second category is the directive antennas which focus their ra-

diation in a certain direction, while the third category is so called isotropic antennas. The

isotropic antennas radiate the same amount of power in all planes. This class represents

an ideal case which does not exist in the reality. It is used as a mathematical reference for

comparison.

2.1.1 Principle of Array Antennas

The array antennas are designed to have directive radiation patterns (high gain) to satisfy

the higher requirement of wireless communication. The array antenna is composed of a set
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of identical radiating elements. These elements are arranged in an electrical and geometrical

form. The array antenna elements are all active in some configurations. In other configura-

tions, there are some elements which are passive. They work mainly as directors.

The array elements can be arranged in linear, planner, and circular geometric configura-

tions. The superior geometric configuration for wireless applications is the planar configu-

ration because it enables the array antenna to scan in three dimensions.

2.1.2 Two Elements Antenna Array

The two elements array antenna is the basic antenna array. This antenna is composed of

two dipoles. These dipoles are placed vertically to y axes as shown in Figure (2.2) .

Figure 2.2: Two element antenna array

They are separated by distance d. The electric field is calculated at the distance r from

the origin, where r is d.

The vectors r1, r2 and r3 are assumed to be parallel to each other.

r1 and r2 can be defined approximately as:

r1 = r+
d
2
sin(θ) (2.1)
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r2 = r+
d
2
sin(θ) (2.2)

assuming that, I0 e j β
2 and I0 e+j β

2 are the phasor elements of element one and two respec-

tively [19].

Further, it is possible to assume:

r = r1 = r2 (2.3)

Eθ =
jkη I0 e j β

2 L sin(θ)
4πr1

e jkr1 +
jkη I0 e j β

2 L sin(θ)
4πr2

e+jkr2 (2.4)

Eθ =
jkη I0Le jkr

4πr
sin θ︸ ︷︷ ︸

Element Factor

(2cos(
kd sin θ + β

2
))︸ ︷︷ ︸

Array Factor

(2.5)

The radiation pattern of the array antenna can be obtained by multiplying the Array Fac-

tor (AF) with the Element array Factor (EF).

The Radiation Density is given by:U(r, θ, φ) = r2
2η Ēs(r, θ, φ)

2. By substituting and nor-

malizing, we get the following equation:

Un(θ) = [sin θ]2. [ cos(
πd
2

sin θ +
β

2
)]2 (2.6)

2.1.3 NElement LinearArrayAntennas (UniformAmplitude and Spac-

ing)

The linear array antenna is composed of N-identical elements with identical amplitudes

and phases. Figure (2.3) depicts an example of N element array antenna. The output radia-

tion pattern can be obtained by multiplying the field of a single element with the array factor

of the isotropic elements.This is illustrated in Figure (2.4),where (a) represents the dipole

pattern(EF), (b)represents the array factor pattern, and (c) represents the multiplication re-

sult.
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Figure 2.3: N elements antenna array

The array factor can be calculated as:

AF = 1+ e jkd sin θ+β + e 2jkd sin θ+β + ...+ e j(N−1)kd sin θ+β (2.7)

AF =
N

∑
n=1

e(n−1)ϕ (2.8)

where ϕ = kd sin θ + β . This can be further simplified and approximated as:

AF =
sin(Nϕ

2 )
Nϕ
2

(2.9)

2.1.4 Smart Antennas

The smart antenna consists of antenna elements and digital signal processor. The purpose

of smart antennas is to steer the antenna radiation pattern adaptively toward the desired di-

rection. The capabilities of smart antennas are highly dependent on the implemented Digital
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Figure 2.4: (a)Dipole Pattern,(b)Array Factor,(c)Multiplication Result

Signal Processing (DSP) algorithms. The smart antennas are designed to increase the radia-

tion power in a certain direction while rejecting or nulling the signals that are coming from

the undesired directions. This opportunity increases the overall wireless system capacity.

2.2 Digital Beamforming

The process of beamforming involves weighting of the input or output signals of the smart

antenna in order to form the desired radiation pattern beam. This is done by down converting

the signals into two baseband signals I and Q signals [71]. The forming of the beams is per-

formed by adjusting the amplitudes and phases of I and Q signals. The adjustment is called

the weighting process and the result is called the weighting vector.The digital beamformer is

shown in Figure (2.5) where x(t) represents the input signal to be weighted, d(t) represents

the training sequence,w represents the withering vector, and y(t) is the desired output.
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Figure 2.5: Digital Beamformer

The beamforming provides a great possibility to focus the signals toward the desired

users. This gives the possibility of channels reuse in terms of the generated beams. Focus-

ing the energy rises the SNR and significantly decreases the interference. In addition, the

beamforming control is achieved via the DSP which means it is only software upgrade. This

adds a large flexibility to the frequency reuse and much better efficiency to the scheduling

procedures.

2.2.1 Switched Digital Beamforming

In this type of beamforming, there is a number of fixed predefined beams. The scheduling

is done based on these beams. The beam’s assignment is performed according to the user

conditions. If the user conditions are changed, the system will assign the most appropriate

available beam. This technique is relatively simple but it has some drawbacks. The first draw-

back is the existence of coverage gaps. This is shown in Figure(2.6).The second drawback is

the large number of hand-offs that is required between beams during users movements.
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Figure 2.6: Switched Beamforming

2.2.2 Adaptive Digital Beamforming

In contrast to the switched beamforming, the adaptive beamforming generates the beams

adaptively. This avoids the existence of uncovered areas. See Figure (2.7). Also, the adaptive

beamforming does not require a large number of handovers. However, the efficiency of the

adaptive beamforming is highly dependent on the implemented beamforming algorithms.
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Figure 2.7: Adaptive Beamforming

2.3 Multiple Access in Frequency Domain

2.3.1 OFDM

OFDM stands for Orthogonal Frequency Division Multiplexing [72]. The working princi-

ple of OFDM is to break the higher data rate streams into several lower data streams. These

lower data streams are transmitted concurrently over a number of subcarriers [73]. The term

orthogonal means that, the subcarriers are orthogonal to each other. This gives the possibil-

ity to perfectly transmit and receive signals over a single channel without any interference.

In other words, OFDM signals are sent in a way that the peak of one subcarrier occurs along

with the nulls of the other subcarriers. Therefore, there will not be any interference between

the subcarriers. The orthogonality concept is explained in Figure (2.8).
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Figure 2.8: OFDM and FDMA Spectrum

The orthogonality principle can be expressed mathematically as:

∫ ∞

∞
ϕi(t)ϕj (t)dt = 0 (2.10)

where ϕi(t) and ϕj are any sub-carriers, and i and j are the sub-carrier numbers.

We consider only the period from 0 to Ts.

∫ Ts

0
e2jπ fit e 2jπ f jtdt =

∫ Ts

0
e 2jπ( fi f j)tdt (2.11)

e2jπ( fi f j)t

2jπ( fi f j)

∣∣∣∣Ts
0
=

e 2π j( fi f j)Ts 1
2π j( fi f j)

(2.12)

ejπ( fi f j)Ts
sin(π(( fi f j)Ts))

π( fi) f j)
(2.13)

Equation (2.13) is equal to zero if :

fi f j =
m
Ts

(2.14)
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wherem is any integer number, and fi f j is the deference between any two subcarriers.

∆ f = ( fi f j) =
m
Ts

(2.15)

OFDM can be implemented using the block diagram shown in Figure (2.9).

Figure 2.9: OFDM Block Diagram

There are two problems that appear during the transmission of signals through a dis-

persive channel. The first one is that, the channel dispersion eliminates the orthogonality

between the subcarriers. This causes the inter carrier interference. The second one is the

inter symbol interference between successive OFDM symbols. These two problems can be

mitigated through the implementation of so called Cyclic Prefix (CP) insertion. The insertion

of the CP is done by taking a copy of the last part of the OFDM symbol and insert it in the

front part of the OFDM symbol. The CP duration is chosen to be greater than the estimated
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maximum delay spread of the channel. This is shown in Figure (2.9).

Figure 2.10: Cyclic Prefix Diagram

OFDM has several advantages over the other multiplexing techniques such as the im-

provement in spectral efficiency. This is gained because there is no need to insert a guard

band between the subcarriers. In addition, OFDM is immune to the delay spread and mul-

tipath transmission. Furthermore, OFDM can resist the frequency selective fading, and it

requires simple equalization. On the other hand, OFDM needs a high synchronization, it is

sensitive to the carrier frequency offset, and the peak of the average power ratio is high [74].

2.3.2 OFDMA

OFDMA represents the multiuser version of the OFDM. It has been adopted by LTE as the

4G multiple access radio interface. OFDMA can be referred to as a combination of OFDM

and TDMA.

In OFDMA, the available subcarriers are split into logical groups named as sub chan-

nels. Each logical group is composed of either contiguous or non-contiguous subcarriers.

The allocation of the sub channels is done based on the channel conditions. OFDMA takes

advantage of the multiuser diversity where different channels may have different conditions

with different users. The channel diversity is shown in Figure (2.10). The allocation process

is called scheduling. In contrast to the OFDM where one resource block is assigned to one
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user, OFDMA allocates different sets of subcarriers to different users.

Figure 2.11: Users Diversity

The difference between OFDM and OFDMA is explained in Figures (2.11) and (2.12).

These figures show that,the distribution of resource blocks is fixed in time for OFDM while

it is varied in time in the case of OFDMA. Figure (2.13) clarifies that, in OFDMA, the dis-

tribution of the resource blocks is varied between the users in time.

Figure 2.12: OFDM Resource Blocks
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Figure 2.13: OFDMA Resource Blocks

OFDMA has some advantages over the other multiple access techniques. The first ad-

vantage is exploiting the frequency diversity through the allocation of distributed subcarriers

to each user [75]. The second advantage is the implementation of the multiuser diversity.

This is achieved by assigning a group of contiguous subcarriers that meet the best channel

conditions of each user. The third advantage is the employment of the adaptive modula-

tion and coding techniques . The last advantage is using simpler equalizers compared to the

non-OFDM systems.

2.3.3 SC-FDMA

SC-FDMA is proposed by LTE as a multiple access technique in the uplink communica-

tion. It is suggested to overcome the drawbacks of OFDMA. Themajor drawback of OFDMA

is the high Power Average Peak Ratio (PAPR) [76]. The PAPR appears due to the combina-

tion of several subcarriers together. This requires linear amplifiers at the transmitter. In the

base station, it is possible to provide linear amplifiers. However, using these amplifiers at the
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terminals leads to a shorter battery life due to the high power consumption. The block dia-

gram of SC-FDMA is the same as the block diagram of OFDMA except there are two blocks

that have been added [77]. These blocks are Discrete Fourier Transformer (DFT) and Inverse

Discrete Fourier Transformer (IDFT) respectively. The first block distributes the time sym-

bols over all the assigned subcarriers. DFT block spreads the information of each symbol

between all the subcarriers before mapping them. This reduces the PAPR. At the receiver,

the opposite process is applied where IDFT block is added right after SC-Demapping block.
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Chapter 3: Direction of Arrival

Algorithms for User Identication for 5G

In this chapter, we introduce a mechanism to apply the DOA algorithms in the cellular 

mobile communication systems. Our proposed mechanism makes it possible to identify the 

direction of each user in the cell, track the users while they are moving in the cell, and con-

sequently implement the SDMA optimally. This chapter includes signal model, proposed 

system model, simulation results, and the conclusion.

3.1 Direction of Arrival Algorithms

Consider Figure 3.1, if a source signal impinges on array element (i 1) with angle of θ, 

this signal will arrive at element i with delay equal to [78]:

Θi =
(i 1)d sin(θ)

c
(3.1)

where c is the speed of light and d is the spacing between the antenna elements.

33



Figure 3.1: N Element Uniform Linear Antenna

Figure 3.2 shows a ULA composed of M elements. Consider D number of signals are

arriving at the antenna. Assume each signal is taking as snapshots composed of K number

of samples. The snapshots are taken at different instants of time t1, t2, ..., tM.

Figure 3.2: Antenna Receiver Model

The steering vector of the antenna can be expressed as:

ā(θ) = [1 e−jkd sin(θ) e−2jkd sin(θ) ... e−(M−1)jkd sin(θ)] (3.2)
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where k is the wave number, d is the spacing between the antenna elements, and θ is the

incident angle. The signal received by the antenna can be expressed as:

x̄(t) =



x̄1(t)

x̄2(t)

...

x̄D(t)


= [ ā(θ1) ā(θ2).... ā(θD) ]



s̄1(t)

s̄2(t)

...

s̄M(t)


+ n̄(t) (3.3)

where x̄(t) is the received signal vector, s̄(t) is the source signal vector, and n̄(t) is the noise

vector.

The steering vectors can be combined in one matrix named as Ā matrix :

Ā = [ ā(θ1) ā(θ2) .... ā(θD) ] (3.4)

3.1.1 MUSIC Algorithm

The MUSIC algorithm is based on the decomposition of the covariance matrix into two

subspaces. These subspaces are the signal subspace and the noise subspace. The covariance

matrix of the received signal can be written as [79]:

R̄xx = E x̄x̄H = E (Ās̄+ n̄)(Ās̄+ n̄)H

= ĀE s̄.s̄H ĀH + E n̄.n̄H

= ĀR̄ss ĀH + R̄nn

(3.5)

where E denotes the expectation , (.)H denotes the Hermitian, R̄ss defines the correlation

matrix of the source signal, and R̄nn denotes the correlation matrix of the noise. Con-

sider (λ1,λ2, ....,λM) are the eigenvalues of the correlation matrix R̄xx. There will be

(e1, e2, ...., eM) eigenvectors correspond to these eigenvalues. By sorting the eigenvalues

35



of the correlation matrix in descending way, we get two subspaces Ēs and ĒN, where Ēs rep-

resents the signal subspace and ĒN represents the noise subspace. The components of ĒN

are orthogonal to the steering vectors of the signal components at the arrival angles. This

can be expressed as: āH(θ) ĒN ĒN ā(θ) = 0 , at the angles θ1, θ2, ..., θD , the equation of

the MUSIC spectrum is given by:

PMUSIC(θ) =
1

āH(θ) ĒN ĒN ā(θ)
(3.6)

3.1.2 Root MUSIC Algorithm

The MUSIC algorithm gives the arriving angles as peaks on the power spectrum. This re-

quires external interaction and exhaustive research to find out the corresponding angles. Root

MUSIC represents another approach where the MUSIC spectral equation is simplified as

[80]:

PMUSIC(θ) =
1

āH(θ) ĒN ĒH
N ā(θ)

=
1

āH(θ) C̄ ā(θ)
(3.7)

where C̄ = ĒN ĒH
N

The steering vector of the ULA can be written as:

ān(θ) = ejkd(n 1) sin θ, n = 1, 2, ..,M (3.8)

then,

āH(θ) C̄ ā(θ) =
n=M

∑
n=1

n=M

∑
m=1

e jkd(n 1) sin θ C̄nmejkd(m 1) sin θ

=
M 1

∑
r= M+1

crejkdr sin θ

(3.9)
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where cr represents the summation of the diagonal elements of the matrix C. Equation (9)

can be simplified as:

J(z) =
M 1

∑
r= M+1

crzr (3.10)

where z = e jkd sin θ. Due to the noise, the roots of the polynomial J(z) will be closed to the

unit circle [81]. These roots can be used to find the angles of the incoming signals as:

θj = sin(
arg(zj)

kd
) (3.11)

3.1.3 ESPRIT Algorithm

In contrast to the MUSIC algorithm, the ESPRIT does not apply exhaustive search over all

the power spectrum to find out the peaks of the signals. This significantly reduces the compu-

tational complexity and the storage requirements [22]. Furthermore, the ESPRIT algorithm

does not need a complete knowledge of the array manifold steering vectors.

Figure 3.3: Two Identical Overlapped Sub-arrays

It assumes that the ULA is composed of two or more identical sub-arrays named as dou-

blets. These doublets may overlap whichmeans one element can be inmore than one doublet.

This is explained in Figure 3.3. The spacing between the ULA elements is d. The signals at
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each doublet can be expressed as:

x̄1(t) = [ ā(θ1) , ā(θ2), ..., ā(θD) ]



s̄1(t)

s̄2(t)

...

s̄M(t)


+ n̄1(t)

= Ā1s̄(k) + n̄1(t)

(3.12)

and

x̄2(k) = [ ā(θ1) ā(θ2) ... ā(θD) ] s̄(k) + n̄2(t)

= Ā2 s̄(t) + n̄1(t) = Ā1 ϕ̄ s̄(t) + n̄2(t)
(3.13)

where ϕ̄ = diag ejkd sin θ1 ejkd sin θ2 ..., ejkd sin θD is a

D D diagonal unitary matrix that describes the relationship between the signals received

by each doublet. The array output can be expressed as:

x̄(k) =

x̄1(t)
x̄2(t)

 =

 Ā1

Ā1.ϕ̄

 .s̄(t) +

n̄1(t)
n̄2(t)

 (3.14)

the correlation matrix of the first doublet is given by:

R̄11 = E x̄1.x̄H1 = ĀR̄ss ĀH + R̄nn (3.15)

and the correlation matrix of the second doublet can be expressed as:

R̄22 = E x̄2.x̄H2 = Ā ϕ̄ R̄ss ϕ̄H ĀH + R̄nn (3.16)
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The correlation matrix of the whole array is given by:

R̄xx = E x̄.x̄H = ĀR̄ss ĀH
ss + R̄nn (3.17)

By finding the eigenvectors that correspond to D received signals, we can build the signal

subspace of each doublet Ē1 and Ē2. Since Ē1 and Ē2 are translationally related, there will

be a unique non-singular transformation matrix γ that satisfies:

Ē1γ̄ = Ē2 (3.18)

Furthermore, let T̄ be a unique nonsigular transformational matrix that satisfies: Ē1 = ĀT̄

and Ē2 = Ā ϕ̄ T̄ which leads to:

T̄γ̄T̄ 1 = ϕ̄ (3.19)

By obtaining the eigenvalues of γ̄ which are λ1,λ2, ...,λD , the angles of arrival can be

estimated as:

θi = sin 1 (
arg (λi)

kd
) (3.20)

3.2 System Model

Consider D signals s̄i , i = 1, 2, ...,D are transmitted at angles θi. The steering vectors of

the antenna can be expressed as:

ā(θi) = [1 e jdk sin θi e 2jdk sin θi ... e (M 1)jdk sin θi ] (3.21)

Due to the presence of noise and the effect of the Rayleigh fading channel, the signals re-

ceived by the antenna elements will be corrupted so that the received signals can be expressed

as: x̄i = āH(θi)s̄i(θi) + n̄.
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Furthermore, the angles will be deviated from the transmitted angles to a new angles, there-

fore , we will receive these signals at angles: θ̂esti , i = 1, 2, ..,D. The estimated steering

vectors according to these estimated angles are:

ā(θ̂esti) = [1 e jdk sin θ̂esti e 2jdk sin θ̂esti ... e (M 1)jdk sin θ̂esti ] (3.22)

where ā(θ̂esti) are the new steering vectors according to the estimated DOAs of the MUSIC

algorithm. Note that, there should be a threshold set to limit the number of the resultant

peaks that will be considered. This is applied only for the MUSIC algorithm but there is no

need to apply it for the Root MUSIC and ESPRIT algorithms. We use these steering vectors

to get more accurate signals which means the received signals will be :x̄ 1, x̄ 2, ..., x̄ D.

Now, we need to distinguish the desired signal user from the other signals at the estimated

angles.

The data received by the array antenna elements form a single output is expressed as:

y(t) = w̄H x̄(t) (3.23)

where w̄ represents the M 1 complex weighting vector which is needed to steer the array

response to the direction of the incoming signals. The array steering is performed by adjust-

ing the elements weights w̄.

Let ,

w̄ = ā(θ̂esti) = [1 e jdk sin θ̂esti e 2jdk sin θ̂esti ... e (M 1)jdk sin θ̂esti ] (3.24)

and

y(t) = āH(θ̂esti) x̄(t) (3.25)
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where y(t) = [y1(t) y2(t)]....yD(t)]H, āH(θ̂esti) = [āH(θ̂est1), ā
H(θ̂est2)...ā

H(θ̂est(M)
)],

and x̄(t) = [x̄1(t), x̄2(t)...x̄D(t)]H, then, we can construct the transmitted signals as:

ŝi(t) =
D

∑
i=1

ā 1(θ̂esti) yi(t) (3.26)

where ŝi(t) represents the transmitted signals at the estimated directions obtained from the

peaks resultant from the MUSIC algorithm. Then, we take the correlation between these

estimated signals and the reference signal to identify the direction of the desired user. The

correlation can be written as:

zi(t) =
∫ ∞

∞
d?(t) ŝi(t+ τ)dt (3.27)

where d?(t) denotes the complex conjugate of d, which is the reference signal and τ is the

lag. By using the cross correlation, we can estimate how much the estimated transmitted

signal ŝi(t) and the reference signal are correlated, and from that we get :

max(corr(i)) = max(zi(τ)) (3.28)

As a result the signal which has largest correlationwith the reference signal will be the desired

signal and it’s steering vector will express the user direction.

3.3 Accuracy Enhancement

The APA algorithm is an adaptive filter algorithm that utilizes the gradient based method

[82]. This method employs the error vector instead of a scalar error which is used in LMS

algorithm to adjust the variable step size. The system model of the Affine adaptive beam-

forming system is shown in Figure 3.4.
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Figure 3.4: Affine Adaptive Beamforming System

Consider the Wiener filter:

d̂(n) =
P

∑
k=0

w(k) x(n− k) (3.29)

where w(k) is the unit sample response of the finite impulse response (FIR) Wiener filter

that process d(n), x(n) then the error is estimated as:

e(n) = d(n)− d̂(n) = d(n)−
P

∑
k=0

w(k) x(n− k) (3.30)

where e(n) is the error between the desired and actual outputs . The coefficients of the filter

are obtained by minimizing the mean square error (MSE) where

E e(n) 2 = E d(n)−
P

∑
k=0

w(k) x(n− k) 2 (3.31)

then by solving the Wiener-Hopf, we get:

R̄xx w̄ = r̄xd (3.32)
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where R̄xx is the covariance matrix of the input data matrix to the filter and rxd is the cross-

correlation vector between the input data vector x(k) and the training sequence d(k) result

after using the filter coefficients to converge the data to their describe values then, the coef-

ficient vector recursion is given by

w(n+ 1) = w(n) + µ(n)x(n)(xT(n)x(n) + σ1 I) 1 (3.33)

where σ1 is a small positive number, I is a unit matrix of size M M, and x̄(n) is the

received signal, then the variable step size µ(n) is obtained by:

µ(n) = µmax
P(n) 2

P(n) 2 + σ2
(3.34)

where σ2 is a positive number proportional toM and inversely proportional to SNR, µmax

2, and P(n) is an M 1 vector recursively can be estimated by time averaging as:

P(n) = ΨP(n+ 1) + (1 Ψ) x(n) (x(n)T x(n) + σ1 I) 1 e(n) (3.35)

where Ψ is a smoothing factor 0 Ψ 1

3.4 Simulation Results

We have considered ULA composed of ten elements. The inter spacing between the antenna

elements is d = 0.5λ. We use Binary Phase Shift Keying (BPSK) modulated snapshots com-

posed of 1024 samples each. The first procedure is to experience the ability of the MUSIC

algorithm to find the direction of the desired user in terms of the reference signal. We have

considered four signals impinging on the antenna array at [ 60o 30o 30o 60o].

Figure 3.5 shows how the MUSIC algorithm scans the angle θ over the angular region of

the interest for the ULA from 90o to +90o degrees, and measures the output power
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(a)

(b)

Figure 3.5: DOA Estimation using MUSIC Algorithm for 10 Elements ULA
at (a)SNR = 10dB and (b)SNR = 0dB

of the steered array to find out the peaks of the incoming signal at SNR = 10dB and

SNR = 0dB values. The simulation results show that, at values less that 0dB, the per-

formance of the MUSIC algorithm is degraded causing accuracy error of the measured an-

gles of the incoming signals. Table 3.1 (a) and (b) shows the obtained estimated angles at

SNR = 10dB and 0dB, respectively.
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(a) at SNR = 10dB

Transmitted angle θ 60o 30o 30o 60o

Estimated angle θ̂est 65o 27o 33o 58o

(b) at SNR = 0dB

Transmitted angle θ 60o 30o 30o 60o

Estimated angle θ̂est 57o 29o 28o 59o

Table 3.1: MUSIC Algorithm Results

The second step is to generate a new steering vectors according to the estimated DOAs.

Then, by applying the cross correlation between the detected signals and the reference signal,

we find that the desired user is located at the direction of +33o. Now, we feed this informa-

tion (the steering vector at the obtained direction) as initial weights to the APA algorithm

to enhance the accuracy, and generate a beam in the direction of the desired user and nulls

towards the interferers.

We have considered antenna composed of ten elements. These elements need to be op-

timally weighted in order to steer the antenna towards the desired direction. From the sim-

ulations, we can show that the APA algorithm gets to the optimum weights after less than

100 iterations. This is due to the reduction of the error between the output signal and the

reference signal to the minimum.

The APA algorithm improves the DOA accuracy by adjusting the weights of the antenna

elements. Figure 3.6 (a) and (b) shows how the APA algorithm forms the main beam to-

wards the desired user and nulls toward the interferes in Cartesian and Polar coordinates

respectively.
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(a)

(b)

Figure 3.6: Generate a Beam towards the Desired User and Nulls towards the
Interferes in (a) Cartesian coordinates (b) Polar coordinates

Figure 3.7 depicts the behavior of the Root MUSIC algorithm at SNR = 10 dB and
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0 dB, respectively. The Root MUSIC algorithm figures out the estimated signals by examin-

ing the roots of the spectrum polynomial.

(a)

(b)

Figure 3.7: the Angles Associated with the Root Music Algorithm (a) at
SNR = 10dB and (b) SNR = 0dB
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Assume the desired user is located at θ = 30o. Table 3.2 (a) shows the obtained estimated

DOAs in form of eighteen roots, then by applying the cross correlation function, we figure out

that the estimated direction of the desired user is θ̂est = 23.030o in case of SINR = 10dB,

and at θ̂est = 29.817o in case of SINR = 0dB. This is explained in Tables 3.2 (a) and 3.2

(b), respectively.

(a) θ̂est at SNR = 10dB

23.030o 42.319o 14.298o 38.126o 1.076o 10.993o

27.891o 59.872o 60.4534o 60.4534o 55.1776o 27.891o

42.319o 10.993o 1.076o 38.126o 14.298o 23.030o

(b) θ̂est at SNR = 0dB

37.496o 39.439o 12.044o 0.238o 12.765o 29.817o

29.817o 60.194o 60.194o 60.946o 60.946o 30.202o

30.202o 12.044o 0.238o 12.765o 37.496o 39.439o

Table 3.2: The obtained DOAs using Root MUSIC algorithm

The same procedure is repeated for the ESPRIT algorithm at SNR = 0dB and SNR =

10dB. Table 3.3 shows the obtained estimated angles.

(a) at SNR = 10 dB

Transmitted angle θ 60o 30o 30o 60o

Estimated angle θ̂est 56.518o 24.044o 27.938o 55.816o

(b) at SNR = 0 dB

Transmitted angle θ 60o 30o 30o 60o

Estimated angle θ̂est 58.900o 28.969o 28.688o 58.982o

Table 3.3: The obtained DOAs using ESPRIT algorithm
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The user position was found at θ̂est = 27.938o in case of SINR = 10dB, and at

θ̂est = 28.688o in case of SINR = 0dB. By applying the APA algorithm, the accuracy

is improved and the corrected direction is at θ̂est = 29.5o. Note that, the accuracy of the

MUISC, ROOT MUSIC, and the ESPERIT algorithms is very high when SINR = 0dB .

3.5 Conclusion

In this chapter, we have introduced a method to identify the desired user from the interferers

by applying the cross correlation between the received signals and the reference signal which

is known by the transmitter and receiver. Also, by implementing a fast adaptive processor

unit such APA which has a fast convergence rate with minimum square error, we have im-

proved the accuracy of the obtained DOA of the desired user by determining the optimum

complex weights. This maximizes the signal to the interference ratio via suppressing the

signal from the interference sources. Then, the beamforming technique is used to generate

a beam towards the desired user and nulls in the directions of the interferers. Simulation re-

sults show that after applying the fast adaptive APA algorithm, the performance of the DOA

algorithms are significantly improved in case of low SINR values.
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Chapter 4: Adaptive Beamforming for

5G

In this chapter we introduce an algorithm which is a combination of the MUSIC and LMS 

algorithms named as MLMS. The MUSIC algorithm is combined with the correlator which 

we named as User Identifier (UI) to find the direction of the desired user, then we feed the 

LMS algorithm with the initial estimation of the desired user direction and signal. This 

makes the difference between the reference signal and the ULA output smaller from the 

early iterations. This makes the convergence to occur faster and gives the LMS algorithm the 

capability to work even at hard conditions such as very low SINR value.

4.1 Adaptive Beamforming Algorithms

The efficiency of the adaptive beamforming is highly dependent on the implemented beam-

forming algorithms. The beamforming algorithms can be classified into two classes [83]. 

The first class is blind a lgorithms. Blind algorithms do not utilize reference or training sig-

nals in calculating the weighting vectors and generating the beams. The reference signals 

are signals sent by the transmitter and known by the receiver. The blind algorithms perform 

their calculations based on the estimation of the DOA of the desired and interfering signals,

50



structural characteristics of the signal, and the knowledge of the previous symbols nature.

The second class is non blind algorithms. These algorithms use reference signals in cal-

culating the weighting vectors and generating beams. This class is appropriate for wireless

communications because the transmission of reference signals has been adopted by most of

the wireless networks such as WiMAX and LTE [84]. The LMS and RLS are examples of

blind algorithms. These classes are shown in Figure (4.1).

Figure 4.1: The Classes of Beamforming Algorithms

4.2 Wiener Solution

Consider Figure (4.2) where the input signals are fed to be weighted . The output will be

the sum of the inputs multiplied by their weights.

The error signal can be expressed as:

e(k) = d(k) y(k) (4.1)

and y(k) can be expressed as:

y(k) = wHx(k) (4.2)
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Figure 4.2: Adaptive Beamformer

wherewH represents theHermitian transpose of theweighting vector,w = [w1,w2,w3, ...,wN ]

and d(k) represents the training sequence or the reference signal that is sent by the transmit-

ter and known by the receiver.

By applying the Minimum Square Error method and taking the expectation, we get:

E[ e(k) 2] = E[ d(k) y(k) d(k) y(k) ]

= E[ d(k) x̄(k) d(k) w̄H x̄(k) ]

= E[ d(k) 2 d(k)x̄H(k)w̄ w̄H x̄(k)d (k) + w̄H(k)w̄]

= E[ d(k) 2 r̄xdw̄ w̄H r̄xd + w̄HRxxw̄]

(4.3)

where R̄xx = E[x̄(k)x̄H(k)] is N N covariance matrix of the input data vector x̄(k), and

r̄xd = E[x̄(k)d (k)] is the N 1 cross-correlation vector between the input vector x̄(k) and

the training sequence d(k).

By rewriting the obtained equation, we get:

E[ e(k) 2] = E d2(k) 2w̄H r̄xd + w̄H R̄xxw̄ (4.4)
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This equation is a quadratic function. It has a unique minimum which can be obtained by

taking its derivative with respect to w̄ .

(E[ e(k) 2]) =
∂

∂w̄
E[ e(k) 2] (4.5)

This leads to : 2r̄xd + 2 R̄xxw̄opt = 0

w̄opt = R̄ 1
xx r̄xd (4.6)

This solution is called the Wiener solution. The problem with this solution is that it

requires the entire knowledge of R̄xx and r̄xd to get to the optimum solution. Another problem

is the difficulty of calculating R̄ 1
xx and in some cases R̄xx has no inverse.

4.3 Steepest Descent Method

The basic idea of this method is to find the gradient. Then go back and forth by subtracting

or adding a small amount called the step size [71].This continues until we get to the optimum

solution. This operation can be expressed mathematically as in equation 4.7. Equation 4.7

is called the updating equation.

w(i+ 1) = w(i)
µ

2
∂ε

∂w

∣∣∣
w=w(i)

(4.7)

where µ is the step size which is themost important parameter. This method does not include

the calculation of R 1
xx . However, we still need to know p̄ and R̄. Furthermore, this method

works off line.
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4.4 Least Mean Square

LMS is the adaptive version of the Steepest Descent algorithm. It is the most popular

adaptive algorithm. LMS gains its popularity due to its simplicity and the ease of imple-

mentation. There are many versions of LMS algorithm that have been proposed such as

LMS-LMS,LLMS and BLMS. In LMS, the correlation matrix R̄xx and the cross correlation

vector r̄xd are replaced by their momentarily values as following [85]:

R̄xx = x̄(n)x̄H(n) (4.8)

r̄xd = x̄(n)d (n) (4.9)

The LMS algorithm can be summarized in the following steps:

w(0) initial (usually initiated with zero vector)

f or n = 0 to f inal

y(n) = w̄H x̄(n)

e(k) = d(k) y(k)

then use the following updating equation:

w(n+ 1) = w(n) + µx̄(n)e(n) (4.10)

where µ is the step size and is limited by:

0 µ
2

λmax
(4.11)
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4.5 Proposed Tracking Model

This scenario combines the MUSIC and LMS algorithms in one algorithm named as

MLMS algorithm. MLMS starts with determining the position of the user in the cell. We

achieve this using the MUSIC algorithm due to its high resolution. Then, we use the LMS

algorithm to generate a beam in the direction of the desired user and nulls in the directions

of the interferers, and keep tracking of the desired user. Consider D signals are transmitted

Figure 4.3: MLMS Algorithm

at angles θ1, θ2, ..., θD as shown in Figure (4.3). The steering vectors that correspond to these

angles can be expressed as:

ā(θi) = [1 e jkd sin(θi) e j2kd sin(θi) ...e j(M 1)kd sin(θi)]T (4.12)
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The output of the ULA can be written as:

x̄(k) =



x̄1(k)

x̄2(k)

...

x̄D(k)


= [ ā(θ1) ā(θ2).... ā(θD) ]



s̄1(k)

s̄2(k)

...

s̄M(k)


+ n̄(k) (4.13)

The MUSIC algorithm will give us estimated values of the transmitted angles at θ̂1, θ̂2...θ̂D.

Therefore, the actual output of the MUSIC algorithm can be expressed as:

ˆ̄x(k) =



ˆ̄x1(k)

ˆ̄x2(k)

...

ˆ̄xD(k)


= [ ā(θ̂1) ā(θ̂2).... ā(θ̂D) ]



s̄1(k)

s̄2(k)

...

s̄M(k)


+ n̄(k) (4.14)

where ˆ(.) represents an estimation of the original value. Using the MUSIC algorithm with a

proper threshold, we get peaks on the power spectrum at θ̂1, θ̂2...θ̂D. By applying the cross

correlation function concept between the reference signal and the incoming signals which we

have already proposed in [69], we can estimate the desired user signal and the desired user

direction. The UI will separate the desired signal from the interference. The operation of the

system has two cycles. In the first cycle, the DOA and the UI parts operate while keeping the

beamforming part OFF . In the second cycle, beamforming part operates while DOA and

UI parts are OFF . Therefore, the output signal of the UI can be expressed as:

yUI(k) = ā(θ̂des)H ˆ̄xdes (4.15)
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where ˆ̄xdes is the estimated version of the x̄des, and θ̂des is the obtained direction of the desired

user. At the first iteration, the reference signal will be compared with the output of the UI.

This means that, instead of comparing the reference signal with the ULA output which leads

to slow convergence and weak tracking capabilities as it is in the conventional LMS, we feed

the LMS with initial estimation of the desired user signal and direction. Therefore, the error

at time t can be expressed as:

e(t)(k) = sre f (k) y(UI)(k) = sre f (k) āH(θ̂des) ˆ̄xdes(k) (4.16)

Note that, we have expressed e(t) as a function of time because our model will keep compar-

ing with the re-transmitted reference signal every 0.5ms. We have chosen the time 0.5ms

because it is the shortest time adapted by LTE for sending the reference signals. By taking

the square of the Equation (4.16) and taking the expectation of it, we get:

E et(k)
2 = E (sre f (k) y(UI)(k))(sre f (k) y(UI)(k))

H (4.17)

In addition, it is worth to note that y(t) is an estimation of the desired user signal, therefore, the

error from the start will be small. Equation (4.17) is a quadratic equation with one minimum.

By taking the derivative with respect to w̄ and solving, we get:

w̄MLMSopt = R̄ 1
xdesxdes r̄new (4.18)

where w̄MLMSopt represents the optimum weights obtained by the algorithm, R̄ 1
xdesxdes and

r̄new are the proposed versions of Rxx and r̄ respectively. They are given by:

R̄xdesxdes = x̄des(k) x̄Hdes(k) (4.19)
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and

r̄new = sre f (k) x̄des(k) (4.20)

The updating equation of the beamformer is given by:

w̄(k+ 1) = w̄(k) µ[R̄xdesxdes w̄ r̄rd] (4.21)

where µ represents the step size and Its limited by:

0 µ
1

2λmax
(4.22)

where λmax indicates the largest eigenvalue of R̄xdesxdes .

After the first iteration and finding the optimum weights, the LMS part and the reference

signal will be compared with the ULA output in the tracking procedure. If the user is moved

to a new point, the difference between the reference signal and the array output will be in-

creased which means the MLMS will adjust the antenna weights to redirect the antenna to

the new direction. We will use the Equation (4.21) to update the ULAweights. Note that, the

conventional LMS algorithm is not capable to work at large amount of interference. Feeding

the LMS algorithm with the estimation of the desired signal and the direction of the desired

user makes the convergence faster, and the tracking process is applicable. We implement the

LMS algorithm to enhance the DOA accuracy of the obtained estimated angle, generate a

beam towards the desired user and nulls toward the interferers. These steps are explained in

algorithm 1. The array factor (AF) is sketched to obtain the beam parameters θ+ and θ .

These angles are the angles that correspond to the two HPBW points of the maximum power

of each beam.
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1 Algorithm 1: MLMS algorithm steps
Step 1: gather the data from the antenna elements
Step 2: estimate the correlation matrix R̄xx
Step 3: calculate the eigenvalues of R̄xx
Step 4: obtain the noise eigenvectors [ v̄D+1 v̄2..... v̄M ]
Step 5: draw the power spectrum PMUSIC(θ)
Step 6: nd out the largest peaks on the power spectrum
Step 7: nd out the angles that correspond to these peaks
Step 8: apply the correlation concept proposed in Yousef1 to

nd out the direction of the desired user θ̂des
Step 9: feed this information to LMS algorithm
Step 10:

for k = 0 to nal

⇒ calculate y(k) = w̄H(k) ˆ̄xdes(k)

⇒ calculate the error signal
e(k) = sre f(t)

(k)− y(k)

⇒ update w̄(k + 1) = w̄(k) + µ e∗(k) ˆ̄xdes(k)

end for

Step 11: calculate the array factor at the desired angle
according to the following equation:

AF(θdes) =
M

∑
m=1

wk e−j(m−1)d β sin(θdes) (4.23)

Step 12: if the user moves, go back to step 10 and update
Equation (4.21)

4.6 Simulation Results

We have considered a uniform linear SA composed of 10 elements with inter-element spac-

ing equal to 0.5 λ. The results are obtained using snapshots of 1024 samples. These sam-

ples are modulated using Binary Phase Shift Keying (BPSK) in the presence of AWGN at

SNR = 10 db and the presence of four interfering signals. The simulation is performed

using MATLAB R2015 a. Figure (4.4) shows a comparison between the proposed algorithm

MLMS and the conventional LMS in terms of the convergence. It shows that, MLMS gets to

the convergence after 13 iterations while the conventional LMS needs 85 iterations to reach

to the convergence.

59



Figure 4.4: Convergence of MLMS and LMS Algorithms

In addition, Figure (4.5) shows a comparison between the two algorithms in terms of the

capability of tracking of the desired user signal. We have chosen 50 iterations zooming to

declare the tracking results. Figure (4.5) explains that, MLMS can completely follow the

desired user signal after 13 iterations. On the other hand, it clarifies that LMS needs 85

iterations to track the desired user signal. This provides 84.7% improvement compared with

the LMS.

Figure 4.5: Tracking Capability of MLMS and LMS Algorithms
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4.7 Conclusion

In this chapter, an algorithm for adaptive beamforming is proposed. In this algorithm, the

MUSIC and LMS algorithms are combined to find the directions of the users in the cell,

then generating beams toward the desired users and nulls in the directions of the interferers.

Furthermore, we have put a mechanism to track the users while they are moving inside the

cell. Our simulation results confirm that our proposed algorithm is very efficient in terms of

the convergence and the capability of tracking. We have improved the convergence and the

tracking of the desired users signals to occur after 13 iterations instead of 85 which is the

number of iterations given by the conventional LMS algorithm. This means an improvement

of 84.7 %.

Our proposed algorithm shows powerful efforts to converge and fully track the desired

users signals much faster than the traditional LMS algorithm. Using this algorithm, the

space diversity can be introduced to the existing mobile systems which already have the time

and frequency diversities. The addition of the space diversity will significantly improve the

system capacity due to the improved scheduling.
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Chapter 5: Scheduling Based on

Beamforming

The scheduling is about managing the available resources such that no channel will be left 

idle. This is achieved according to certain rules that take into account the channel, user, and 

space diversities. In this chapter, we introduce a practical scheduling scheme for the next 

generations of the mobile communication systems. In this chapter, we take the advantage of 

knowing the users locations to build up an optimum scheduling scheme. Furthermore, we 

consider two services which are DS and NDS services. We optimally divide the available 

bandwidth between these services using the utility function concept.

5.1 Scheduling in LTE

To implement scheduling in the frequency domain in LTE, eNodeB requires information 

about the concurrent status of each sub-carrier with every user. This information is obtained 

from the feedback sent by each user. However, sending feedback about all sub-carriers con-

sumes a great amount of up link resources. There is always some balance that has to be set 

between the transmitted feedback and the utilized resources. There are numerous techniques
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that have been suggested to reduce the amount of required feedback. In [86], user devices

transmit CSI of all sub-carriers that have exceeded a predetermined threshold. In [87], user

devices send CSI of sub-carriers with the best gains. In [88], the same mechanism in [86]

is applied. However, the feedback is one bit. LTE applies a practical combination of all

previously mentioned techniques [89]. In LTE, the transmitted CSI is quantized into 4-bit

value. This value is known as QCI which is explained in Table 5.1[90]. In addition to all,

LTE reports the average CSI of large sets of sub-carriers.
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CQI Modulation Code Efficiency Bits per RB

Index Rate 1024 Per sub frame

0 outo f range

1 QPSK 78 0.5123 21.931

2 QPSK 120 0.2344 33.754

3 QPSK 193 0.377 54.288

4 QPSK 308 0.6016 86.63

5 QPSK 449 0.877 126.288

6 QPSK 602 1.1758 169.288

7 16QAM 378 1.4766 212.63

8 16QAM 490 1.9141 275.63

9 16QAM 616 2.4063 346.507

10 64QAM 466 2.7305 393.192

11 64QAM 567 3.3223 478.411

12 64QAM 666 3.9023 561.931

13 64QAM 772 4.5234 651.37

14 64QAM 873 5.1152 736.589

15 64QAM 948 5.5547 799.877

Table 5.1: Parameters of CQI

5.2 Modelling DS and NDS calls

In this work, we consider two QoS classes. These classes are DS and NDS. The DS class

represents the real time applications which might be video conferencing, video calls, etc.

The NDS class represents the non real time applications class such as the email transmission

where the delay can be tolerated. BothDS andNDS creates two Poisson streamswith arriving
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rates λ1 and λ2 respectively. The service duration follows an exponential distribution with

µ1 and µ2 factors. The system provides traffics of [91]:

A1 =
λ1

µ1

and

A2 =
λ2

µ2

(5.1)

where A1 and A2 represent the total traffic for the DS and NDS services respectively.

The framework of the system follows aMarkov chainwith two dimensions and continuous

time. The channels which are utilized by the DS class are defined by k1(t).

On the other hand, the channels utilized by NDS class are defined by k2(t) where 0

k1(t) + k2(t) K.

k1, k2

k1, k2 + 1

k1, k2 1

k1 + 1, k2k1 1, k2

λ2 (k2 + 1)µ2

k2µ2λ1

λ1

(k1 + 1)µ1k1µ1

λ1

Figure 5.1: Two Dimensional Markov Chain

Figure (5.1) shows the representation of the four possible Markov states. At the state

0, 0 , all the channels are vacant. This can be mathematically expressed as,

(λ1 + λ2) [ p0,0 ]K = µ1[ p1,0 ]K + µ2 [ p0,1 ]K f or k1 = k2 = 0 (5.2)
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Further, at state k1, k2 , k1 channels are serving calls of class 1, and k2 channels are serving

calls of class 2. This can be written as:

(λ1 + λ2 + k1 µ1 + k2 µ2))[ pk1,k2 ]K = λ1[ pk1 1, k2]K+

λ2 [ pk1,k2 1]K + (k1 + 1) µ1 [ pk1+1,k2 ]K+

(k2 + 1) µ2 [ pk1,k2+1]K f or (k1 + k2) < K

(5.3)

at the state k1 + k2 = K:

(k1 µ1 + k2 µ2) [ pk1,k2 ]K = λ1 [ pk1 1,k2 ] + λ2 [pk1,k2 1]K (5.4)

which leads to :

[p(k1, k2)]K =

A
k1
1

k1!
Ak2
2

k2!

∑k
i=0 ∑k 1

j=0
Ai
i!

Aj
j!

(5.5)

and the blocking probability is given by:

B =
∑Q(K)

A
k1
1

k1!
Ak2
2

k2!

∑k
i=0 ∑k 1

j=0
A1
i!

A2
j!

(5.6)

where Q(K) = k1, k2 : k1 + k2 = K

5.3 Resource Allocation Formula in OFDM System

Consider K number of sub-carriers to be allocated on J uniformly distributed users in a

circular cell. Further, assume there are I number of beams generated using algorithm 1.

The users are considered to be in the same beam if they are located in the area limited by

θ θi θ+. Let k = 1, 2, ..,K , j = 1, 2, .., J and i = 1, 2, .., I are the sets of
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the sub-carriers, users, and beams respectively. Our objective is to maximize the total aggre-

gated data rate of the system using the scheduling based on beamforming. We achieve this

through maximizing the data rate of each user. The bit rate of the jth user is given by [92]:

Rj =
B
K

K

∑
k=1

αi,j,k log2 (1+ SNRi,j,k) i (5.7)

where B is the total bandwidth, and αi,j,k is an index showing the sub-carrier assignment.

It takes the value of 1 if the sub-carrier k is assigned to the user j in the beam i and 0

otherwise. This can be expressed mathematically as:

αi,j,k =


1 if sub-carrier k is allocated to user j in beam i

0 otherwise
(5.8)

The bandwidth of each sub-channel is defined in terms of the Orthogonal Frequency Division

Multiplexing (OFDM) symbol duration T as, B = K/T. Moreover, SNRi,j,k refers to the

signal to the noise ratio for the sub-channel k with the user j in beam i. It can be expressed

as:

SNRi,j,k =
pwi,j,k h2i,j,k

N0
B
K

(5.9)

where pwi,j,k shows the received power of the sub-channel k with the user j in beam i, hi,j,k

represents the channel gain, and N0 represents the spectral density of the Additive White

Gaussian Noise (AWGN) channel. Based on equation (5.7), the total data rate of the system

can be expressed as:

RT =
B
K

I

∑
i=1

J

∑
j=1

K

∑
k=1

αi,j,k log2(1+
pwi,j,k h2i,j,k

N0
B
K

) (5.10)
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5.4 Modeling the utility function of the requested services

The fairness among different users might be satisfied relatively via the satisfaction of their

QoS requirements. In this paper, we implement two classes of services. The first class is the

delay sensitive services and the second is the non-delay sensitive services. The DS can be

described by Figure 5.2(a) [46], [93], [94].

(a)

(b)

Figure 5.2: Utility Function of (a) DS and (b) NDS Applications

The DS applications include the real time applications. These applications are extremely

sensitive to the delays and the degradation in the bandwidth requirements. The DS class can
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be expressed mathematically as:

u1( fds) = V
sgn ( fds fmin) + 1

2
(5.11)

where fds is the allocated bandwidth in case of the DS services, fmin represents the minimal

bandwidth requirements for the DS class, V is a utility scale, and sgn is a sign function.

On the other hand, the NDS applications are the services which can tolerate the delays and

the degradation in the bandwidth requirements. The email and the file transfer services are

examples of these services. The behavior of the NDS services are described in Figure 5(b).

Furthermore, they might be expressed mathematically as:

u2( fnds) = V
log ( fnds + 1)
log ( fmax + 1)

(5.12)

where fnds is the allocated bandwidth in case of the NDS services and fmax defines the

maximal required bandwidth of the NDS applications.

Let the utility function of the system be,

U = u1 ( fds) + u2 ( fnds) (5.13)
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Let p1 and p2 represent two assigned bandwidth proportions in the case of the two traffic

classes. They satisfy : p1 + p2 = 1. The objective function can be expressed as following:

objective function: max
RBi,j,k,pwi,j,k

U

subject to:

C1 : p1 fds + p2 fnds B

C2 : αi,j,k 0, 1

C3 :
K

∑
k=1

αi,j,k = 1, i, j

C4 : ∑ pwi,j,k 0, i, j, k

C5 :
J

∑
j=1

K

∑
k=1

αi,j,k pwi,j,k Pmax, i

(5.14)

where B is the available bandwidth, pwi,j,k represents the power of the sub-carrier k with

user j in the beam i, and Pmax represents the maximum power allowed for each user. The

constraints C2 and C3 are to emphasize that each sub-channel is allocated to one user in one

beam. The constraints C4 and C5 denote the power constraint. First we solve the equation

(3.6) according to the constraint number one (C1) to obtain the optimum values of p1 and

p2, then we check the validity of our solution according to the other constraints.

Put Equation (5.13) in the Lagrange form and take the derivatives of Lu1 , Lu2 and λl with
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respect to fds, fnds, and λl respectively, we get:

max(L) = u1( fds) + u2( fnds) + λl[B p1 fds p2 fnds]

Lu1 =
∂L
∂ fds

=
∂

∂ fds
(V

sgn( fds fmin) + 1
2

)+

∂

∂ fds
[B p1 fds p2 fnds] = 0 fds 0

Lu2 =
∂L

∂ fnds
=

∂

∂ fnds
(V

log(1+ fnds)
log(1+ fmax)

)+

∂

∂ fnds
[B p1 fds p2 fnds] = 0 fnds 0

Lλ =
∂L
∂λ

= B p1 fds p2 fnds 0 λ 0

(5.15)

where λl is the Lagrange multiplier. Going further in the solution, we get the following

results:

Lu1 =
2 p1 V δ( fmin)

2 λ p1 = 0, which leads to :

λ =
V
p1

(5.16)

Lu2 =
∂L

∂ fnds
= V

log (1+ fmax)
1

1+ fnds
λp2 = 0, which gives:

λ =
V

p2 log (1+ fmax)
(5.17)

Lλ = B p1 fds p2 fnds 0

By solving Equations (5.17) and (3.9), we get VC
p1

= V
p2 log (1+ fmax)

, which leads to :

p1
p2

= log(1+ fmax) (5.18)

Let fmin = 64 kb/s which is a proper value for the DS applications, this means fmax =

2 64 kb/s, which gives p1 = 4.8 p2. This means the bandwidth of the DS services will
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be about five times the bandwidth for the NDS services. This means 80% of the available

bandwidth will be assigned to the DS applications while 20% will be assigned to the NDS

applications. Finally, the total data rate of the system is given by:

RT =
I

∑
i=1

J

∑
j=1

K

∑
k=1

αi,j,k RBi,j,k log2(1+
pwi,j,k h2i,j,k

N0
B
N

) (5.19)

where RBi,j,k represents the assigned resource blocks. Each resource block contains a certain

number of sub-carriers.
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5.5 Scheduling Procedure

Figure 5.3: Scheduler Flowchart

Figure (5.3) shows the flowchart of the proposed scheduling algorithm. In the first step,

the scheduler reads the power of each channel with each user pwi,j,k, the available channels,

the users who are asking for calls( we consider the calls are arriving according to the model

described in section (III)), and the minimum number of channels that should be assigned
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to each user. The second step includes finding the directions of the users in the cell as ex-

plained in algorithm 1. The third step contains the implementation of the frequency and the

time diversities by sorting the channels in descending way according to the associated re-

ceived power of each channel with each user. In the fourth step, the scheduler will assign

the minimum required number of sub-channels to each user. The scheduler will choose the

best sub-channels for each user. Then, the scheduler will find out if there is more than one

user in the beam or not. This leads to step five where channel modes 1 2, and 3 represent the

constraints two, three, four, and five.

5.6 Simulation Results

In this simulation, we fed our proposed scheduler with the results of our proposed algorithm

MLMS. By knowing these results, the scheduler will be able to recognize the location of each

user. In this simulation, we have used the same version of MATLAB, we have considered

100 sub-channels, each has 15 kHz bandwidth.

Moreover, we have considered 80 channels as the maximum allowed number of sub-

channels to each QoS class according to Equation (5.18). Moreover, the minimum assigned

bandwidth is also calculated according the same equation. In addition, the scheduler has

always kept checking the validity of the power constraint according to the constraint C5 in

Equation (5.14).

Figure (5.4) depicts the relationship between the total aggregated data rate and the num-

ber of active users at different beam sizes. It shows that, as the beam size decreases, the

total aggregated data rate will be increased. Note that, at a small number of users, the total

aggregated data rates of the system is almost the same. However, when the number of users

is increased, the total aggregated data rates of the system are significantly increased.
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Figure 5.4: Total aggregated Data Rate at different beam sizes

Figure (5.5) depicts the same results in terms of the number of the occupied sub-channels

at different beam sizes.

Figure 5.5: Total Occupied Subchanels at Different Beam Sizes

Table (5.2) explains the total aggregated data gain according to the decrease in the beam

sizes. We have taken these results at 24 active number of users. Note that, the total aggregated

throughput gain will be increased by increasing the number of the active users.
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Beam size decrements 60o 40o 40o 30 30o 20 20o 10o

Total aggregated throughput Gain 30.3 % 16.67% 15.64% 16.64%

Table 5.2: Total aggregated throughput Gain

5.7 Conclusion

In this chapter , we have proposed a scheduling algorithm based on beamforming for 5G.

Our scheduling scheme implements the scheduling based on the knowledge of the direction

of the desired users. We use the utility function concept in order to optimally divide the

available bandwidth between the DS and NDS services.Our simulation results shows that

total aggregated data rates of the system have been improved by around 15% for each 10%

decrease in the beam size.
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Chapter 6: Frequency Reuse Based on

Beamforming for 5G

In this chapter, we present an approach for Frequency Reuse (FR) based on beamforming for 

5G. This work is a continuation of the work in chapters three and four where we proposed 

a practical algorithm for finding t he d irections o f t he u sers i n t he c ell and keep tracking 

them. In addition, we used the beamformer to produce a beam towards the desired direction 

and nulls toward the interferers. In this chapter, we introduce the implementation of the 

synthesizing techniques to smartly form the desired beam shape and make the nulls deeper. 

We use the features of the smart antenna (SA), beamforming efforts, and the radiation pattern 

(RP) synthesizing techniques to develop a FR plan for 5G. Further more, we have developed 

a formula for calculating the Signal to Interference and Noise Ratio (SINR) as a function of 

the desired and the interferers directions. Our condition is to keep the SINR at the lowest 

levels required by LTE. We started by dividing each standard hexagonal cell into six beams. 

Each beam is of size 60o width. After that based on the calculated SINR, we increase the 

number of beams from 6 to 12 beams and achieve a 36-beam cell plan.
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6.1 The Concept of Transmit Beamforming

The beamforming process involves adjusting the weights of the antenna elements to receive

and transmit from a certain direction. It increases the gain of the antenna in the desired

direction. Furthermore, it creates nulls at the directions of the intereferers.

Figure 6.1: A General Beamforming System

Figure 6.1 explains the receive beamforming concept. The signal impinging on the an-

tenna elements will be multiplied by the complex conjugate of the antenna elements weights

wm , where (.) represents the complex conjugate of the antenna element weights. The out-

put signal of the beamformer at any time n, yn(θ), is a linear combination of the signal at

the M antenna elements. This is expressed as:

yn(θ) =
M

∑
m=1

wm x̄m(n), n = 1, 2, ..,N (6.1)

where x̄m(n) represents the received signal vector of length M at time n. Equation 6.1 can

be written in the vector form as [71]:

yn(θ) = w̄H x̄(n) (6.2)
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where H represents the Hermitian transpose, w̄ represents the antenna weighting vector of

length M, i.e., w̄H = [w1,w2, ...,wM] of length M at time n. The received signal x̄(n) is

composed of the source signal and the noise. It is given by:

x̄(n) = s̄(n) + v̄(n) (6.3)

where s̄(n) represents the source signal and v̄(n) represents the AWGN at the same source.

Both s̄(n) and v̄(n) are vectors of length N. N indicates the number of the received samples,

i.e., n = 1, 2, ..,N. Since (Ā B̄)H = B̄H ĀH, where Ā and B̄ are matrices, the beamformer

output can be written as:

yn(θ) = x̄H(n) w̄ (6.4)

In the case of transmit beamforming, the output of the beamformer can be expressed as:

yn(θ) = x̄Ht (n) w̄ (6.5)

where x̄t(n) represents the signal to be transmitted. Equation 6.5 represents the output of

the transmit beamformer. We assume that, the weighting vectors of all beamformers which

are considered in our system model are optimum at the desired directions.

6.2 Radiation Pattern Shaping

The RP shaping or synthesizing is used to smartly shape the beam RP towards the desired

direction, making deep nulls toward the interferers, and minimizing the Side-Lobe Levels

(SLL). This can be achieved by finding the optimum weights of the antenna elements for a

given beam-width, array elements positions, individual antenna RPs, and desired and inter-

ferers directions. This problem can be considered as a convex problem [91]. The procedure is

to choose the weights in Equation (6.1) to achieve the desired pattern, therefore we would like
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to maximize y(θi) in the range θi θdes α where α represents the HPBW, θi represents

the angle of the RP range, and θdes represents the angle of the desired direction. Also, we

want to minimize the gain out of this range, i.e θi θdes α. Our concern on minimizing

the SLL. This is formulated as:

minimize maxi y(θi)

subject to y(θdes) = 1
(6.6)

By introducing a new variable τ, Equation (6.6) is expressed as a convex formula as follow-

ing:

minimize τ

subject to y(θi) τ

y(θdes) = 1

(6.7)

This represents a convex problem which can be solved using the interior point methods [91].

In the subsequent section, we use the DOA, beamforming concept, and the RP shaping to

introduce the proposed FR mechanism.

6.3 Proposed Frequency Reuse Mechanism

In this Section, we present the proposed FR mechanism. We start by developing formulas

for calculating the SINR based on the knowledge of the desired users and the interferers

directions. Then, we introduce the proposed FR plan based on beamforming. After that, we

set up the scenario and the formulas of the worst case analysis.
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6.3.1 SINR Calculation

Assume that, the location of any user can be found [69]. Let the desired user be located

at the point P(r, θ1), where r represents the distance and θ1 represents the direction of the

mobile user. Moreover, suppose that the travel of the users from a beam to another can be

tracked [70]. Furthermore, assume four beamformers are located at the center of a circular

cell as shown in Figure 6.2. Each transmitted signal will be multiplied by the weighting vec-

tor of the beamformer.

Figure 6.2: Four Beamformers Located at the Cell Center
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Let S-i, i = 1, ..., 4 represent the information source of the beaformer i. Each beamformer

is composed ofM antenna elements. The surrounding conditions such as the path loss and the

shadowing factor are the same for all the beamformers. Assume DSP-i, i = 1, ..., 4 are digital

signal processors used to optimally steer the beamformers toward the desired directions. The

output signal of each beamformer at time n is given by:

yni(θ) = x̄Hi (n) w̄iθi
(6.8)

where w̄iθi
, i = 1, ..., 4 represents the weighting vector of the beamformer i which generates

a beam RP centered at θi, and x̄i(n) represents the input signal of the beamformer i. Fig.6.3

shows a mobile antenna placed at the point P(r, θ1) which is located in the coverage area of

the first beamformer.

Figure 6.3: Four beamformers at the center and mobile placed at P(r, θ1).

Since we assume that the direction of any user in the cell is known, therefore, the mobile
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will adjust the weights of its antenna elements to transmit and receive from the first beam-

former. This means, both, the beamformer and the mobile will use compatible weighting

vectors to maximize their gain. For simplicity, we consider that, they use the same weighting

vectors. Based on this, we may express the average power of the desired signal received by

the mobile as:

Sdes =
∑N

n=1 ∑M
m=1 yn1(θ1)w1θ1m

2

Nrp
(6.9)

where w̄1θ1
represents the weighting vector of the first beamformer at θ1,

i.e., w̄H
1θ1

= [w1θ11
,w1θ12

, ....,w1θ1M
].

On the other hand, the signals which are coming from the other beamformers are con-

sidered as interfering signals. They will be multiplied by the weighting vector of the mobile

which is different from them. The interfering signals are originally sent at the angles θ2,

θ3, and θ4. However, due to the reflections and the diffractions during their path toward the

mobile, they will be received at the mobile at the angles θ̂2, θ̂3, and θ̂4, where ˆ(.) represents

an estimation of the original value. Therefore, the interfering signals are expressed as:

Sinter f =
∑N

n=1 ∑M
m=1 yn2(θ2)w1θ1m

2

Nrp
+

∑N
n=1 ∑M

m=1 yn3(θ3)w1θ1m

2

Nrp
+

∑N
n=1 ∑N

n=1 m = 1
M
yn4(θ4)w1θ1m

2

Nrp

(6.10)

and the SINR can written as :

SINR =
Sdes
Sinter f

(6.11)

The generalized formula of the SINR at a beamformer k can be written as:

SINRat k =
∑N

n=1 ∑M
m=1 ynk(θk)wkθkm

2

∑K
i=1,i=k(∑

N
n=1 ∑M

m=1 yni(θi)wkθkm

2)
(6.12)
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where K represents the number of the beamformers. Note that, since we know the directions

of the interferers , we can send deep nulls towards them. We will use this fact in calculating

the SINR value.

6.3.2 Frequency Reuse Plan

We use the triangular shape as an approximation of the beam RP. The triangular shape

represents the cells in the proposed system model. These cells are described by the triangle

that connects between the center of the cell and the two HPBW power points at the RP. These

two points can be defined in terms of their corresponding angles in the polar coordinates θ+

and θ . In addition, each two triangular cells represent a mini-cluster in our proposed model.

Figure 6.4 shows the graphical representation of the proposed triangular beam cells. Also, it

explains how we combine two beam cells in one mini-cluster.

Figure 6.4: A mini-cluster composed of two cells
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Furthermore, we use the hexagonal shape to approximate the clusters of our proposed

model. Figure 6.5 shows the combination of our mini-clusters in one cluster, where A’s and

B’s represent two sets of frequencies to be reused per each mini-cluster.

Figure 6.5: Cluster of six cells

To avoid the interference that might result form combining the clusters together, we

choose A’s such that they do not face other A’s from the other clusters. Fig.6.6 shows how we

combine the proposed mini-clusters and clusters in one FR plan. This combination is used

to cover the whole intended coverage area.
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Figure 6.6: A combination of mini-clusters and clusters in one FR plan

Our goal is to move form one large beam cells to smaller while the required SINR is

satisfied. This means going from Figure 6.7 (a) to 6.7 (b), 6.7 (c) , and 6.7 (d).

86



Figure 6.7: (a) Cluster of 6, (b) 12, (c) 18, and 36 cells

6.4 Worst Case Scenario Calculations

For the worst case scenario, consider a Base Station (BS) provided with the Smart Antenna

(SA) capabilities located at the center of a standard cell. We call this BS as BS1. BS1 has a

beam RP centered at θ1. This is illustrated in Figure 6.8. The boundaries of the BS1’s beam

RP are described by θ1+ and θ1 . Consider a mobile located at one edge of the two beam

RP edges of BS1, let it be θ1+ . The mobile is also provided with the SA capabilities. Since

the directions of BS1 and the mobile are known, the mobile will adjust its SA in order to

maximize its SINR and keep its gain maximum.
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Figure 6.8: Worst Case Scenario

The mobile can maximize its gain by steering its beam radiation pattern to be centered at

θ1+ . θ1+ represents the angle between the mobile and BS1.The received signal at the mobile

is expressed as:

Sdes =
∑N

n=1 ∑M
m=1 yn1(θ1)w1θ+m

2

Nrp
(6.13)

Furthermore, consider additional four base stations located at the center of the cell. Let

them be BS2, BS3 , BS4 , and BS5. Assume that they have beam RPs centered at θ2, θ3,

θ4, and θ5, respectively. Due to the path reflections and diffractions, the signals which are

transmitted by BS2, BS3, BS4, and BS2 will be received at the mobile at the angles θ̂2, θ̂3,

θ̂4, and θ̂5, respectively. The received signals from BS3 and BS5 represent interference for

BS1 since they use the set of frequencies. The received signals from BS3 and BS5 will be
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multiplied by the weighting vector of the mobile at θ1+ . This is expressed as:

Sinter f =
∑N

n=1 ∑M
m=1 yn3(θ3)w1θ+m

2

Nrp
+

∑N
n=1 ∑M

m=1 yn5(θ5)w1θ+m

2

Nrp

(6.14)

and the SINR is written as:

SINRat Mobile =
∑N

n=1 ∑M
m=1 yn1(θ1)w1θ+m

2

∑i=1,5(∑
N
n=1 ∑M

m=1 yni(θi)w1θ+m

2)
(6.15)

SINRat BS1 =
Sdes
Sinter f

=
∑M

m=1 yn1(θ1)w1θ+m

2

∑M
m=1 yn3(θ3)w1θ+m

2 + ∑M
m=1 yn5(θ5)w1θ+m

2
(6.16)

6.4.1 Detailed Procedure

Figure 6.9 shows the proposed configuration for implementing the FR based on beamform-

ing in 5G. This configuration is composed of DOA, correlator, adaptive beamforming, and

synthesizer. We use the DOA and the correlator to find the users directions in the cell. Then,

we use the adaptive beamforming process to produce a beam towards the desired user, nulls in

the directions of the main beams of the interferers, and keep tracking the users. After that, we

implement the synthesizer to make the radiation beammore focused towards the desired user

and the nulls are deeper toward the interferers. This means, we apply a window that passes

the desired user signal and significantly removes the interference coming from the interferers.
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Figure 6.9: The proposed Configuration

Consider D signals are transmitted at angles θ1, θ2, ..., θD as shown in Figure 6.9. The

steering vectors that correspond to these angles can be expressed as:

ā(θi) = [1 e jkd sin(θi) e j2kd sin(θi) ...e j(M 1)kd sin(θi)]T (6.17)

The output of the ULA can be written as:

x̄(k) =



x̄1(k)

x̄2(k)

...

x̄D(k)


= [ ā(θ1) ā(θ2).... ā(θD) ]



s̄1(k)

s̄2(k)

...

s̄M(k)


+ n̄(k) (6.18)
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TheDOApart will give us estimated values of the transmitted angles at θ̂1, θ̂2...θ̂D. Therefore,

the actual output of the DOA part is written as:

ˆ̄x(k) =



ˆ̄x1(k)

ˆ̄x2(k)

...

ˆ̄xD(k)


= [ ā(θ̂1) ā(θ̂2).... ā(θ̂D) ]



s̄1(k)

s̄2(k)

...

s̄M(k)


+ n̄(k) (6.19)

where ˆ(.) represents an estimation of the original value. Using the DOA part, we get peaks on

the power spectrum at θ̂1, θ̂2...θ̂D. By applying the cross correlation between the Reference

Signal (RS) and the incoming signals, we estimate the desired user signal and direction [69].

The correlation process is included in the User Identifier (UI) part. The UI separates the

desired signal and the interference. The output signal of the UI is given by:

yUI(k) = ā(θ̂des)H ˆ̄xdes (6.20)

where ˆ̄xdes and θ̂des represent the estimated values of the desired user signal and direction,

respectively. In the first cycle, the RS is compared with the output of the UI. This means,

instead of comparing the RS with the ULA output which leads to a slow convergence and

weak tracking capabilities, we provide the beamforming part with initial estimations of the

desired user signal and direction. Therefore, the error at time t is written as:

e(t)(k) = sre f (k) y(UI)(k) = sre f (k) āH(θ̂des) ˆ̄xdes(k) (6.21)

It should be noted, we have expressed e(t) as a function of time because our model will

keep comparing with the re-transmitted RS every small period of time. This is done for the

tracking purpose. By taking the square of the Equation (6.21) and taking the expectation of
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it, we get:

E et(k)
2 = E (sre f (k) y(UI)(k))(sre f (k) y(UI)(k))

H (6.22)

It should be pointed out that y(t) is an estimation of the desired user signal, therefore, the

error from the beginning will be small. Equation (6.22) is a quadratic equation with a unique

minimum. By taking the derivative with respect to w̄ and solving, we get:

w̄opt = R̄ 1
xdesxdes r̄rd (6.23)

where w̄opt expresses the optimum weights obtained by our algorithm, R̄ 1
xdesxdes and r̄rd are

given by:

R̄xdesxdes = x̄des(k) x̄Hdes(k)

r̄rd = sre f (k) x̄des(k)
(6.24)

The updating equation of the beamformer is given by:

w̄(k+ 1) = w̄(k) µ[R̄xdesxdes w̄ r̄rd] (6.25)

where µ represents the step size and Its limited by:

0 µ
1

2λmax
(6.26)

After the first cycle and obtaining the optimum weights, the clk will turn ON only the

adaptive beamforming and the synthesizer parts. This means, the RS will be compared with

the ULA output during the tracking process. If the user travels to a new place, the difference
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between the RS and the ULA output will be increased which means the adaptive beamform-

ing and the synthesizer parts will modify the antenna weights to redirect the antenna to the

new direction. It is worth to note that, the classical adaptive beamforming algorithms can not

work at large amount of interference. Providing the adaptive beamforming algorithms with

the estimation of the desired signal and direction speeds up the convergence and makes the

tracking process is possible. We apply the adaptive beamforming part to emphasize the DOA

accuracy, produce beam towards the desired user and nulls in the directions of the interfer-

ers. In addition, we use the synthesizer to specifically control the antenna RP. This control

includes forming a beam that passes signals from the desired directions, producing nulls in

the directions of the interferers, and controlling the SLLs.

6.5 Simulation Results

In this section we have developed a simulation model to evaluate the performance of our

proposed FR plan. We have used the Matlab R2017b to obtain our simulation results. Our

simulation model uses the Convex Optimization method to perform the synthesizing pro-

cess, and to calculate the minimum required number of antenna elements at each specified

beam size at different SINR values. As an example, Figure 6.10 shows a scenario of cluster

composed of 24 beams and mobile placed at a beam boundary. Each beam has size of 15o

width measured at the two HPBW points. A and B represent a set of frequencies to be reused

inside the cluster. The boundaries of the beams are also shown in the same figure. We con-

sider a mobile placed at the boundary between two beams at angle 90o which is the worst

case scenario.
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Figure 6.10: Cluster of 24 beams and mobile placed at a beam boundary.

We assume the mobile detects the interfering signals coming at the angles 60o and 120o.

Using the combination of the beamformer and the synthesizer, the mobile should place the

nulls at the angles 60o, 120o. We present Figure 6.11 to illustrate how we can get the desired

beam shape and place the nulls at the desired directions. Figure 6.11 shows a beam centered

at 90o with beam-width of 15o measured at the two −3dB points. In this figure, SLL in dB

is drawn versus the looking angle.

Figure 6.11: Beam shape in the Cartesian coordinates with HPBW = 15o

centered at 90o.
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Figure 6.12 sketches the same results in the polar coordinates. It shows the RP, SLL

value, beam boundaries, and the nulls placements

Figure 6.12: Beam shape in the Polar coordinates with HPBW = 15o cen-
tered at 90o and SLL = 28.7 dB.

As an additional example, Figure 6.13 and Figure 6.14 depict a beam radiation pattern of

10o width in the Cartesian and Polar coordinates, receptively. Here, we assume the mobile

detects the interfering signals coming at the angles 10o, and 70o . The dashed lines show the

nulls placements.

Figure 6.13: Beam shape in the Cartesian coordinates with HPBW = 10o

centered at 90o.
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Figure 6.14: Beam shape in the Polar coordinates with HPBW = 10o cen-
tered at 90o and SLL = 28.8 dB.

Furthermore, we present Figure 6.15 to show that we can realize a FR plane based on

small size beams, and small number of antenna elements while keeping the SINR at accept-

able levels. Figure 6.15 shows the relationship between the required number of antenna ele-

ments and the proposed beam sizes. For instant, to build up a FR plan based on beams of size

60o width, we need a SA composed of about 4 elements to provide SINR = 28 dB. Also,

we need a SA composed of 2 elements to provide SINR = 21 dB for the same frequency

reuse plan. Note that, SINR = 21 dB provides a very acceptable LTE data calls.
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Figure 6.15: Beam size with number of antenna elements.

6.6 Conclusion
We have introduced a very efficient mechanism for a FR scheme based on beamforming

for 5G. The proposed mechanism starts with implementing the DOA and the correlator to

find the directions of the users and the interferers in the cell. Then, we have introduced the

usage of the beamformers to enhance the accuracy of the obtained DOAs, tracking the users

while they are moving, producing a beam towards the desired user direction and nulls toward

the interferers. The third part of the proposed FR mechanism includes the implementation

of the synthesizer. We implement the synthesizer to perfectly form the beam RPs, and to

make the nulls deeper. The fourth part of the proposed FR mechanism includes the use

of the knowledge of the users and inerferers directions, and the capability of tracking in a

very efficient FR scheme. We have built up the FR scheme based on the proposed system

capabilities. Also, we have presented SINR formula that calculates the SINR in terms of

the desired and interferers directions. The simulation results verify that, using a ULA of 11

elements, we can achieve the preferable SINR values using beams of 10o width. This will

significantly increase the FR factor from 1 to 18 and multiplies the number of mobile users

by 18 times.
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Chapter 7: Conclusion and Future Work

7.1 Conclusion

The implementation of SDMA is the key element to meet the exponentially increasing 

demand on the limited resources in mobile communications. Knowing the direction of the 

users provides the possibility of using scheduling and frequency reuse techniques in an effi-

cient way. In this research, we have introduced a method to identify the desired user from the 

interferrers by applying the cross correlation between the received signals and the RF signal 

which is known by the transmitter and receiver. Also, by implementing an adaptive processor 

algorithm such APA which has a fast convergence rate, we have improved the accuracy of 

the obtained DOA of the desired user by determining the optimum complex weights.

Moreover, we have proposed a novel algorithm for adaptive beamforming. In this algo-

rithm, the MUSIC and LMS algorithms are combined to find the direction of the users then 

directing the antenna beams toward them. The results confirm that the proposed algorithm 

MLMS algorithm is very efficient in terms of convergence and the capability to track the de-

sired user signal. We have improved the tracking of the desired signal and the mean square 

error convergence to occur after 13 iterations instead of 85 which means 84.7 % improve-

ment. The proposed algorithm shows powerful efforts to track the desired signal and offers
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much faster convergence than the traditional LMS algorithm. Furthermore, we have intro-

duced the concept of scheduling based on performing using the adaptively generated beams

which we have generated by MLMS. The total aggregated throughput of the system has been

improved by 15% for each 10o decrease in the beam size.

In addition, we have introduced a very powerful mechanism of constructing an optimum

FR scheme based on beamforming for 5G. The proposed system model begins with applying

the DOA plus the correlator in order to figure out the directions of the users in the cell. Then,

we have introduced the implementation of the beamformers to enhance the accuracy of the

obtained DOAs, tracking the users movements, generating a beam towards the desired direc-

tion and nulls towards the interferrers. The third component of the proposed system model

involves the implementation of the synthesizer. We use the synthesizer to perfectly form the

shape of the beam RPs and to make the nulls deeper. The fourth component of the proposed

system includes the use of the knowledge of the users and inerferrers directions and the ca-

pability of tracking in a very efficient FR scheme. We have built up the FR scheme based on

the proposed system capabilities. Also, we have presented SINR formula that calculates the

SINR in terms of the desired and interferers directions. The simulation results show that we

might have large SINR values along with implementing very small beam sizes in the standard

cells. This will significantly increase the available bandwidth for the coming generations of

the mobile communication systems.

7.2 Future Work

There are several directions that might be pursued based on this thesis. We present below

some directions for the possible extensions:
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7.2.1 Compare between the LMS, RLS, and APA adaptive beamform-

ing algorithms in the presence of the correlator

In this direction, the tracking model might be expanded to cover the other adaptive beam-

forming algorithms such as NLMS and RLS. This includes giving the mathematical and

performance analysis. The study should contain an analytical comparison between the LMS,

RLS, andAPA adaptive beamforming algorithms in the presence of the adaptive transmission

of reference signal. This comparison should be performed in terms of the tracking capabili-

ties, error convergence speed, execution time, and the complexity.

7.2.2 Calculating the system capacity based on the proposed frequency

reuse and beamforming

It is significant and interesting to calculate the system capacity that we get after applying

the proposed frequency reuse based on beamforming scheme. The resultant capacity should

be calculated in the presence of the DS and NDS services. This can be done by developing

a three dimensional Markov chain. The dimensions are the arriving rate of the DS calls, the

arriving rate of the NDS calls, and the probability of users moving from beam to an other

beam at different beam sizes. Moreover, it should be calculated in terms of the available

channels, and in terms of the acceptable blocking probability value.

7.2.3 Analyze the performance of the proposed scheduling and frequency

ruse schemes in the presence of more than two QoS classes

Our scheduling and FR schemes were built based on the existence of two QoS classes. In

this direction, the study can be expanded to include three, four, and fiveQoS classes. The goal
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is to study the improvement in the total aggregated throughput of the system while keeping

eye on the complexity increase.

7.2.4 Designing the best antenna for the proposed frequency reuse based

on beamforming

In this direction, there is a possibility to work on studying different possible antenna struc-

tures and find out the design that can be compatible with our proposed frequency reuse based

on beamforming scheme. The study should include considering different synthesizing algo-

rithms such as the convex synthesizing, genetic algorithm, and particle swarm optimization.

The performance should be analyzed in terms of the number of the required antenna elements,

and side lobe reduction levels.
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