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ABSTRACT

Decomposition of risk based on the Martingale Representation Theorem for annuity and

insurance portfolios

Edwin H. Ng

Numerous methods have been proposed throughout the literature for decomposing

liabilities into risk factors. Such analysis is of great importance because it allows for ex-

plaining the impact of each source of risk in relation to the total risk, and thus it allows

actuaries to have a certain degree of control over uncertainties. In an insurance context,

such sources usually consist of the mortality risk, represented in this paper by the system-

atic and by the unsystematic mortality risk, and of the investment risk. The objective

of this thesis is to consider the Martingale Representation Theorem (MRT) introduced

by Schilling et al., (2015) for such risk decomposition, because this method allows for a

detailed analysis of the influence of each source of risk. The proposed dynamic models

used in this thesis are the Lee-Carter model for the mortality rates and, the arbitrage-

free Nelson-Siegel (AFNS) models for the interest rates. These models are necessary in

providing accuracy by improving the overall predictive performance. Once, the risk de-

composition has been achieved, quantifying the relative importance of each risk factor

under different risk measurements is then proceeded. The numerical results are based on

annuities and insurances portfolios. It is found that for extended coverage periods, invest-

ment risk represents most of the risk while for shorter terms, the unsystematic mortality

risk takes larger importance. It is also found that the systematic mortality risk is almost

negligible.
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Introduction

Risk is defined to be the financial consequences of future uncertain events about the

deviation from expected outcomes. From an actuarial context such as insurances and an-

nuities, risks originate mainly from uncertainties arising out of mortality and investment

factors. The question is then the following: how significant is each factor? Answering

this question allows actuaries to identify and to manage the various sources of risks in

relation to the total risk and to quantify their relative contributions respectively. In do-

ing so, actuaries are then able to reduce the overall uncertainties. This could be done

for example in the following manners. One could proceed through classical pooling tech-

niques, through risk transference techniques such as reinsurance, or through financial risk

management techniques such as hedging. Thus, numerous authors in the literature have

taken an interest in the problem of risk decomposition.

One widely used method of risk decomposing is the so-called variance decomposition as

introduced by Bühlmann (1995), where he introduced the use of conditional expectation

in identifying two risk components. This method is further developed by Parker (1997)

where he interpreted the variance decomposition into a stochastic insurance environment

in order to separate the riskiness of a portfolio of different insurance policies into the mor-

tality risk and the investment risk. Within the same variance decomposition framework,

Christiansen and Helwich (2008) later decompose the mortality risk itself into two other

components: the systematic mortality risk and the unsystematic mortality risk. The risk

of the portfolio loss is then made up of the sum of three addends that correspond exactly

to the unsystematic mortality risk, the systematic mortality risk, and the investment risk.
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The two latter risks are said to be systematic because they are non-diversifiable since

they are associated with changes in the underlying mortality and interest intensity. On

the other hand, the unsystematic mortality risk is diversifiable as it represents the risk

associated with the randomness of death occurrences within a portfolio with known mor-

tality intensity. Under the concept of risk pooling, one should then expect this risk to

disappear as the number of policies in a given portfolio increases. Although the variance

decomposition is successful in identifying the three main risk components in an insurance

context, it nevertheless fails at satisfying the order invariance criteria from a meaning-

ful risk decomposition. That is, different values attributed to the risk components are

possible depending on the order choice for the conditional expectations. This can be

problematic since one possible choice among others might be less interpretable.

The objective of this thesis is to further explore the solution to this problem through

the Martingale Representation Theorem Decomposition as introduced by Schilling et al.

(2015). The Martingale Representation Theorem states that if a random variable is gen-

erated by a state space of stochastic processes, then it could be represented as a stochastic

integral of predictable processes with respect to those state processes. One such financial

application is illustrated by Harrison and Pliska (1981) in a continuous trading context

where a financial product’s future price is replicated through self-trading strategies evolv-

ing over time and, measured in relation to the sources of fluctuation of the price. The

self-trading strategies would correspond to the predictable processes from the Martingale

Representation Theorem (MRT) and the sources of fluctuation to the state processes. In

this thesis, the idea is then to reinterpret these strategies as the contributions of each

source of risk to the total risk of the insurer. In fact, the Martingale Representation

Theorem Decomposition is successful in identifying the sources of risk while still fully

satisfying the criteria for a meaningful decomposition. Moreover, it is able to establish a

diversifiable unsystematic risk that disappears as the portfolio size increases.

The thesis is structured as followed: Chapter 1 establishes the annuity and the insur-
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ance portfolios as the modelling framework for this thesis, along with the basic assump-

tions and the working stochastic environment needed for any rigorous tasks. Chapter 2

gives an overview of the concept of risk decomposition as well as the criteria for a mean-

ingful decomposition. The MRT decomposition is then introduced and derived in details.

Chapter 3 introduces the stochastic mortality model to be used to assess the mortality

risks. The Lee-Carter model serves well as it shows many desired properties in producing

a reasonable forecast. Those include exhibiting a high degree of intertemporal correlation

across the ages and imposing an age-specific rate trend in all individuals. These properties

are of particular interest as they explain the unanticipated mortality decline in relation to

the population ageing. In a life insurance context, this is essential for the costs associated

with greater longevity. The Lee-Carter model will then be fitted to Canadian mortality

data ranging from 1921 to 2016.

Chapter 4 introduces the dynamic interest rate to be used to assess the investment

risk. In order to have better modern interpretations of the uncertainties associated with

the investment risk, a three-factor interest rate model is necessary in explaining the in-

tertemporal variations of the term structure, where the three factors correspond to the

classical yield factors of the general level of interest rates, the slope of the yield curve, and

the curvature. The model used in this paper is the affine arbitrage-free class of Nelson-

Siegel term structure model as derived by Christensen et al. (2011). This model proves

to be rigorous because it is based on affine models where yields are theoretically easy to

derive. But it is also based on the Nelson-Siegel model so that the model fits empirically

well to time series of yields. The model will then be fitted to daily Canadian yield curves

ranging from 1991-01-02 until 2017-10-31.

Chapter 5 applies MRT decomposition for the annuity and insurance portfolios in-

troduced in Chapter 1 into the stochastic environment established by the mortality and

investment models discussed in Chapters 3 and 4. Subsequent results will then be dis-

3



cussed in details.
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Chapter 1

Modelling Framework

The financial and mortality frameworks are modelled using a filtered probability

space (Ω,F ,F,P), where F = (Ft)0≤t≤T , and T is a finite time horizon. T is interpreted

as the time for which the insurance contract is covered. Ft represents the information

available up to time t and F = FT is the complete information at final time T . It is

assumed in this thesis that the risks in an insurance portfolio come from three sources:

the investment risk, the systematic mortality risk, and the unsystematic mortality risk.

Mathematically, this is expressed by setting the filtration F as being generated by both

sub-filtration G and I, that is F = G ∨ I. G represents the filtration associated with any

rate-related processes that are said to be systematic. Here, G represents the filtration

associated with the investment risk and the systematic mortality risk. The investment

risk arises from the evolution of the short-rate r(t), where the discount function of one

unit payable at time t is

B(t) = e−
∫ t
0 r(s)ds . (1.0.1)

The financial market is also assumed to be arbitrage-free, with the existence of a risk-

neutral probability measure Q equivalent to P. The systematic mortality risk is associated

with the mortality rate m(t). Assuming a portfolio for P0 insurance contracts, let the

curtate lifetime of the insured i be denoted by the random variable Ki (i = 1, 2, ..., P0).

5



Then, the probability of survival past time t at age x is denoted by

tpxi = P (Ki ≥ t | Gt) = e−
∫ t
0 m(s)ds , (1.0.2)

where xi is the age of the ith insured.

The sub-filtration G, associated with changes in the systematic risks of the short-rate

and of the mortality rate, is driven by state processes X(t) = (X1(t), ..., Xk(t))0≤t≤T . As

discussed later, they are assumed to be Itô processes.

Associated with the sub-filtration I is the unsystematic mortality rate, generated by

the random occurrence of the number of deaths, and it is linked with the death indicator

process of each insured. Let Ii = (I it)0≤t≤T denotes the filtration generated by the

indicator process of the ith insured, (1{Ki≤t})0≤t≤T , and I = ∨P0
i=1Ii, where P0 denotes the

initial population at time 0 for an insured cohort of age x. The death process 1{Ki≤t}

is the process taking the value one when the ith insured dies before time t. Let N(t) =∑m
i 1{Ki≤t} denotes the counting process for the number of deaths. Since N(t) is the sum

of Bernoulli random variables, it is therefore a random binomial variable, i.e. N(t) ∼

binomial(P0 , tqx), where N(0) = P0 and tqx = 1− tpx = P (Ki < t | Gt) is the probability

of death before year t for an insured at age x.

1.1 Description of the portfolios

In the following, two types of insurance portfolios are introduced. Let Lt be a random

variable denoting the present value at time t of the prospective loss of the portfolios.

Notice that L0 represents the present value of the loss at time 0.

The T -year temporary annuity policy consists of periodical payments made to the

policyholders in the condition of their survival for a maximum of T payments. That is,

L0 =
T∑
j=1

(P0 −N(tj))e
−

∫ tj
0 r(s)ds , (1.1.1)

6



where tj (j = 1, ..., T ) is the periodical time in which payments are made and it is assumed

here that the tj’s are annual.

The prospective loss random variable underlying a T -year term life insurance policies

with the death benefit payable at the end of the period of death is

L0 =
T∑
j=1

(N(tj)−N(tj−1))e−
∫ tj
0 r(s)ds . (1.1.2)

This could also be expressed as the difference of two annuities,

L0 =
T∑
j=1

(P0 −N(tj−1))e−
∫ tj
0 r(s)ds −

T∑
j=1

(P0 −N(tj))e
−

∫ tj
0 r(s)ds . (1.1.3)

7



Chapter 2

Martingale Representation Theorem

Decomposition

Quantifying the contributions of each source of risks to the total risk has been an

important matter in the insurance context. This allows for a deeper understanding of

the uncertainties at hand and allows actuaries to manage and to have a certain degree

of control on them. It also allows for identifying and for pinpointing the most critical

source of risk. As stated previously, the typical sources of risk in an insurance context are

the investment risk, the systematic mortality risk, and the unsystematic mortality risk.

Those represent the risks associated with changes in the interest, the risk associated with

changes in the mortality intensity, and the risk associated with the actual observed number

of deaths in a given portfolio, respectively. A risk decomposition method is a quantifying

method that assigns each source of risk a risk factor that represents their respective

contribution to the total risk. In order to assert a reasonable decomposition methodology,

let first establish a number of properties defining a risk decomposition method as being

meaningful.

2.1 Meaningful risk decompositions

Christiansen et al. (2015) proposed a number of properties that define a risk de-

composition method as being meaningful. Assuming that the total risk is represented by

8



the loss random variable L with E[L] = 0, where E[L] is the expected value of the loss

variable, and assuming k different sources of risk for L, let X = (X(t))i, i = 1, 2...k, be

the corresponding k sources of risk such that L is σ(X)-measurable. More generally, the

total risk is represented by L − E[L]. The followings are the proposed properties for a

meaningful risk decomposition. Let Ri , i = 1, 2...k, denote the corresponding risk factor

associated to each source of risk Xi.

1. Randomness: The loss random variable L can be decomposed into k random

risk factors Ri, i = 1, 2, ..., k, corresponding exactly to the k sources of risk X(t).

Denote (X1, ..., Xk)←→ (R1, ..., Rk) to be the relation between the k sources of risk

(X1, ..., Xk) and the k risk factors (R1, ..., Rk).

2. Attribution: The risk factor Ri corresponds exactly to the risk Xi. Letting L to be

σ(Xi)-measurable only and letting Xi to be independent of (Xj)j 6=i, then all other

risk factors should be zero, i.e. Rj = 0 for all i 6= j.

3. Uniqueness: The risk decomposition is unique in the sense that if (X1, ..., Xk)←→

(R1, ..., Rk) and if (X1, ..., Xk)←→ (R̃1, . . . , R̃k), then Ri = R̃i for i = 1, ..., k.

4. Order invariance: The decomposition is invariant to the order of the risks 1, 2, . . . , k.

That is, let permutation π : {1, 2, . . . , k} → {1, 2, . . . , k} and if (X1, ..., Xk) ←→

(R̃1, . . . , R̃k), then (Xπ(1), . . . , Xπ(k))←→ (R̃π(1), . . . , R̃π(k)) is equivalent.

5. Scale invariance: The decomposition should be such that the risk factors are

invariant to any change of scales from the sources of risk. Assuming (X1, ..., Xk)←→

(R1, ..., Rk) and let fi : R −→ R be a smooth, invertible function such that X̃i =

fi(Xi). If (X̃1, ..., X̃k)←→ (R̃1, ..., R̃k), then Ri = R̃i, for all i = 1, ..., k.

6. Aggregation: The risk decomposition should be such that the decomposed risk

factors Ri aggregate to the total risk L. In other words, let L be σ(X)-measurable

and (X1, ..., Xk) ←→ (R1, ..., Rk), then there exists a function A : Rk −→ R such

that L = A(R1, ..., Rk).

A special case is letting A being the sum function such that L =
∑k

i=1Ri .

9



2.2 Martingale Representation Theorem Decomposi-

tion

The purpose of this section is to formulate the Martingale Representation Theorem

Decomposition which constitutes the basis of this thesis. The concept of the Martingale

Representation Theorem (MRT) is first introduced. The total risk, as represented by

L− E [L], is assumed to be a martingale and this assumption is critical in imposing the

insurance policies to be fair.

2.2.1 Martingale Representation Theorem

Let the state processes adapted to the sub-filtration G be X(t) = (X1(t), ..., Xk(t)),

t ≥ 0, and let X(t) be a k-dimensional Itô process such that

dX(t) = θ(t)dt+ σ(t)dW (t) , (2.2.1)

where X(0) = x0 is a deterministic initial value and W (t) is a k-dimensional Brownian

motion. θ(t) is a k-dimensional drift vector and σ(t) is a k × k dimensional diffusion

matrix. The Xi’s are assumed to be independent with each other.

The corresponding compensated process would then be

dM(t) = σ(t)dW (t) , (2.2.2)

the martingale part of X(t). More precisely, from the Doob-Meyer Decomposition The-

orem (See Protter, 2005, p. 130, Theorem 34), an adapted, integrable semi-martingale

process Xt such as the above can be expressed as the sum of a unique martingale M and

of a unique predictable process A, i.e. X(t) = X(0) + A(t) +M(t). If A(t) is increasing,

then X(t) is a submartingale and if A(t) is decreasing, then X(t) is a supermartingale.

From (2.2.1), dM(t) = (dM1(t)...dMk(t)) is given by (2.2.2) and dA(t) = θ(t)dt is the

unique predictable process. Moreover, A(t) is said to be a compensator and M(t), the

compensated process.
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As for the sub-filtration I, it is assumed to be generated by the binomial process N .

Again from Doob-Meyer Decomposition Theorem, since N is a submartingale, it can also

be expressed as the sum of a predictable process and of a martingale.

Proposition 1. Let the counting process N(t) with left-hand limits. Then, the unique

compensator of N(t) is given by
∫ t

0
(P0 − N(s−))m(s)ds, and its compensated process

follows as

MN(t) = N(t)−
∫ t

0

(P0 −N(s−))m(s)ds ,

0 ≤ s ≤ t ≤ T .

(2.2.3)

Proof. The proof can be found in Bielecki and Rutkowski, 2004, p.153, Proposition 5.1.3.

The following introduces the Martingale Representation Theorem under a Lévy setting

as proposed by Jeanblanc et al. (2009, p.621, Proposition 11.2.8.1).

Theorem 1. Let X and N be Lévy processes as defined in the above and let F be their

natural filtration. Let L̂ = L0 − E[L0] be a F-local martingale. Then there exist unique

F-predictable processes (ψ̃1, ..., ψ̃k, ψ
N) such that

L̂ = L0 − E[L0] =
k∑
i=1

∫ T

0

ψ̃i(t)dWi(t) +

∫ T

0

ψN(t)dMN(t)

=
k∑
i=1

∫ T

0

ψ̃i(t)σ
−1
i (t)σi(t)dWi(t) +

∫ T

0

ψN(t)dMN(t) , (2.2.4)

where L0 is the discounted at time zero of the insurer’s future net liability and (L0 −

E[L0]) is the risk associated with the portfolio.
(∫ T

0
ψ̃i(t)dWi(t)

)k
i=1

are the risk fac-

tors associated with the sub-filtration G and adapted to the source of risks X. Finally,∫ T
0
ψN(t)dMN(t) is the risk factor associated with the sub-filtration I and adapted to the

risk arising from the random occurrence of death N .

11



Imposing ψi(t) = ψ̃i(t)σ
−1
i (t) and dMi(t) = σi(t)dWi(t),

L = L0 − E[L0] =
k∑
i=1

∫ T

0

ψi(t)dMi(t) +

∫ T

0

ψN(t)dMN(t) . (2.2.5)

Proof. See Jeanblanc et al. (2009).

2.2.2 The Predictable Processes ψ

Although the MRT states that such a decomposition is theoretically possible, the

values and the form of the predictable processes ψ are not given and are yet to be found.

In their paper, Schilling et al. (2015) derived the unique predictable processes ψ and their

steps are followed in this thesis.

Proposition 2. Let X be a k-dimensional diffusion process and let fixed time U ∈

[0, T ]. Let L0 = e−
∫ U
0 r(s,X(s))ds with measurable function r : [0, U ] × Rk −→ R, and

define f(t, ω) = E[e−
∫ U
t r(s,X(s))ds | X(t) = ω]. Then the unique integrands of the MRT

decomposition for L0 − E[L0] are given by:

ψi(t) = 1[0,U ](t)e
−

∫ t
0 r(s,X(s))ds ∂f

∂Xi

(t,X(t)) , i = 1, ..., k , (2.2.6)

and

ψN(t) = 0 . (2.2.7)

Note that the measurable function r is interpreted as the short-rate.

Proof. The proof follows Itô’s lemma applied to a k-dimensional semimartingales.

First, since X(t) is a Markov process, then

f(t,X(t)) = E[e−
∫ U
t r(s,X(s))ds|X(t)] = E[e−

∫ U
t r(s,X(s))ds|Gt] .

12



Moreover, define

f̃(t,X(t)) = E[e−
∫ U
0 r(s,X(s))ds | Gt] = e−

∫ t
0 r(s,X(s))dsE[e−

∫ U
t r(s,X(s))ds | Gt]

= e−
∫ t
0 r(s,X(s))dsf(t,X(t)) . (2.2.8)

Then, L0 and E[L0] can be expressed as L0 = e−
∫ U
0 r(s,X(s))ds = f̃(U,X(U)) and

E[L0] = f̃(0, X(0)) .

Applying Itô’s Lemma on f̃ leads to

f̃(t,X(t))− f̃(0, X(t)) =
k∑
i=1

∫ t

0

∂f̃

∂Xi

(s,X(s))dMi(s) +

∫ t

0

a(s)ds ,

where a(t), 0 ≤ t ≤ T , is short-hand for all ds-quantities. In fact, those quantities must

be null. The above equation is equivalent to:

E[e−
∫ U
0 r(s,X(s))ds | Gt]− E[e−

∫ U
0 r(s,X(s))ds] =

k∑
i=1

∫ t

0

∂f̃

∂Xi

(s,X(s))dMi(s) +

∫ t

0

a(s)ds ,

(2.2.9)

and using conditional expectations, the left-hand side can be shown to be a martin-

gale. From the right-hand side, from the martingale preservation property, the stochastic

integrals with respect to the Mi are martingales as well. But by the Doob-Meyer decom-

position, a(s) must be null in order for the whole left-hand side to be indeed a martingale.

Finally, setting t = U in (2.2.9) and recalling that f̃(t,X(t)) = e−
∫ t
0 r(s,X(s))dsf(t,X(t)),

L0 − E[L0] =
k∑
i=1

∫ U

0

e−
∫ s
0 r(s,X(s))ds ∂f

∂Xi

(s,X(s))dMi(s) .

The following Lemma gives the basis in deriving the MRT decomposition needed for

the insurance portfolios.

Lemma 1. Let L0 be a loss random variable of the form L0 = (P0 − N(tj))F for 0 ≤

tj ≤ T , where F is GT -measurable and integrable and N(tj) is Itj -measurable. Then there

13



exist G-predictable processes ϕ1, . . . , ϕk such that

E
(
e−

∫ tj
0 m(s,X(s))dsF | Gt

)
= E

(
e−

∫ tj
0 m(s,X(s))dsF

)
+

k∑
i=1

∫ t

0

ϕi(s)dWi(s) , (2.2.10)

is satisfied, for t ≤ T .

Then the martingale representation of L is

L0 = E (L0) +
k∑
i=1

∫ tj

0

(P0 −N(s−))e
∫ s
0 m(u,X(u))duϕ(s)dWi(s)

+
k∑
i=1

∫ T

tj

(P0 −N(tj))e
∫ tj
0 m(u,X(u))duϕ(s)dWi(s)

−
∫ tj

0

E
(
e
∫ tj
s m(u,X(u))duF |Gs

)
dMN(s) .

Proof. A proof can be found in Christensen et al. (2015).

Now that the general form of the MRT decomposition has been defined, the following

proposition gives the predictable processes ψ such that (2.2.10) is satisfied.

Proposition 3. Let X be the above k-dimensional diffusion process. Let L0 = (P0 −

N(tj))e
−

∫ U
0 r(s,X(s))ds for measurable function r : [0, U ] × Rk −→ R, and 0 ≤ tj ≤ T ,

0 ≤ U ≤ T .

1. Suppose U > tj. In this thesis, U will later be assumed to be U = tj+1. Define the

following:

• fA1(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ U
t r(s,X(s))ds | X(t) = ω]

• fB1(t, ω) = E[e−
∫ U
t r(s,X(s))ds | X(t) = ω] .

Then the unique integrands of the MRT decomposition for L0−E[L0] are given by:

ψi(t) = 1[0,tj ](t) (P0 −N(t−))e−
∫ t
0 r(s,X(s))ds∂f

A1

∂Xi

(t,X(t))

+ 1(tj ,U ](t) (P0 −N(tj))e
−

∫ t
0 r(s,X(s))ds∂f

B1

∂Xi

(t,X(t)) ,

i = 1, ..., k ,

(2.2.11)
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ψN(t) = −1[0,tj ](t) e
−

∫ t
0 r(s,X(s))dsfA1(t,X(t)) . (2.2.12)

2. Suppose U ≤ tj. In this thesis, U will later be assumed to be U = tj. Define the

following:

• fA2(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ U
t r(s,X(s))ds | X(t) = ω]

• fB2(t, ω) = E[e−
∫ tj
t m(s,X(s))ds | X(t) = ω] .

Then the unique integrands of the MRT decomposition for L0−E[L0] are given by:

ψi(t) = 1[0,U ](t) (P0 −N(t−))e−
∫ t
0 r(s,X(s))ds∂f

A2

∂Xi

(t,X(t))

+ 1(U,tj ](t) e
−

∫ U
0 r(s,X(s))ds∂f

B2

∂Xi

(t,X(t)) ,

i = 1, ..., k ,

(2.2.13)

ψN(t) = −1[0,U ](t) e
−

∫ t
0 r(s,X(s))dsfA2(t,X(t))− 1(U,tj ](t) e

−
∫ U
0 r(s,X(s))dsfB2(t,X(t)) .

(2.2.14)

Proof. 1. Consider U > tj and L0 = (P0 −N(tj))e
−

∫ U
0 r(s,X(s))ds. The idea behind the

proof is to apply Lemma 1 using F = e−
∫ U
0 r(s,X(s))ds.

According to Lemma 1 and setting t = U in (2.2.10), there exist processes ϕi

such that

e−
∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds − E

[
e−

∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds

]
=

k∑
i=1

∫ U

0

ϕi(s)dWi(s)

is satisfied.
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The left-hand side can be rewritten as

e−
∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds − E

[
e−

∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds

]

=
(
e−

∫ tj
0 m(s,X(s))dsE

[
e−

∫ U
0 r(s,X(s))ds | Gtj

]
− E

[
e−

∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds

])

+
(
e−

∫ tj
0 m(s,X(s))ds

[
e−

∫ U
0 r(s,X(s))ds − E[e−

∫ U
0 r(s,X(s))ds | Gtj ]

])
,

(2.2.15)

such that it can be derived into two parts respectively in order to find the ϕi. For

the first part, let apply Itô’s formula to fA1 . Define

f̃A1(t,X(t)) = e−
∫ t
0 m(s,X(s))dse−

∫ t
0 r(s,X(s))dsfA1(t,X(t)) ,

with 0 ≤ t ≤ tj < U . By Itô’s lemma with f̃A1 ,

f̃A1(t,X(t))− f̃A1(0, X(0))

= E
(
e−

∫ tj
0 m(s,X(s))dsE

[
e−

∫ U
0 r(s,X(s))ds | Gtj

]
| Gt
)

− E
(
e−

∫ tj
0 m(s,X(s))dsE

[
e−

∫ U
0 r(s,X(s))ds | Gtj

])
=

k∑
i=1

∫ t

0

e−
∫ s
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

A1

∂Xi

(s,X(s))dMi(s) +

∫ t

0

a(s)ds ,

where a(s) is short-hand for all ds-quantities.

Similarly as before, the left-hand side of the equation is a martingale so that

the ds-term has to vanish. Furthermore, letting t = tj,

e−
∫ tj
0 m(s,X(s))dsE

[
e−

∫ U
0 r(s,X(s))ds | Gtj

]
− E

[
e−

∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds

]

=
k∑
i=1

∫ tj

0

e−
∫ s
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

A1

∂xi
(s,X(s))dMi(s) . (2.2.16)
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For the second part of (2.2.15), applying Proposition 2 on L∗tj = E [ e
−

∫ U
tj
r(s,X(s))ds

]

instead, with function fB, and considering tj ≤ t ≤ U ,

(
e−

∫ tj
0 m(s,X(s))ds

[
e−

∫ U
0 r(s,X(s))ds − E[e−

∫ U
0 r(s,X(s))ds | Gtj ]

])

=

(
e−

∫ tj
0 m(s,X(s))dse−

∫ tj
0 r(s,X(s))ds

[
e
−

∫ U
tj
r(s,X(s))ds − E[e

−
∫ U
tj
r(s,X(s))ds | Gtj ]

])

= e−
∫ tj
0 m(s,X(s))dse−

∫ tj
0 r(s,X(s))ds

k∑
i=1

∫ U

tj

e
−

∫ s
tj
r(u,X(u))du∂fB1

∂Xi

(s,X(s))dMi(s)

= e−
∫ tj
0 m(s,X(s))ds

k∑
i=1

∫ U

tj

e−
∫ s
0 r(u,X(u))du∂f

B1

∂Xi

(s,X(s))dMi(s)

=
k∑
i=1

∫ U

tj

e−
∫ tj
0 m(s,X(s))dse−

∫ s
0 r(u,X(u))du∂f

B1

∂Xi

(s,X(s))dMi(s) .

(2.2.17)

Thus, adding (2.2.16) and (2.2.17) leads to

e−
∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds − E

[
e−

∫ tj
0 m(s,X(s))dse−

∫ U
0 r(s,X(s))ds

]
=

k∑
0

∫ tj

0

e−
∫ s
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

A1

∂Xi

(s,X(s))dMi(s)

+
k∑
0

∫ U

tj

e−
∫ tj
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

B1

∂Xi

(s,X(s))dMi(s)

=
k∑
0

∫ U

0

[ 1(0,tj ](t) e
−

∫ s
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

A1

∂Xi

(s,X(s))

+ 1(tj ,U ](t) e
−

∫ tj
0 m(u,X(u))due−

∫ s
0 r(u,X(u))du∂f

B1

∂Xi

(s,X(s)) ] σi(s)dWi(s)

=
k∑
i=1

∫ U

0

ϕi(s)dWi(s) .

17



Finally, applying Lemma 1,

L0 − E [L0] = (P0 −N(tj))e
−

∫ U
0 r(s,X(s))ds − E

[
(P0 −N(tj))e

−
∫ U
0 r(s,X(s))ds

]
=

k∑
0

(

∫ tj

0

(P0 −N(s−))e−
∫ s
0 r(u,X(u))du∂f

A1

∂Xi

(s,X(s))dMi(s)

+

∫ U

tj

(P0 − (N(tj)))e
−

∫ s
0 r(u,X(u))du∂f

B1

∂Xi

(s,X(s))dMi(s) )

−
∫ tj

0

e−
∫ s
0 r(u,X(u))dufA1(s,X(s))dMN(s) .

2. For U ≤ tj, considering the same procedures as in the first part of the proof yields

the desired statement.

2.2.3 MRT Risk Decomposition

Thus, the risk decomposition is obtained for the following portfolios:

1. An annuity portfolio of the form L0 =
∑T

j=1(P0 − N(tj))e
−

∫ tj
0 r(s)ds, with the risk

decomposition obtained following Proposition 3, part 2, with U = tj for each tj,

j = 1, . . . , T . The MRT risk decomposition is given:

L0 − E[L0] =
k∑
i=1

T∑
j=1

∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s,X(s))ds∂f

A2

∂Xi

(t,X(t))dMi(t)

−
T∑
j=1

∫ tj

0

e−
∫ t
0 r(s,X(s))dsfA2(t,X(t))dMN(t)

=
k∑
i=1

Ri +RN .

(2.2.18)

The first sum represents the risk factors over T periods for the state variable X of

dimension k. They represents the systematic risks associated with the underlying

rates of the portfolio. The risk factor RN represents the unsystematic mortality risk

generated by the number of deaths over T periods. Moreover,

fA2(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds|X(t) = ω] . (2.2.19)
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2. For a life insurance portfolio of the form

L0 =
T∑
j=1

(P0 −N(tj−1))e−
∫ tj
0 r(s)ds −

T∑
j=1

(P0 −N(tj))e
−

∫ tj
0 r(s)ds ,

a risk decomposition can be obtained by applying the MRT decomposition for each

sum. Applying Proposition 3, setting U = tj+1 in the first part, and U = tj, to the

second part, yields

L0 − E[L0] =
k∑
i=1

T∑
j=1

(∫ tj−1

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA1

∂Xi

(t,X(t))dMi(t)

)

+
k∑
i=1

T∑
j=1

(∫ tj

tj−1

(P0 −N(tj−1))e−
∫ t
0 r(s)ds

∂fB1

∂Xi

(t,X(t))dMi(t)

)

−
k∑
i=1

T∑
j=1

(∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA2

∂Xi

(t,X(t))dMi(t)

)

+

(
−

T∑
k=1

∫ tj−1

0+
e−

∫ t
0 r(s)dsfA1dMN(t) +

T∑
k=1

∫ tj

0+
e−

∫ t
0 r(s)dsfA2dMN(t)

)

=
k∑
i=1

Ri +RN ,

(2.2.20)

with

fA1(t, ω) = E[e−
∫ tj−1
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds|X(t) = ω] ,

fA2(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds|X(t) = ω] ,

and

fB1(t, ω) = E[e−
∫ tj
t r(s,X(s))ds|X(t) = ω] .
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2.3 The MRT as a meaningful risk decomposition

Schilling et al. (2015) proved in their paper that the MRT decomposition does indeed

satisfy the six properties defining the meaningfulness of a risk decomposition.

2.3.1 The Variance Decomposition Method

In the literature, a commonly used risk decomposition method for the risk L =

L0 − E[L0] would be the so-called variance decomposition, which is based on conditional

expectation. For simplicity, suppose for example that only X1 and X2 are the sources of

risk. Then the variance decomposition method proceeds in such a way that it first assumes

and conditions X1 as the cause of risk. Then, the remaining un-captured risk would then

be attributed to X2. That is, the decomposition of L is as such:

L0 − E(L0) = [E(L0 | X1)− E(L0)] + [L0 − E(L0 | X1)] = R1 +R2 .

Moreover, the number of sources of risk can be increased accordingly.

This is called the variance decomposition because the variance can easily be decom-

posed with V ar(L) = V ar(R1) + V ar(R2). It is easy to verify that the variance decom-

position satisfy Properties 1, 2, 3, 5, and 6 of a meaningful risk decomposition. However,

it does not satisfy Property 4, the order invariance property, and one could see intuitively

that it is because the risk decomposition is different depending on which source of risk is

assumed and conditioned first.
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Chapter 3

Stochastic Mortality Model

During the last couple of decades, there has been empirical evidence in the improve-

ment of life expectancy in many countries, partly because of advancements in technology

and in medical care, in better health system, in better lifestyles, etc. Such improvement

in population longevity is widely studied in the actuarial field because population ageing

also means that actuaries must re-evaluate the assumptions made to the underlying old-

age mortality model and consequently, to re-evaluate the risk associated with the greater

longevity. Figure 3.1 shows the Life Expectancy at Birth in Years in Canada from 1921-

2016. There is a 25-year increase in life expectancy between 1921 and 2016. The dataset

is available at the Human Mortality Database1.

Because life expectancy has been improving over time, it would then be inappropriate

to not consider time evolution in modelling mortality. Such flaws are observed for ex-

ample in traditionally fixed deterministic models where they are not able to capture the

observed declining mortality rate trend. Moreover, longevity has been increasing in quite

an unpredictable way; there is a cluster of factors that are each responsible for population

ageing but constitute a random process as a whole. Mortality should then be modelled

under stochastic mortality models in order to better understand the uncertainty and the

fluctuations in old age mortality evolution.

1http://www.mortality.org/
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Figure 3.1: Life Expectancy at Birth in Years in Canada from 1921-2016
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3.1 Data

As observed above, there has been an empirical improvement in life expectancy. In

2016, life expectancy was of 82 years compared to 57 years in 1921. This is because, over

the years, the general trend seems to suggest that mortality intensity is in fact decreasing.

Figure 3.2 contains empirical evidence of such, figuring death rates for fixed ages in Canada

from 1921-2016, with the data extracted from the Human Mortality Database. The data

is constructed in such a way that death rates are associated with age groups of length of 5

years, except at the extremities of age 0 and age 110+ where they consist for themselves.

That is, age groups are grouped in the following manner: age 0, ages 1-4, ages 5-9,...,
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ages 95-99, ages 100-104, ages 105-109, and finally ages 110+. This is more suitable since

associating death rates to each individual age will later present over-fitting when fitting

with mortality models, while associating death rates to age groups lend more flexibility

when fitting for specific individual age.

3.2 Lee-Carter model

In order to capture the improvement in longevity and the decline in mortality, Lee

and Carter (1992) proposed to model the death rates in such a way that their logistic

function are bilinear functions of both age component and period effect. That is,

ln(m(x, t)) = ax + bxκt + εx,t , (3.2.1)

or equivalently,

m(x, t) = exp [ax + bxκt + εx,t ] = exp [ax] exp [bxκt + εx,t ] , (3.2.2)

where x = x1, x2, ..., xm are a set of consecutive ages and t = t1, t2, ..., tn are a set of

consecutive calendar years. m(x, t) is the death rate, or the mortality rate, and it is a

function of both age component x and period effect t. The term exp [ax] represents the

general shape of the mortality rate across all ages x, κt represents the mortality index

for a given period t, where it could also be interpreted as the trend in which mortality

rates are evolving, and bx represents the speed in which changes in the mortality rate

evolve at a given age x in response to changes in the mortality index κt. In other words,

it is the speed in which mortality rates at a given age are responding to the mortality

improvement. Finally, εx,t represents the random error term. They are due to the noises

represented by the age-specific historical influences that the model fails to capture. They

are assumed to have mean 0 and variance σ2
ε .

The above model possesses desired properties as it is able to impose a time-evolving

trend upon the fitted data through its parameter κt, and upon all ages.
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Figure 3.2: Death Rates, from 1921-2016, corresponding to age groups 30-34, 65-69, 75-79,
85-89
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Notice that there is an arbitrary number of parametrizations for a given rate m(x, t).

To see this, consider

ln(m(x, t)) = ãx + b̃xκ̃t + εx,t , (3.2.3)
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where ãx = ax + c1bx, b̃x = bx
c2

, and κ̃t = c2(κt − c1). Hence, (3.2.3) is equivalent to

(3.2.1) for any arbitrary choice of scalars c1 and c2. Thus, let restrict the choice of

parametrizations by normalizing the parameters as in Lee and Carter(1992):

∑
x

bx = 1 , (3.2.4)

and ∑
t

κt = 0 . (3.2.5)

This therefore implies that

ax =

∑tn
t=t1

ln(m(x, t))

tn − t1 + 1
, (3.2.6)

which is the average over time of the log of the age-specific death rates, ln(m(x, t)). Notice

that the average over time of κt is zero.

3.3 Estimation

This section gives an overview of the estimation method proposed by Lee and Carter

(1992). From (3.2.6), ax could be estimated and (3.2.1) could be rearranged in the fol-

lowing way:

ŷx,t = bxκt , (3.3.1)

where ŷx,t = ln(m̂(x, t))− ax.

On the left side of this new equation is the new estimated response variable Ŷx,t,

while on the right side are the parameters bx to estimate. However, since the predictors

kt are unknown indexes, ordinary regression methods are irrelevant in estimating the

parameters bx. Fortunately, the singular value decomposition (SVD) method offers a

solution in finding a least squares solution without response variables.

3.3.1 Singular Value Decomposition
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Theorem 2. The singular value decomposition (SVD) is the factorization of an m × n

real matrix A. Let A be a m × n matrix such that m ≥ n. Then, A can be decomposed

such that

Am×n = Um×rΣr×rV
T
r×n . (3.3.2)

Letting r be the rank of matrix A, U is an m×r matrix consisting of m orthonormalized

eigenvectors associated with the m largest eigenvalues of AAT . That is, the rows of U

(called the left singular vectors) are the orthonormal eigenvectors of AAT and UUT = I.

Σ is a diagonal r × r matrix with the diagonal elements being the singular values. They

are the non-negative square roots of the eigenvalues of AAT . Finally, V T is a r×n matrix

consisting of the orthonormalized eigenvectors of ATA. That is, the rows of V (called the

right singular vectors) are the orthonormal eigenvectors of ATA and V V T = I.

Proof. See Friedberg et al (2003, pp. 410) for more details.

In the least-square estimation context, the SVD is useful since the data matrix A can

be well approximated by a low rank matrix Ã of rank k with k < r. In other words, Ã is

a truncated version of A.

Ãm×n = Um×kΣk×kV
T
k×n , (3.3.3)

where the singular vectors of Ã correspond to the first k singular vectors of A and it can

be shown that Ã is the best rank k approximation to A.

Briefly, SVD allows for reduction of the dimensionality of matrix data A while sum-

marizing optimally the information (e.g. variance) provided by the original data A. For

the purpose of this thesis least-squares approximation, choose k = 1. Thus, the following

is obtained:

Ãm×n = Um×1Σ1×1V
T

1×n =
√
λ1u1v

T
1 , (3.3.4)

where u1 is the first row of U , v1 is the first row of V , and
√
λ1 is the first element of the

diagonal matrix Σ.
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3.3.2 Data Estimation

From (3.2.6), parameters ax are calculated based on the data described in Section

3.1 and they are shown in Table 3.1.

Table 3.1: Estimated values for parameters ax and bx of the Lee-Carter model

ages ax bx
x1 =0 −3.9088390 0.097464743

x2 =1-4 −6.8959509 0.111307165
x3 =5-9 −7.6849274 0.095827626

x4 =10-14 −7.7429748 0.079704617
x5 =15-19 −6.9532983 0.053748120
x6 =20-24 −6.7024359 0.054023294
x7 =25-29 −6.6951986 0.055701967
x8 =30-34 −6.5629977 0.053224832
x9 =35-39 −6.2814909 0.050913214
x10 =40-44 −5.9261071 0.044724695
x11 =45-49 −5.5058524 0.039022710
x12 =50-54 −5.0664319 0.034434783
x13 =55-59 −4.6234011 0.031774011
x14 =60-64 −4.1769200 0.030528534
x15 =65-69 −3.7361709 0.030116339
x16 =70-74 −3.2889979 0.029575536
x17 =75-79 −2.8160378 0.029446570
x18 =80-84 −2.3671886 0.023821005
x19 =85-89 −1.8937396 0.020930308
x20 =90-94 −1.4827932 0.013997600
x21 =95-99 −1.0974764 0.010124401

x22 =100-104 −0.7781022 0.005999671
x23 =105-109 −0.5242241 0.002742987
x24 = 110+ −0.3609327 0.000845273

Following the procedure described in Subsection 3.3.1, the following equation is

obtained:

ŷx,t =


ln(m(x1, 1921))− ax1 . . . ln(m(x1, 2016))− ax1

...
. . .

...

ln(m(x24, 1921))− ax24 . . . ln(m(x24, 2016))− ax24

 = bxκt . (3.3.5)

Following the SVD decomposition on ŷx,t, a rank 1 approximation of ŷx,t is obtained such
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that u1 is interpreted as bx. Since bx is normalized to sum up to 1, the following is obtained

bxi =
u1,xi∑24
j=1 u1,xj

, (3.3.6)

and κt results as

κt =
√
λ1v1

24∑
j=1

u1,xj . (3.3.7)

The extra term
∑24

j=1 u1,xj in (3.3.7) compensates for the normalization of bx. Parameters

bx obtained using (3.3.6) are shown in Table 3.1. Spline interpolation is used in order to

obtain parameters ax and bx in between ages.

From Figure (3.3.2), it is clear that the mortality index kt is in decline over time and in

a quite linear fashion. Hence, the Lee-Carter model is successful in capturing the general

declining trend of the death rates. However, in fitting the model to the actual death

rates, it is observed that age groups 95+ are fitted very poorly. In fact, fitting mortality

at advanced ages is known to pose serious challenges to researchers. As Gompertz (1825)

pointed out with his own law of mortality, mortality rate modelling may not be applicable

at extreme old ages. First, standard assumptions for mortality rate estimates may be

irrelevant at older ages when the risk of death is extremely high. As seen in Table 3.2,

death rates at higher ages may be linked more to noises than to the fitted models. Table

3.2 presents the Proportion of Unexplained Variances (PUV) over the total variances, for

all age groups, i.e.,

PUV xi =
V ar(ln(m(t, xi)− ln(m̂(t, xi))

V ar(ln(m(t, xi))
. (3.3.8)

It is clear that the Lee-Carter model does not cover all informations at ages 95+. Thus,

mortality at older ages are caused rather by unsystematic mortality than by systematic

mortality and it is without surprise that the Lee-Carter model cannot fit higher ages

mortality.
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Figure 3.3: Mortality Index kt over the years 1921-2016
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3.4 Mortality Projection

This section proceeds in describing the methodology used to forecast the mortality

under the Lee-Carter model so that it can later be applied to the risk decomposition

context. First, notice that the only time-evolving uncertainty parameter in the Lee-

Carter model is the factor κt; all other parameters are fixed parameters depending on the

ages. So, it would make sense to model κt as a time-series model. As in Lee and Carter
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Table 3.2: Proportion of Unexplained Variances for each age group

ages Proportion of Unexplained Variances
x1 =0 0.018739037

x2 =1-4 0.004887704
x3 =5-9 0.003585420

x4 =10-14 0.005140763
x5 =15-19 0.045366759
x6 =20-24 0.028713555
x7 =25-29 0.039388856
x8 =30-34 0.034252903
x9 =35-39 0.016419688
x10 =40-44 0.004366462
x11 =45-49 0.027211582
x12 =50-54 0.068440676
x13 =55-59 0.094954988
x14 =60-64 0.110649578
x15 =65-69 0.092880560
x16 =70-74 0.080520968
x17 =75-79 0.069519861
x18 =80-84 0.086311154
x19 =85-89 0.079725858
x20 =90-94 0.127103903
x21 =95-99 0.209314467

x22 =100-104 0.381587541
x23 =105-109 0.689810578
x24 = 110+ 0.947087928

(1992), κt is assumed to follow an ARIMA (0,1,0) time-series model, i.e. a random walk

with a drift. κt is assumed as follows:

κt = κt−1 + µ+ εt , (3.4.1)

where εt the noise term and it is assumed to be normal distributed with mean 0 and

variance σ2. More generally,

κt − κt−∆t ∼ N
(
µ∆t,∆tσ2

)
,
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and letting ∆t approach to zero, the following instantaneous rate of change for κt is

obtained:

lim
∆t→0

(κt − κt−∆t) = lim
∆t→0

N
(
µ∆t,∆tσ2

)
= lim

∆t→0

(
µ∆t+N

(
0,∆tσ2

))
= µ lim

∆t→0
∆t+ lim

∆t→0
N
(
0,∆tσ2

)
.

Thus,

dκt = µdt+ σdWt , (3.4.2)

where dWt is a standard Wiener process. The long-term drift µ is interpreted as the

average period-to-period change. That is,

µ̂ =

∑tn
t=t2

(κt − κt−1)

tn − t1
(3.4.3)

and σ2 is simply estimated as the sample variance of the period-to-period changes, i.e.,

σ̂ =

√∑tn
t=t2

((κt − κt−1)− µ̂)2

tn − t1
. (3.4.4)

Based on the fitted values for κt, µ̂ and σ̂ are obtained such that

kt = kt−1 − 0.3767221 + εt , (3.4.5)

where εt ∼ N(0, σ̂ = 0.5093948)

3.4.1 Death Rates Dynamics

Let now proceed into using Itô’s formula in order to forecast the death rates them-

selves by finding the dynamic of the force of mortality underlying the Lee-Carter model for

an initial age x. Since the dynamics of ln(m(t, x)) is known and ln(m(t, x)) = ax+t+bx+tκt,

let apply Itô’s lemma for f(t, x) = ex on ln(m(t, x)) in order to obtain the dynamics of
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m(t, x). Notice that

d(ln(m(t, x))) = a′x+tdt+ d(bx+tκt) = a′x+tdt+ κtb
′
x+tdt+ bx+tdκt

=
[
a′x+t + κtb

′
x+t

]
dt+ bx+t (µdt+ σdWt)

=
[
a′x+t + κtb

′
x+t + bx+tµ

]
dt+ bx+tσdWt .

Moreover,

m(t, x) = eln(m(t,x)) = f(t, ln(m(t, x))) ,

for all t. Using Itô’s lemma with f(t, z) = ez,

d(m(t, x)) = fz(t, ln(m(t, x)))d(ln(m(t, x))) +
1

2
fzz(t, ln(m(t, x)))(d(ln(m(t, x))))2

= eln(m(t,x))d(ln(m(t, x))) +
1

2
eln(m(t,x))(d(ln(m(t, x))))2 .

Drawing on the multiplication rules for differentials, dWtdWt = dt and dtdWt = dtdt = 0,

then

d(m(t, x)) = m(t, x)
([
a′x+t + κtb

′
x+t + bx+tµ

]
dt+ bx+tσdWt

)
+

1

2
m(t, x)b2

x+tσ
2dt

= m(t, x)

[
a′x+t + κtb

′
x+t + bx+tµ+

1

2
b2
x+tσ

2

]
dt+ bx+tσm(t, x)dWt .

Briefly,

d(m(t, x))

m(t, x)
=

[
a′x+t + κtb

′
x+t + bx+tµ+

1

2
b2
x+tσ

2

]
dt+ bx+tσdWt . (3.4.6)

It is interesting to note that by letting the age factor increase as time progresses, the

drift of the death rate process,
[
a′x+t + κtb

′
x+t + bx+tµ+ 1

2
b2
x+tσ

2
]
, is always positive so

that m(t, x) is a submartingale. This is appropriate as the mortality rate is expected to

increase along the years so that older ages have higher mortality.
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Chapter 4

Interest Rates Model

This chapter focuses on choosing a relevant interest rates model in order to better

understand the dynamic of the bond market and the impact of investment risk on the

insurance portfolios. Since contracts often span over long periods of time, it is important

to choose an interest dynamic that better reflects the fluctuation of the rate over the years.

In doing so, the focus consists in choosing an appropriate model that can provide good

forecasting in relation to better risk management. Interest rates will be modelled through

yield curve estimation because yield curves give a direct relationship between short-term,

medium-term, and long-term bond rates. In fact, literature suggests that yield curves

are mainly motivated by three factors: the level, slope, and curvature, representing the

long-term factor and general shape of the yield curve, the short-term factor, and lastly

the shape of the medium-term interest rates, respectively. Thus, in relation to the goal of

this thesis, the MRT risk decomposition will be able to explain the contribution of each

of these factors to the overall risk in the insurance setting. This chapter presents a model

that is appropriate for these objectives.
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4.1 The affine arbitrage-free class of Nelson-Siegel

term structure models

Christensen et al. (2011) derive a term structure model where they combine elements

of both models of the Diebold-Li extension of the Nelson-Siegel (DNS) term structure and

of the arbitrage-free affine term structure models. The former model is easy to estimate

and it provides good fits to empirical data because it provides an easy interpretation

of the factors of level, slope, and curvature. However, the DNS model does not impose

arbitrage-free restrictions.

The affine term (AF) structure models provide an arbitrage-free framework. They are

also very convenient as they impose that the log bond prices be linear functions of the spot

rate. However, AF models often exhibit poor empirical fitting and their estimations are

often of a computational burden. The literature on the AF models is mainly concerned

about fitting the short-rate dynamics, after which yield curves are derived. Thus, fitting

yield curves under AF models often results in poor forecasting.

As such, Christensen et al. (2011) derived a new class of models called the affine

arbitrage-free class of Nelson-Siegel (AFNS) term structure models where they combined

advantages of both the DNS and AF models in terms of empirical tractability and of

imposing an arbitrage-free condition.

4.1.1 The Nelson-Siegel model

The Nelson-Siegel model (1987) is given below as a simple function:

y(τ) = β1 + β2

(
1− e−λτ

λτ

)
+ β3

(
1− e−λτ

λτ
− e−λτ

)
, (4.1.1)

where y(τ) is the yield curve with τ years to maturity, and β1, β2, β3 and λ are model

parameters.

Parameter λ is responsible for the overall exponential rate:

• Small values of λ produce slow decay and are thus more appropriate in fitting the
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curve at long maturities.

• On the contrary, large values of λ produce fast decay and are better fit for short

maturities.

4.1.2 The dynamic Nelson-Siegel model

Diebold and Li (2006) extended the Nelson-Siegel model in order to allow for dynamic

understanding of the evolution of the yield curve over time. They impose that parameters

β1, β2, β3 from (4.1.1) be dynamic factors such that

y(τ) = Y (1) + Y (2)

(
1− e−λτ

λτ

)
+ Y (3)

(
1− e−λτ

λτ
− e−λτ

)
, (4.1.2)

• Y (1) is interpreted as the level of the curve, that is, the long-term factor where it

governs the yield curve level. As τ increases in maturity, the yield curve approaches

to Y (1). In other words, y(∞) = Y (1).

• Y (2) is interpreted as the slope of the curve because it is responsible for the short-

term maturities. Starting at 1, its loading
(

1−e−λτ
λτ

)
quickly decays monotonically

to 0 as maturity increases and thus, factor Y (2) only have an impact in short-term

maturities.

• Y (3) is then interpreted as the curvature of the curve, being responsible for medium-

term maturities. Its loading
(

1−e−λτ
λτ
− e−λτ

)
starts at 0, increases and then decays

back to 0. Thus, it cannot be responsible for short-term nor for long-term maturities.

Thus, the dynamic Nelson-Siegel model provides a good empirical interpretation of

the yield curve in that it considers the modern factors of level, slope, and curvature of the

yield curve. However, it does not impose any restrictions in term of arbitrage-freeness in

bond pricing.
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4.1.3 The Arbitrage-Free class of Nelson-Siegel model

In order to overcome this weakness, Christensen et al. (2011) further impose that

the factors Yt = (Y
(1)
t , Y

(2)
t , Y

(3)
t ) presented in (4.1.2) be Vasicek processes. The following

gives a detailed explanation of the Arbitrage-Free class of Nelson-Siegel model (AFNS).

Under the real world probability P, the AFNS assumes that the instantaneous risk-free

rate r is explained by only two risk factors, the level and the slope factors of the yield

curve such that,

rt = Y
(1)
t + Y

(2)
t . (4.1.3)

Thus, the instantaneous risk-free rate is indeed the sum of only the level factor Y
(1)
t and

of the slope factor Y
(2)
t under the real world probability P, while the curvature factor Y

(3)
t

is latent under the real world probability but manifests itself only under the risk-neutral

Q-measure. This fact is supported by the empirical literature, where the curvature lacks

sensible interpretation in the real world P-measure (see Diebold, Rudebush, and Aruoba,

2006). On the one hand, Diebold et al. (2006) show that shocks on the curvature factor

produced negligible responses to the macroeconomy and to the macroeconomic factors.

On the other hand, they show that there is a strong connection between the inflation and

the level factor, and the slope factor has also a close connection to the funds rate.

Under the risk-neutral Q-measure, let assume that the factors of Yt are described by

the following stochastic differential equations (SDEs):


dY

(1)
t

dY
(2)
t

dY
(3)
t

 =


0 0 0

0 λ −λ

0 0 λ




θQ1

θQ2

θQ3

−

Y

(1)
t

Y
(2)
t

Y
(3)
t


 dt+


σY (1) 0 0

0 σY (2) 0

0 0 σY (3)



dWQ

t,1

dWQ
t,2

dWQ
t,3

 , λ > 0 .

(4.1.4)

Then, the zero-coupon bond prices are given under the no-arbitrage condition by the
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following Riccati equation:

P (t, T ) = EQ
[
exp

(
−
∫ T

t

rudu

)
| Gt
]

= exp
(
B(1)(t, T )Y

(1)
t +B(2)(t, T )Y

(2)
t +B(3)(t, T )Y

(3)
t + A(t, T )

)
, (4.1.5)

or equivalently, the zero-coupon bond yields are given by

y(t, T ) = −

(
B(1)(t, T )Y

(1)
t +B(2)(t, T )Y

(2)
t +B(3)(t, T )Y

(3)
t − A(t, T )

)
T − t

, (4.1.6)

where B(1)(t, T ),B(2)(t, T ), and B(3)(t, T ) satisfy the following system of ordinary differ-

ential equations (ODEs):


dB(1)(t,T )

dt

dB(2)(t,T )
dt

dB(3)(t,T )
dt

 =


1

1

0

+


0 0 0

0 λ 0

0 −λ λ



B(1)(t, T )

B(2)(t, T )

B(3)(t, T )

 , (4.1.7)

and A(t, T ) is given by

dA(t, T )

dt
= −B(t, T )

′
KQθQ − 1

2

3∑
j=1

(Σ
′
B(t, T )B(t, T )

′
Σ)j,j , (4.1.8)

with boundary conditions B(1)(T, T ) = B(2)(T, T ) = B(3)(T, T ) = A(T, T ) = 0, and

Σ =


σY (1) 0 0

0 σY (2) 0

0 0 σY (3)

 .

The solutions to the ODEs are given by

B(1)(t, T ) = −(T − t) ,

B(2)(t, T ) = −1− e−λ(T−t)

λ
,

B(3)(t, T ) = (T − t)e−λ(T−t) − 1− e−λ(T−t)

λ
,
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and

A(t, T ) = (KQθQ)2,1

∫ T

t

B(2)(s, T )ds+ (KQθQ)3,1

∫ T

t

B(3)(s, T )ds

+
1

2

3∑
j=1

∫ T

t

(Σ′B(s, T )B(s, T )′Σ)j,j ds .

Thus,

y(t, T ) = Y
(1)
t +

1− e−λ(T−t)

λ(T − t)
Y

(2)
t + [

1− e−λ(T−t)

λ(T − t)
− e−λ(T−t)]Y

(3)
t − A(t, T )

T − t
. (4.1.9)

Please refer to Christensen et al. (2011) for further details.

Next, let define the term A(t, T ). Following Christensen (2011) et al., the mean reversion

under the risk-neutral world is restricted to be zero such that θQ = 0, while θP remains

to be estimated. Notice again that the drift terms (KP, θP) can be chosen independently

from the Q-measure drift terms (KQ, θQ). Under affine properties, the solution for A(t, T )

is given under a closed form expression.

Since the state variables are also assumed to be independent, Christensen et al. (2011)

showed that the term A(t, T ) is summarized as follows:

A(t, T )

T − t
= σ2

Y (1)

(T − t)2

6
+ σ2

Y (2)

[
1

2λ2
−

1

λ3
1− e−λ(T−t)

T − t
+

1

4λ3
1− e−2λ(T−t)

T − t

]

+ σ2
Y (3)

[
1

2λ2
+

1

λ2
e−λ(T−t) −

1

4λ
(T − t)e−2λ(T−t) −

3

4λ2
e−2λ(T−t) −

2

λ3
1− e−λ(T−t)

T − t
+

5

8λ3
1− e−2λ(T−t)

T − t

]
.

The relationship between the real-world dynamics under the P-measure and the risk

neutral dynamics under the Q-measure can be expressed as

dWQ
t = dW P

t + Γt dt ,

where Γt refers to the risk premium. Let Γt be the affine risk premium specifications such
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that

Γt =


γ

(0)
1

γ
(0)
2

γ
(0)
3

+


γ

(1)
11 γ

(1)
12 γ

(1)
13

γ
(1)
21 γ

(1)
22 γ

(1)
23

γ
(1)
31 γ

(1)
32 γ

(1)
33



Y

(1)
t

Y
(2)
t

Y
(3)
t

 (4.1.10)

in order to also preserve the affine dynamics for the P-measure (see Duffee, 2002).

The relationship described in (4.1.10) suggests that the Q-measure dynamics of the

AFNS model does not impose any restrictions on the parameters of the P-measure dy-

namics, so there are an infinite number of possibilities in choosing the parameters of the

P-measure that can still satisfy the dynamics of the Q-measure. Let therefore choose

conveniently so that the state variables is independent and are described by the following

SDEs under the P-measure, that is,

dYt = KP[θP − Yt]dt+ ΣdW P
t , (4.1.11)

or equivalently,


dY

(1)
t

dY
(2)
t

dY
(3)
t

 =


kP11 0 0

0 kP22 0

0 0 kP33




θP1

θP2

θP3

−

Y

(1)
t

Y
(2)
t

Y
(3)
t


 dt+


σY (1) 0 0

0 σY (2) 0

0 0 σY (3)



dW P

t,1

dW P
t,2

dW P
t,3

 .

(4.1.12)

This dynamic is the path of each of the factor under the real-world probability measure

P such that the state variables remain affine. The parameter KP represents the mean

reversion speed, θP the mean reversion level, and Σ the volatility.

Finally, the yield curves for different time of maturities τ are as follows:

yt = A+BYt + εt , (4.1.13)
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or equivalently,



yt(τ1)

y1(τ2)

...

y1(τNy)


=



1 1−e−λτ1
λτ1

1−e−λτ1
λτ1

− e−λτ1

1 1−e−λτ2
λτ2

1−e−λτ2
λτ2

− e−λτ2
...

...
...

1 1−e−λτNy
λτNy

1−e−λτNy
λτNy

− e−λτNy




Y

(1)
t

Y
(2)
t

Y
(3)
t

−


A(τ1)
τ1

A(τ2)
τ2

...

A(τNy )

τNy


+



εt(τ1)

εt(τ2)

...

εt(τ3)


, (4.1.14)

where τ1, ...τNy corresponds to different maturities.

4.2 Estimation

The parameter estimation is done through the Kalman-filter maximum-likelihood

estimation.

4.2.1 The Kalman Filter Design

The Kalman filtering algorithm is based on making predictive inference on unobserved

values of the state variable Y based on past information and then making corrections

afterwards on these predictions in order to estimate its parameters. More details will be

given in Section 4.2.2. The current section focuses on defining the predictive equations

and the forecasts to be used in the algorithm.

For the purpose of this thesis, the Kalman Filter is used to estimate the parameters

of the AFNS model, based on fitting the yield curve over different maturities. Estimates

for the yield curve are given by (4.1.13), which will later be compared with the actual

observed yield curve. Let A = A(Θ) and B = B(Θ), where Θ represents the set of all

parameters, such that A and B are functions of these parameters. The first step of the

Kalman filtering algorithm is to forecast the yield curve Y for different maturities. The

forecast equations are derived from conditional expected values and for the continuous-

time AFNS models, given information at time t, the conditional mean and the conditional
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covariance matrix of the state variable Y are

EP[YT | Ft] = (I − e−KP∆t)θP + e−K
P∆tYt , (4.2.1)

and

V P[YT | Ft] =

∫ ∆t

0

e−K
PsΣΣ′e−(KP)′sds , (4.2.2)

where ∆t = T − t for T > t. These results are from the assumption that Y is assumed to

be a multi-factor Vasicek process. See Christensen et al. (2011).

By reducing the time between the observations and by assuming that (4.2.1) gives

predictive values for Y , define then the following state transition equation:

Yti|ti−1
= EP[Yti | Fti−1

] + ηti = (I − e−KP∆ti)θP + e−K
P∆tiYti−1

+ ηti ,

where ∆ti = ti − ti−1 is the time between observations and Yti|ti−1
represents the forecast

given information at time ti−1. Based on (4.2.2), the noises ηti have conditional covariance

matrix given by

Q =

∫ ∆ti

0

e−K
PsΣΣ′e−(KP)′sds .

In fact, noises ηti and εti correspond respectively to the process and to the measurement

noise vectors, and they are given byηti
εti

 ∼ N

0

0

 ,
Q 0

0 H


 , where H =


σ2
ε (τ1) . . . 0

...
. . .

...

0 . . . σ2
ε (τNy)

 .

A diagonal H matrix implies that the deviation of yields of different maturities from

the yield curve are uncorrelated.
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4.2.2 The Kalman Filter Algorithm

The Kalman Filter is an optimization algorithm that implements a predictor-corrector

type estimator in order to minimize the estimated error covariance. The algorithm func-

tions as a feedback control by first predicting a priori predictor and then making respec-

tively a posteriori adjustments on the estimated predictor based on feedback from actual

information. The Kalman Filter thus consists of two sets of equations defined as the time

update equations and the measurement update equations. The former is responsible for

projecting forward in time the predictor and its associated error covariance. The latter is

responsible for correcting afterwards the estimated predictor. Define

φ
(0)
ti = (I − e−KP∆ti)θP ,

φ
(1)
ti = e−K

P∆ti .

Based on (4.2.1) and (4.2.2), the time update equations from time ti−1 to ti are de-

scribed in the following. The estimated predictors, given information at time ti−1, are

given by

Ŷti = φ
(0)
ti (Θ) + φ

(1)
ti (Θ)Ẏti−1

,

with mean square error covariance matrix

Σ̂ti = φ
(1)
ti (Θ)Σ̇ti−1

φ
(1)
ti (Θ)′ +Q(Θ) ,

where Θ represents the vector of all parameters to estimate, i.e. Θ = {KP, θP,Σ, λ}.

At time ti, Ŷti is updated by using additional information provided by the actual observed

yields yti . The corrected variables are thus given by the measurement update equations:

Ẏti = Ŷti + Σ̂tiB(Θ)′F̂−1
ti
vti ,

Σ̇ti = Σ̂ti − Σ̂tiB(Θ)′F̂−1
ti
B(Θ)Σ̂ti ,
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where

vti = yti − E[yti | Fti−1
] = yti − A(Θ)−B(Θ)Ŷti ,

F̂ti = cov(vti) = B(Θ)Σ̂tiB(Θ)′ +H(Θ) ,

are a postepriori error and error covariance matrix respectively, based on the measurement

matrix yti . In other words, vti represents the out-of sample forecast error given information

at time ti and Fti is the resulting covariance matrix error. Moreover, it is assumed that

at time zero,

Ẏ0 = θP ,

Σ̇0 =

∫ ∞
0

e−K
PsΣΣ′e−(KP)′sds .

Once the Kalman filter has completed its algorithm and has produced all the required

values, the AFNS parameters are then estimated based on maximizing the likelihood of

the prediction-error decomposition with respect to Θ. With Ny being the number of

yields, the Gaussian log likelihood is given as follows:

log l(yt1 , . . . , ytT ; Θ) =
T∑
t=1

(
−Ny

2
log(2π)− 1

2
log|F̂ti | −

1

2
v′tiF̂

−1
ti
vti

)
.

The Kalman-Filter algorithm works by minimizing the prediction error.

4.2.3 AFNS estimated parameters

The AFNS parameters are estimated using the described above Kalman Filter al-

gorithm and they are based on daily Canadian yield curves obtained from Canadian

zero-coupon bonds from 1991-01-02 till 2017-10-31. The estimates are obtained by con-

sidering yield curves from different maturities: 3 months, 6 months, 9 months, 1 year, 18

months, 2 years, 3 years, 4 years, 5 years, 7 years, 8 years, 9 years, 10 years, 15 years,
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20 years and 30 years. The data was extracted from the Bank of Canada website1. The

estimated parameters are summarized below:

Table 4.1: Estimated parameters for the AFNS model

kP11 0.011059202
kP22 0.344903793
kP33 0.792906078
θP1 0.072266054
θP2 −0.027039646
θP3 −0.017515206

σP
Y (1) 0.005513094
σP
Y (2) 0.011397127
σP
Y (3) 0.019603447
λ 0.359347873

The estimated parameters for the independent state variables AFNS model provide a

good fit to the data. The boxplots of the forecast errors vt show that the errors tend to be

null which is evidence of good fit. Shown in Figure 4.2 are the boxplots of the errors for

a few maturities. As observed for all maturities, the median of the errors are near zero,

and the range is also small. Moreover, the boxplot is symmetric so that errors revolve

around zero. As shown in Figure 4.1, outliers come mostly from the first observations

because the Kalman Filter Algorithm assumes an initial value for the yield curve and it

then adapts itself to subsequent values for the observed yields. As more observations are

fed to the algorithm, prediction errors diminish and stabilize themselves.

1https://www.bankofcanada.ca/rates/interest-rates/bond-yield-curves/
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Figure 4.1: Prediction errors for yields of maturity 30-years
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Figure 4.2: Boxplots of the forecast errors for yields of maturities 3 months, 1 year, 3
years, 5 years, 10 years and 30 years
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Chapter 5

Numerical Results

In Chapter 2, the MRT risk decomposition was introduced as a meaningful risk

decomposition and it has been derived under an insurance setting for an annuity and life

insurance portfolios. It is assumed that the risks are generated by the state variable X

associated with the sub-filtration G and, by the random death process associated with

the sub-filtration I. G represents the information generated by the fluctuation of the

implicated rates, so that X(t) =
(
Y

(1)
t , Y

(2)
t , Y

(3)
t ,m(t)

)
correspond respectively to the

level of the yield curve, the slope of the yield curve, the curvature of the yield curve, and

finally the systematic mortality rate. The yield curve is assumed to follow the AFNS

model and, the mortality rate is assumed to follow the Lee-Carter model. This chapter

presents the numerical results obtained by applying the MRT risk decomposition to the

annuity and the insurance portfolios.

5.1 MRT Decomposition

In Chapter 2, the MRT Decomposition was derived for both an annuity portfolio and

an insurance portfolio. For a given portfolio L, the total risk represented by L0 − E[L0]

can be decomposed in the following manner:

L0 − E[L0] = RY (1) +RY (2) +RY (3) +Rm +RN , (5.1.1)

47



where the risks {RY (1) , RY (2) , RY (3) , Rm, RN} correspond respectively to the risks associ-

ated with the level of the yield curve, the slope of the yield curve, the curvature of the

yield curve, the systematic mortality rate, and the unsystematic mortality rate. Their

values are summarized below according to the given portfolio.

5.1.1 Annuity portfolio

For an annuity portfolio of the form L0 =
∑T

j=1(P0 − N(tj))e
−

∫ tj
0 r(s)ds as in 1.1.1,

the risks are given by:

RY (1) =
T∑
j=1

∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s,X(s))ds ∂f

A2

∂Y (1)
(t,X(t))dMY (1)(t) , (5.1.2)

RY (2) =
T∑
j=1

∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s,X(s))ds ∂f

A2

∂Y (2)
(t,X(t))dMY (2)(t) , (5.1.3)

RY (3) =
T∑
j=1

∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s,X(s))ds ∂f

A2

∂Y (3)
(t,X(t))dMY (3)(t) , (5.1.4)

Rm =
T∑
j=1

∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s,X(s))ds∂f

A2

∂m
(t,X(t))dMm(t) , (5.1.5)

and

RN = −
T∑
j=1

∫ tj

0

e−
∫ t
0 r(s,X(s))dsfA2(t,X(t))dMN(t) . (5.1.6)

Since the state process X(t) is assumed to possess interdependent components

with the volatility matrix being

σ
(
t, Y (1), Y (2), Y (3),m(t)

)
= diag{σY (1) , σY (2) , σY (3) , bxσm(t)}

and recalling that dM(t) = σ(t)dW (t), then

dMY (1)(t) = σY (1)dWY (1)(t) , (5.1.7)
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dMY (2)(t) = σY (2)dWY (2)(t) , (5.1.8)

dMY (3)(t) = σY (3)dWY (3)(t) , (5.1.9)

dMm(t) = bxσm(t)dWm(t) . (5.1.10)

Recalling Proposition 1,

dMN(t) = dN(t)− (P0 −N(t))m(t)dt . (5.1.11)

In addition, developing (2.2.19) gives

fA2(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds | X(t) = ω]

= E[e−
∫ tj
t r(s,X(s))ds|X(t) = ω] E[e−

∫ tj
t m(s,X(s))ds | X(t) = ω] ,

since r(s,X(s)) and m(s,X(s)) are independent. Using (4.1.5) gives

fA2(t, ω) = eB
(1)(t,tj)Y

(1)(t)+B(2)(t,tj)Y
(2)(t)+B(3)(t,tj)Y

(3)(t)+A(t,tj) E[e−
∫ tj
t m(s,X(s))ds | X(t) = ω] .

However, since there is no analytical solution for E[e−
∫ tj
t m(s,X(s))ds|X(t) = ω], Monte-

Carlo simulations are used for the purpose of its calculation.

Moreover,

∂fA2

∂Y (i)
(t, ω)) =B(i)(t, tj) e

B(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× E[e−
∫ tj
t m(s,X(s))ds | X(t) = ω] ,

for i = 1, 2, 3, and

∂fA2

∂m
(t, ω)) =eB

(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× ∂E[e−
∫ tj
t m(s,X(s))ds | X(t) = ω]

∂m
.
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Furthermore, approximating with the finite difference method yields

∂E[e−
∫ tj
t m(s,X(s))ds|X(t) = ω]

∂m
=
∂E[e−

∫ tj
t m(s,X(s))ds | m(t,X(t)) = ωm]

∂m

≈ lim
h→0

E[e−
∫ tj
t m(s,X(s))ds | m(t,X(t)) = ωm + h]− E[e−

∫ tj
t m(s,X(s))ds | m(t,X(t)) = ωm]

h
.

(5.1.12)

5.1.2 Life insurance portfolio

For a life insurance portfolio of the form L0 =
∑T

j=1(P0 − N(tj−1))e−
∫ tj
0 r(s)ds −∑T

j=1(P0 −N(tj))e
−

∫ tj
0 r(s)ds , the risks are given by:

RY (1) =
T∑
j=1

(∫ tj−1

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA1

∂Y (1)
(t,X(t))dMY (1)(t)

)

+
T∑
j=1

(∫ tj

tj−1

(P0 −N(tj−1))e−
∫ t
0 r(s)ds

∂fB1

∂Y (1)
(t,X(t))dMY (1)(t)

)

−
T∑
j=1

(∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA2

∂Y (1)
(t,X(t))dMY (1)(t)

)
,

(5.1.13)

RY (2) =
T∑
j=1

(∫ tj−1

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA1

∂Y (2)
(t,X(t))dMY (2)(t)

)

+
T∑
j=1

(∫ tj

tj−1

(P0 −N(tj−1))e−
∫ t
0 r(s)ds

∂fB1

∂Y (2)
(t,X(t))dMY (2)(t)

)

−
T∑
j=1

(∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA2

∂Y (2)
(t,X(t))dMY (2)(t)

)
,

(5.1.14)

RY (3) =
T∑
j=1

(∫ tj−1

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA1

∂Y (3)
(t,X(t))dMY (3)(t)

)

+
T∑
j=1

(∫ tj

tj−1

(P0 −N(tj−1))e−
∫ t
0 r(s)ds

∂fB1

∂Y (3)
(t,X(t))dMY (3)(t)

)

−
T∑
j=1

(∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA2

∂Y (3)
(t,X(t))dMY (3)(t)

)
,

(5.1.15)
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Rm =
T∑
j=1

(∫ tj−1

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA1

∂m
(t,X(t))dMm(t)

)

+
T∑
j=1

(∫ tj

tj−1

(P0 −N(tj−1))e−
∫ t
0 r(s)ds

∂fB1

∂m
(t,X(t))dMm(t)

)

−
T∑
j=1

(∫ tj

0

(P0 −N(t−))e−
∫ t
0 r(s)ds

∂fA2

∂m
(t,X(t))dMm(t)

)
,

(5.1.16)

RN = −
T∑
k=1

∫ tj−1

0+
e−

∫ t
0 r(s)dsfA1dMN(t) +

T∑
k=1

∫ tj

0+
e−

∫ t
0 r(s)dsfA2dMN(t) . (5.1.17)

The compensated processes dM(t) = {dMY (1)(t), dMY (2)(t), dMY (3)(t), dMm(t), dMN(t)}

are the same as described in 5.1.1. Moreover,

fA1(t, ω) = E[e−
∫ tj−1
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds|X(t) = ω]

= eB
(1)(t,tj)Y

(1)(t)+B(2)(t,tj)Y
(2)(t)+B(3)(t,tj)Y

(3)(t)+A(t,tj)

× E[e−
∫ tj−1
t m(s,X(s))ds] ,

fA2(t, ω) = E[e−
∫ tj
t m(s,X(s))dse−

∫ tj
t r(s,X(s))ds|X(t) = ω]

= eB
(1)(t,tj)Y

(1)(t)+B(2)(t,tj)Y
(2)(t)+B(3)(t,tj)Y

(3)(t)+A(t,tj)

× E[e−
∫ tj
t m(s,X(s))ds] ,

fB1(t, ω) = E[e−
∫ tj
t r(s,X(s))ds|X(t) = ω]

= eB
(1)(t,tj)Y

(1)(t)+B(2)(t,tj)Y
(2)(t)+B(3)(t,tj)Y

(3)(t)+A(t,tj) .

The respective derivatives are given by

∂fA1

∂Y (i)
(t, ω)) =B(i)(t, tj) e

B(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× E[e−
∫ tj−1
t m(s,X(s))ds] ,
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∂fA1

∂m
(t, ω)) =eB

(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× ∂E[e−
∫ tj−1
t m(s,X(s))ds | X(t) = ω]

∂m
,

∂fA2

∂Y (i)
(t, ω)) =B(i)(t, tj) e

B(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× E[e−
∫ tj
t m(s,X(s))ds] ,

∂fA2

∂m
(t, ω)) =eB

(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj)

× ∂E[e−
∫ tj
t m(s,X(s))ds | X(t) = ω]

∂m
,

∂fB1

∂Y (i)
(t, ω)) = B(i)(t, tj) e

B(1)(t,tj)Y
(1)(t)+B(2)(t,tj)Y

(2)(t)+B(3)(t,tj)Y
(3)(t)+A(t,tj) ,

and

∂fB1

∂m
(t, ω)) = 0 ,

for i = 1, 2, 3, where ∂E[e−
∫ tj
t m(s,X(s))ds|X(t)=ω]

∂m
is given by (5.1.12), for j ≥ 1.

5.2 Numerical results

5.2.1 Euler’s principle

Once the decomposition of the risk has been achieved and the corresponding empirical

distribution functions of each factor have been obtained, the next step then consists of

quantifying and allocating a homogeneous risk measure ρ to the different sources of risk

and determining the contribution of each risk factor with respect to the total risk. Under
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the Euler principle, the contributions are estimated using the following equation:

ρ(L̄) =
5∑
i=1

∂ρ

∂h

(
L̄+ R̄ih

)
, (5.2.1)

where ρ(L̄) represents the risk measure for the total risk L̄, and each summand is in-

terpreted as the risk contribution of the respective risk factor with respect to the total

risk. See Tasche (2008) for more details. Three risk measures will be used: the standard

deviation, the 99% Value-at-Risk (V aR0.99), and the 99% Tail-Value-at-Risk (TV aR0.99).

5.2.2 Simulations

The steps in producing the simulated results are outlined here. First, set the number

of simulations to 100,000 and the number of steps within a year is equal to 10. The latter

is to be used within an Euler scheme context to project the rates r(t) and m(t) as well as

to approximate the stochastic integrals. As basic scenario for point of reference, let the

initial number of policyholders to be 100 and their age to be 65. Notice that as a result

from the above described Lee-Carter model design, the age limit of the policyholders is

set to be 109. Consider also instead the risk proportional to the number of policyholders,

i.e. L̄ = L
P0

. Each simulation is proceeded as follows:

1. First, simulate the paths of the mortality index κ(t) in order to simulate m(t) using

(3.4.2) and (3.4.6). Once m(t) is simulated, tpxi can then be calculated using (1.0.2).

The counting process of the number of deaths within each year, N(t)−N(t− 1),

can be simulated as well since N(t) − N(t − 1) ∼ binomial(pt−1 , qx+t−1). Sim-

ilarly, the paths of the yield curve factors (Y
(1)
t , Y

(2)
t , Y

(3)
t ) are simulated using

(4.1.11), with rt being, under the real world probability P, the sum of the first

two factors as in (4.1.3). Moreover, bond prices are given in (4.1.5) with parameters

(B(1)(t, T ), B(2)(t, T ), B(3)(t, T ), A(t, T )) being deterministic and given in detail in

Subsection 4.1.3.

2. All required variables are now simulated and compute next the MRT decomposition

according to the desired portfolio. Section 5.1 gives detail to the formulas to compute
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with Subsections 5.1.1 and 5.1.2 corresponding respectively to the annuity portfolio

and the life insurance portfolio.

5.2.3 Numerical results: Annuity portfolios

Consider the base scenario to be an annuity portfolio for P0 = 100 policyholders

of age 65. This scenario is typical of a pension plan context. The resulting empirical

distributions of the total risk along with its respective risk factors are shown in Figure

5.1. The plots indicate that the level of the yield curve is central to the total risk since

the distribution of its risk factor approaches and represents the most to the distribution

of the total risk. In fact, this is logical because the level of the yield curve is responsible

for the long term yield factor and annuities span over long term periods.

Using Euler’s principle, the allocated risk contributions of each factor are shown in

Table 5.1, along with their percentage of their contributions to the total risk. L∗ represents

the total risk as simulated directly using (1.1.1), whereas L̄ is obtained using the MRT

decomposition as in (2.2.18). Since both values are similar for the three risk measures,

then the MRT decomposition does indeed add up to the total risks and the aggregation

property of a meaningful risk decomposition is thus satisfied. The differences might be

explained by error approximations such as the calculations of stochastic integrals.

Table 5.1: The risk contributions for an annuity portfolio issued at age 65

L∗ L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 1.7276 1.7153 0.87 0.2726 0.4645 0.008 0.1002
50.7% 15.9% 27.1% 0.5% 5.8%

VaR0.99 5.0384 5.0304 3.3002 0.8929 0.9375 -0.1175 0.0173
65.6% 17.8% 18.6% -2.3% 0.3%

TVaR0.99 6.2077 6.0833 3.405 0.9524 1.298 0.0341 0.3938
56.0% 15.7% 21.3% 0.6% 6.5%

Table 5.1 confirms the results given by Figure 5.1. The allocated risk contributions

show that in total, the interest rate makes up for around 93% of the total risk, with the

level factor accounting for half of the risk. This means that changes in the interest
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Figure 5.1: Empirical CDF of the risks associated with a whole life annuity portfolio
issued at age 65
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rate are critical because they affect directly the premium pricing of the annuity and

the discounting effect takes even greater importance over long periods. The systematic

mortality risk suggests that it has a small impact on the total risk and that this risk is

rather deterministic. This may be explained by the fact that even with the improvement

of life expectancy, human lifespan is by default limited and the decrease in the systematic

mortality rate cannot compensate for the high unsystematic risk presented in the old ages

range. Let now compare these results as the age of the policyholders varies for the annuity

portfolio.
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5.2.4 Ages in the annuity portfolio

Table 5.2: The risk contributions for an annuity portfolio issued at age 55

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 2.6570 1.585 0.3429 0.6622 0.0058 0.061
59.7% 12.9% 24.9% 0.2% 2.3%

VaR0.99 7.8395 5.5615 0.6986 1.6663 -0.1624 0.0755
70.9% 8.9% 21.3% -2.1% 1.0%

TVaR0.99 10.5360 7.0185 1.2363 1.9631 0.0356 0.2825
66.6% 11.7% 18.6% 0.3% 2.7%

Table 5.3: The risk contributions for an annuity portfolio issued at age 75

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.9715 0.3707 0.1761 0.2482 0.0105 0.166
38.2% 18.1% 25.5% 1.1% 17.1%

VaR0.99 2.5942 1.0345 0.4659 0.5859 0.034 0.474
39.9% 18.0% 22.6% 1.3% 18.3%

TVaR0.99 3.1648 1.3243 0.5779 0.6776 0.034 0.551
41.8% 18.3% 21.4% 1.1% 17.4%

Tables 5.2, 5.3, and 5.4 show that as the ages of policyholders in the portfolio

increases, the level factor takes less importance in the risk contributions. On the one

hand, this is intuitive because as age increases, the coverage period for the policyholders

also decreases before their eventual death and annuities span over shorter periods. On the

other hand, the unsystematic risk also takes more importance in the contribution of the

risk because as age increases, policyholders are also more prone to die and thus, they are

more exposed to that risk. Notice that the overall risk also decreases because the event of

their death and consequently the end of their annuity policy is also more certain and less

variable. However, the systematic mortality risk does not seem again to have any impact

on the portfolio risk. This might be explained by the same argument as in Subsection

5.2.3.
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Table 5.4: The risk contributions for an annuity portfolio issued at age 85

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.4915 0.0994 0.0752 0.0794 0.0067 0.2308
20.2% 15.3% 16.2% 1.4% 47.0%

VaR0.99 1.3035 0.3216 0.1355 0.2258 0.0031 0.6176
24.7% 10.4% 17.3% 0.2% 47.4%

TVaR0.99 1.4996 0.3396 0.2447 0.2293 0.024 0.662
22.6% 16.3% 15.3% 1.6% 44.1%

5.2.5 Number of policyholders in an annuity portfolio

Let increase the number of policyholders in a given portfolio to 1,000 in order to see

the effects of the number of policyholders on the risks. Tables 5.5 and 5.6 show the results.

Just as expected, the unsystematic risk is diversifiable and decreases as the number of

policyholders increases.

Table 5.5: The risk contributions for an annuity portfolio issued at age 65 for 1,000
policyholders

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 1.6761 0.8969 0.2812 0.4788 0.0069 0.0123
53.5% 16.8% 28.6 0.4% 0.7%

VaR0.99 4.7026 3.2163 0.7195 0.9826 -0.1225 -0.0932
68.4% 15.3% 20.9% -2.6% -2.0%

TVaR0.99 5.8448 3.4101 0.9425 1.3934 0.0402 0.0586
58.3% 16.1% 23.8% 0.7% 1.0%

5.2.6 Deferred annuities

Another typical example of annuities is the deferred annuity. This type of annuities

is especially common in a pension context where participants can usually start to receive

their benefits at age 65. Tables 5.7 and 5.8 show results for a 15-year deferred annuity

issued at age 50, and a 35-year deferred annuity issued at age 30, respectively. As the

deferred period increases, the contribution of the level factor also increases since payments
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Table 5.6: The risk contributions for an annuity portfolio issued at age 85 for 1,000
policyholders

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.3727 0.1299 0.0976 0.1051 0.0084 0.0317
34.9% 26.2% 28.2% 2.3% 8.5%

VaR0.99 0.9737 0.3307 0.2808 0.252 0.0218 0.0885
34.0% 28.8% 25.9% 2.2% 9.1%

TVaR0.99 1.1333 0.4089 0.2847 0.2974 0.0267 0.1155
36.1% 25.1% 26.2% 2.4% 10.2%

start at a later date for the same period of coverage. In response, the slope factor and the

curve factor, which are responsible for shorter terms, has less importance to the overall

risk. Mortality risks also decrease because as the deferred period is extended, the number

of policyholders that die during this period is also more probable. However, those are not

covered yet and when the annuity actually starts, fewer policyholders will remain and the

total number of policyholders exposed to the unsystematic risk will, therefore, become

smaller.

Table 5.7: The risk contributions for a 35-year deferred annuity portfolio issued at age 30

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 3.3064 2.7275 0.1711 0.3827 0.005 0.0201
82.5% 5.2% 11.6% 0.2% 0.6%

VaR0.99 12.782 10.2636 0.9827 1.6422 -0.0842 -0.0223
80.3% 7.7% 12.8% -0.7% -0.2%

TVaR0.99 21.5002 18.0892 1.2013 2.0291 0.064 0.1167
84.1% 5.6% 9.4% 0.3% 0.5%

5.2.7 Numerical results: Life insurance

Next, let consider life insurance portfolios. Similarly as before, set the reference

portfolio to be such that the number of policyholders is P0 = 100, aged 65 as well. The

resulting empirical distributions of the total risk along with its respective risk factors are

shown in Figure 5.2. Like the annuity portfolio, the plots indicate that the level of the
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Table 5.8: The risk contributions for a 15-year deferred annuity portfolio issued at age 50

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 2.5141 1.7091 0.2278 0.5338 0.004 0.0394
68.0% 9.1% 21.2% 0.2% 1.6%

VaR0.99 8.3896 6.0098 0.8154 1.4415 -0.0742 0.1971
71.6% 9.7% 17.2% -0.9% 2.3%

TVaR0.99 11.3055 8.1495 0.9474 1.9786 0.0265 0.2036
72.1% 8.4% 17.5% 0.2% 1.8%

yield curve is central to the total risk. Again, the systematic mortality risk appears to

have a very minimal impact on the total risk. Notice that the risk is much less than that

of an annuity portfolio because the life insurance portfolio does not require periodic pay-

ments over time but consists only of one single benefit premium. In an annuity portfolio,

the risk is accumulated with each periodic payment. Table 5.9 validates the observation

made on Figure 5.2 and shows the respective risk contributions. L∗ represents the total

risk as simulated directly through (1.1.2) and with some approximation errors, the MRT

decomposition does add up to the total risk.

Table 5.9: The risk contributions for a life insurance portfolio issued at age 65

L∗ L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.1168 0.1120 0.0619 0.0109 0.0232 0.0004 0.0157
55.3% 9.7% 20.7% 0.4% 14.0%

VaR0.99 0.3726 0.3447 0.2252 0.0365 0.0612 0.0003 0.0216
65.3% 10.6% 17.8% 0.1% 6.3%

TVaR0.99 0.4707 0.4382 0.2858 0.0478 0.0779 0.0003 0.0265
65.2% 10.9% 17.8% 0.1% 6.0%

5.2.8 Ages in the life insurance

Similarly as in the life annuity portfolio, when age increases, the risk from the level

factor is less present in the total risk because the coverage period takes shorter terms since
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Figure 5.2: Empirical CDF of the risks associated with a whole life insurance portfolio
issued at age 65
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the lifespan of the policyholders reduces. Consequently, the slope factor also takes slightly

more weight in the total risk. Moreover, an increase in ages also makes the policyholders

more prone to death and they are therefore more exposed to the unsystematic mortality

risk. Tables 5.10, 5.11 and 5.12 show such trends for portfolios of life insurance for

policyholders with age of 55, 75 and 85 years old respectively, where an increase in ages

shifts the risks from the level factor toward the unsystematic mortality rate.
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Table 5.10: The risk contributions for a life insurance portfolio issued at age 55

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.1193 0.0803 0.0088 0.0207 0.0003 0.0093
67.3% 7.4% 17.4% 0.3% 7.8%

VaR0.99 0.3834 0.2993 0.0239 0.0687 -0.0048 -0.0037
78.1% 6.2% 17.9% -1.3% -1.0%

TVaR0.99 0.588 0.4427 0.0495 0.0848 0.0003 0.0107
75.3% 8.4% 14.4% 0.1% 1.8%

Table 5.11: The risk contributions for a life insurance portfolio issued at age 75

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.1006 0.0419 0.0129 0.0233 0.0003 0.0222
41.7% 12.8% 23.2% 0.3% 22.1%

VaR0.99 0.2783 0.1284 0.0233 0.0619 0.0004 0.0643
46.1% 8.4% 22.2% 0.1% 23.1%

TVaR0.99 0.3362 0.1567 0.0439 0.0709 0.0004 0.0643
46.6% 13.1% 21.1% 0.1% 19.1%

5.2.9 Number of policyholders in the life insurance

Again, the unsystematic mortality risk proves to be diversifiable as it tends toward

zero as the number of policyholders increases. As a result, the risks associated with the

yield curve factors make up for most of the risk contributions. Tables 5.13 and 5.14 show

such trends for an increase of policyholders to 1000.

5.2.10 Term Life Insurance

Notice that since the age limit is assumed to be 109 years old, a whole life insurance

issued to a policyholder aged 65 years old can then also be considered as a 44 years term

life insurance. In Subsection 5.2.8, ages have been varied across the policyholders in order

to test the lifespan factor on the MRT decomposition. Indirectly, varying ages also tested

the effect of the different coverage period on the MRT decomposition as well. Here, let

test the coverage period factor directly by testing the number of years itself covered by
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Table 5.12: The risk contributions for a life insurance portfolio issued at age 85

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.0802 0.0221 0.0125 0.0168 0.0001 0.0286
27.6% 15.6% 20.9% 0.1% 35.7%

VaR0.99 0.2078 0.0579 0.0306 0.0417 0.0001 0.0774
27.9% 14.7% 20.1% 0.0% 37.2%

TVaR0.99 0.2386 0.0668 0.0354 0.0419 0.0003 0.0941
28.0% 14.8% 17.6% 0.1% 39.4%

Table 5.13: The risk contributions for a life insurance portfolio issued at age 65 for 1000
policyholders

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.105 0.0664 0.0116 0.0249 0.0005 0.0017
63.2% 11.0% 23.7% 0.5% 1.6%

VaR0.99 0.3428 0.2264 0.0458 0.0747 -0.005 0.0009
66.0% 13.4% 21.8% -1.5% 0.3%

TVaR0.99 0.4249 0.2927 0.0464 0.0837 0.0001 0.0019
68.9% 10.9% 19.7% 0.0% 0.4%

a term life insurance, issued for 100 policyholders aged 65. Tables 5.15 and 5.16 show

that as the number of years covered by the policy decreases, the interest rate exercises

less and less influence on the total risk while the unsystematic risk accounts for most of

the risk. This is explained because as the number of covered years decreases, the number

of deaths also decreases since the time frame has been reduced and consequently, the

policyholders are becoming younger and are less prone to die. Thus, the most important

source of fluctuation consists of the actual event of deaths occurring. With the time

frame decreasing, the discounting effect on the insurance amount becomes smaller and

the interest rate factors have fewer impacts on the total risk to the point that they can

become deterministic because as the discounting effect reduces, any fluctuations in the

interest rate become less influential. Thus, fluctuations in the risk depend mainly on

fluctuations of the events of death occurring.
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Table 5.14: The risk contributions for a life insurance portfolio issued at age 85 for 1000
policyholders

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.0661 0.0269 0.0151 0.0204 0.0002 0.0036
40.7% 22.8% 30.9% 0.3% 5.4%

VaR0.99 0.1752 0.0784 0.0423 0.0543 -0.002 0.0021
44.7% 24.1% 31.0% -1.1% 1.2%

TVaR0.99 0.1991 0.0891 0.046 0.0583 0.0003 0.0055
44.8% 23.1% 29.3% 0.2% 2.8%

Table 5.15: The risk contributions for a 10-years term life insurance portfolio issued at
age 65

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.0372 0.0007 0.0004 0.0006 0.0003 0.0351
1.9% 1.1% 1.6% 0.8% 94.4%

VaR0.99 0.1086 0.0012 0.0011 -0.0019 -0.0004 0.1085
1.1% 1.0% -1.7% -0.4% 99.9%

TVaR0.99 0.1352 0.0013 0.0012 0.001 0.0004 0.1313
1.0% 0.9% 0.7% 0.3% 97.1%

Table 5.16: The risk contributions for a 20-years term life insurance portfolio issued at
age 65

L̄ (Total) R̄Y (1) R̄Y (2) R̄Y (3) R̄m R̄N

Std 0.0598 0.0119 0.0042 0.0076 0.001 0.0351
19.9% 7.0% 12.7% 1.7% 58.7%

VaR0.99 0.1695 0.0263 0.0101 0.0141 0.0015 0.1175
15.5% 6.0% 8.3% 0.9% 69.3%

TVaR0.99 0.2083 0.0308 0.0115 0.016 0.0028 0.1472
14.8% 5.5% 7.7% 1.3% 70.7%
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Conclusion

This thesis provides an application of the MRT decomposition method to allocate

the contribution of each source of uncertainty to the total risk in the insurance or annuity

portfolios. The risk factors are assumed to be the level yield factor, the slope yield factor,

the curve yield factor, the systematic mortality rate, and the unsystematic mortality rate.

Chapter 1 sets up the mathematical framework needed to apply the MRT de-

composition to the different portfolios at hand. Chapter 2 introduces the concept of the

MRT decomposition and derives explicitly the formulas for the risk decomposition of the

annuity and the insurance portfolios.

Chapter 3 and chapter 4 introduces the models to be used and to be calibrated for

the systematic mortality rate and for the interest rate respectively. Mortality is assumed

to follow the Lee-Carter model since the model reflects the growing improvement in life

expectancy. Interest rate is assumed to follow the AFNS model because the model allows

the rate to be driven by three factors: the level, the slope, and the curvature factors.

Moreover, the model imposes an arbitrage-free environment.

Chapter 5 demonstrates the applicability of the MRT decomposition through

numerical examples. Outlined here are some main results. It is observed that for a whole

life insurance and for a whole life annuity portfolio issued for policyholders at age 65,

the most important source of risk is the level factor of the yield curve because these

portfolios span over long periods. Notice that the slope factor is less influential because it

is associated with short term yield factor. However, as the coverage period of the policies

decreases, it is also observed that the unsystematic mortality risk gains on weight. That is

because shorter periods mean that the discounting becomes minimal and any fluctuation
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in the interest rate does not affect much to the overall expectation of the liabilities. Thus,

risks depend mainly on the actual event of death. It is also observed to be diversifiable

where it disappears as the number of policyholders increases. Surprisingly, the MRT risk

decomposition shows that the impact of the systematic mortality rate is almost negligible.

This may be explained by the fact that human lifespan is limited and that despite the

improvement in life expectancy, one cannot simply live forever. In this thesis, the age

is limited to 109 years old and the improvement in life expectancy only slows down the

death process. Therefore, from a mortality point of view, the unsystematic mortality is

much more important than the systematic mortality because the stakes are more about

when the policyholders will actually die.
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