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Abstract 

Experimental Study of Rivulet/ Ice Formation 

by Colour-Coded Point Projection Method 

 

Mohammadali Farzad 

Ice accretion on aeroplane surfaces is one of the most severe weather threats to aviation 

safety. By changing the gross shape of the airfoil and adding surface roughness, ice accretion leads 

to increased drag and reduced lift at a constant angle of attack. Typically, an Ice Protection System 

(IPS) protects the critical aerodynamic surfaces. However, ice accreted on unprotected surfaces 

affects aircraft performance and flight characteristics in some flight phases. Since the formation of 

different phenomena like rivulets, water runback, and ice ridges is probable, a better understanding 

of the underlying physics of these complex phenomena is highly desired for both safe and efficient 

aircraft operation, and better design approaches. Therefore, having an advanced experimental 

technique capable of quantifying and characterising the amount of water or ice will be of high 

interest. 

In the present study, a novel Colour-Coded Point Projection (CCPP) method is proposed. 

Using a multi-colour pattern has never been reported in the literature. After calibration and 

validation, the limitations and characteristics of the proposed method were defined. It can provide 

three times thickness measurement range at the same planar resolution, in comparison with other 

similar methods. Various experiments were conducted to investigate the rivulet and ice formation 

over a NACA 0012 airfoil in the icing wind tunnel available at Concordia University at controlled 

conditions. The thickness profiles of rivulets and accreted ice were measured successfully and, 

therefore, the capability of the proposed method was proved. Different criteria, like chord-wise 

thickness, ice growth rate, advancement speed of ice limit, and the rate of water collection, were 

defined to compare the effect of working conditions, like velocity, temperature and surface, on the 

behaviour of rivulets and ice accretion. The results showed that the proposed method is a valuable 

tool for on-line ice thickness measurements in an icing wind tunnel.
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1 Introduction 

1.1 Background and Motivation 

Nowadays, aeroplanes are the safest machines ever created and have been designed to keep 

working even if things go wrong. They contribute hugely to the transportation of passengers and 

goods. Just over four billion passengers were transported in 2018, which had almost doubled since 

2008. Although wide safety margins are usually applied in design and operation, failure is also 

probable. This probability may originate from either human error or working conditions. 

One of the most critical working parameters in aviation safety is the weather. The 

contribution of weather-related accidents among over 20,000 aviation incidents in the period of 

2000-2011 was about 29% [1]. Figure 1-1 shows the contribution of different problems for aviation 

safety due to the weather. Among these issues, icing has attracted the attention of engineers and 

researchers since the invention of aeroplanes. Besides the contribution of icing-related issues in 

aviation accidents, its effect on the operational efficiency of aeroplanes is also significant. 

Therefore, research in this area is still intensive. 
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Figure 1-1: Contribution of different causes of weather-related accidents in the aviation industry (reproduced from 

[1]). 

Aircraft icing can be categorised as structural or induction. The former refers to ice forming 

on aircraft surfaces and components, when supercooled droplets adhere to them and freeze. This 

is the primary concern for this research. The latter is about ice formation in the engine’s induction 

system. Figure 1-2 shows the effects of icing on an aeroplane schematically. While the effect of 

additional weight is negligible, the effect on aerodynamic performance may be severe. By 

changing the gross shape of the airfoil and adding surface roughness, ice accretion leads to 

increased drag and reduced lift at a constant angle of attack. It may change the pressure over the 

airfoil and, consequently, affect its aerodynamic behaviour, even before the stall. Some stability 

and control problems were also reported on an ice-contaminated horizontal tail [2]. Furthermore, 

it has adverse effects on roll control (e.g., ailerons), pitching moments (e.g., tailplane), thrust (e.g., 

propeller), and instrumentation (e.g., pitot tube and static ports). 
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Figure 1-2: Effects of icing on the aerodynamic performance of aeroplanes. 

Figure 1-3 compares the effect of icing on the lift and drag coefficients on a typical airfoil 

(e.g., wing or tailplane). Ice contamination reduces the maximum lift coefficient significantly and 

lowers the stall angle of attack. In terms of safety, reduced maximum lift coefficient and increased 

stalling speed may produce dangerous situations in take-off and landing. During the approach, 

while the pilot is slowing down and increasing the angle of attack, he may find that the ice on the 

wing, which had little effect on the lift during the cruise, now is leading to a stall condition. Even 

a thin layer of ice at the leading edge increases the stall speed. The situation may be worse when 

accretion is on unprotected areas. A reduction of maximum lift coefficient by 30% is usual, and it 

may reach 40-50% in a large-horn ice accretion [3]. Even small ice accretion causes a significant 

reduction in maximum drag coefficient and again lowers the stall angle of attack. In this situation, 

the effect on the drag coefficient is more significant at small angles of attack. The drag steadily 

increases as ice accretes. Therefore, 100% drag increase is usual and can be 200% or even higher 

in a large-horn ice accretion [3]. 
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Figure 1-3: Typical effects of ice contamination on lift and drag coefficients in different angles of attack [3]. 

Different approaches have been implemented to eliminate or postpone the formation on an 

aeroplane’s components. They range from merely spraying anti-icing fluid before the flight to 

more sophisticated systems, like pneumatic boots, thermal ice protection systems (using either 

engine bleed air or electro-thermal elements), and electro-impulse systems. Although these 

systems work well, they have some drawbacks, such as high initial cost, additional weight, and 

maintenance complexity [4]. The engine bleed air thermal protection system, which is used widely 

in commercial aviation, is limited in size and power. New environmental regulations or fuel 

consumption concerns limit the bleed air temperature to a lower level than previously. Therefore, 

the tendency is to use these systems as little as possible, and many airfoil surfaces may remain 

unprotected. As a result, less water evaporates and more runs back. As shown in Figure 1-4, the 

water runs back in a wet regime as a thin film, and then breaks into rivulets and sometimes to 

beads. These rivulets or beads move backwards on the cold surface and freeze downstream, e.g., 

between the slat’s leading edge and the wing’s trailing edge. The subsequent ice formation changes 

the airfoil shape drastically and produces large regions of flow separation aft of the ice horns, 

which, consequently, increases the drag severely, reduces the maximum lift coefficient and 

changes the pitching moment to some extent [4]. 
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Figure 1-4: Schematic of thin-film, rivulets, and bead on an airfoil. 

1.2 Ice Accretion Mechanism 

Three meteorological parameters mainly determine the type and severity of ice accretion, 

which are the Liquid Water Content (LWC), the temperature, and the droplet size. The liquid water 

content depends on the size and amount of droplets in a given volume. The higher the LWC, the 

higher the icing potential. It is also a key parameter in the rate of ice accretion. Generally, LWC is 

in the range of 0.1-3 g/m3 [5]. The role of temperature is vital in in-flight icing, as well. The most 

significant threat in icing conditions occurs in the range of -15oC to 0oC, since most of the droplets 

are still in the liquid (supercooled) state [6]. Droplet size is another critical parameter in icing, 

which is in the range of 10-50 µm in clouds [5]. On some occasions, droplets much larger than 50 

µm (even up to 400-500 µm) remain in the cloud. These are called large supercooled droplets and 

are a considerable icing hazard [5]. Typically, the droplet size and temperature determine the type 

of icing, while LWC (and droplet size, to some extent) accounts for the rate of accretion and the 

severity of the icing encounter [6]. 

Depending on the atmospheric and flight conditions, the type of the ice is different in terms 

of structure and appearance, as shown in Figure 1-5. Relatively slow freezing forms glaze ice. It 

is glossy, transparent, denser, and harder to remove. Due to difficulties in observation and removal, 

glaze ice is the most dangerous type of ice accretion [6]. On the other hand, rime ice is rough and 

milky, which forms by the too rapid freezing of the supercooled droplets. Since air cannot escape, 

air pockets present in the ice and make it opaque, rough, porous, and brittle. In some situations, a 

mixture of the ices mentioned above is also possible to form, which is called mixed ice. Because 
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it is a mixture of glaze and rime ice, it may be transparent or opaque. It is more adhesive than rime 

ice, in general. Table 1-1 illustrates the characteristics of different types of ice. 

 

 

Figure 1-5: Different types of ice in the icing condition (reproduced from [7]). 

 

Table 1-1: Summary of favourite conditions and level of risk for different types of ice [3]. 

Parameter Glaze Ice Rime Ice Mixed Ice 

Temperature (oC) -10 to 0 -40 to -15 -15 to -10 

Droplet Size Large Small Both 

Liquid Water Content High Low In between 

Risk High Low Intermediate 

One way to mitigate icing problem, by counteracting the formation of ice (anti-icing) or 

ensuring easier removal of the accreted ice (de-icing), is coating the surface with superhydrophobic 

materials. The interaction between water and a solid surface is characterised by the static contact 

angle and the contact angle hysteresis, as shown in Figure 1-6. A superhydrophobic surface has a 
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contact angle more than 150o (provides water repellency) and a contact angle hysteresis less than 

10o (provides water mobility). Although a superhydrophobic surface is not generally icephobic 

due to the coating’s roughness, it is beneficial in mitigating the re-freezing of runback water on 

unprotected areas of the aeroplanes. This capability is shown in Figure 1-7, in which the heater at 

the leading edge melted the formed ice, but water froze again on bare unprotected areas. Using a 

superhydrophobic coating eliminates re-freezing and keeps the surface dry. 

 

 

Figure 1-6: (a) Static contact angle (θ), and (b) Contact angle hysteresis (θA-θR). 

 

 

Figure 1-7: Difference in ice accretion between an aluminium and superhydrophobic surface on an airfoil having a 

heating element at its leading edge [8]. 

1.3 Free-Surface Measurement Methods 

3D characterisation of runback rivulet flow/ ice formation is a particular case of free-

surface measurement. These methods themselves are customised versions of more general 

(a) (b) 
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techniques in metrology and 3D scanning. Different phenomena in various fields, such as lava 

flow in geology, lubricant oil film in tribology, surface coating, manufacturing and protection of 

microchips, and icing on aircraft and wind turbines, can be characterised by these techniques [9]. 

Early experiments in film flow characterization mainly relied on visual comparison of flow 

from snapshots and measuring the contact line displacement by means of either a graded surface 

[10][11][12][13][14] or image processing tools [15][16][17][18]. Figure 1-8 shows some typical 

examples of the experiments before advent of the advanced profile mapping methods. Lack of 

more detailed information, such as film thickness and contact line’s moving velocity, is the reason 

for interest in new free-surface measurement methods. Several methods have been proposed to 

study the behaviour of the free-surface flow. Some of them will be discussed below. 
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Figure 1-8: Different flow characterisation methods. (a) Film flow on a sloped sheet using graded surface [11], (b) 

Film flow on a sloped sheet using image processing [15], and (c) wind-driven rivulet flow using graded surface [13]. 

The chromatic confocal imaging technique is typically applies to measure the surface 

structure of solid objects. As shown in Figure 1-9, a point source of polychromatic light passes 

through a lens and is split into a continuum of monochromatic beams with focal points at different 

distances. Then the reflections from the surface are conducted to a spectrometer in which the 

intensity of the light spectrum is converted to a signal. By analysing the peak location in each 

wavelength, a corresponding map of the object’s surface profile can be extracted. The main 

limitation of this method is that it is a single-point measurement. Furthermore, it needs an opaque 

surface with uniform optical properties. In addition, the experimental setup is complicated and 

(a) (b) 

(c) 
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expensive. Lel et al. [19] used this method to measure the thickness and wave velocity of a wavy 

film. 

 

 

Figure 1-9: Schematic of chromatic confocal imaging [19]. 

The stereoscopic imaging technique is frequently used in distance measurement and 3D 

reconstruction. The concept of this method is shown in Figure 1-10. Two cameras observe the 

object under study from different perspectives. The pair of captured images are matched using 

Digital Image Correlation (DIC). The information about the third dimension is then extracted 

utilising the triangulation concept. The essential factor in this method is that the object must have 

some distinct features (e.g., edges, crosses, circles) to be used for matching. Since it is difficult for 

a liquid surface to provide such features, a seeding material must be added. It may be either real 

seed materials or a random pattern projected on the surface. The complicated and time-consuming 

matching algorithm is the main drawback of this method. This method was exploited by Benetazzo 

[20] to measure sea wave elevations and by Eaket et al. [21] to study dam-break flow. Tsubaki and 

Fujita [22] improved this method by adding a projector to project an irregular pattern of light to 

reach a higher level of accuracy. Wanek and Wu [23] added a third camera to the system to assist 

the matching process. 
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Figure 1-10: Typical schematics of stereoscopic imaging [20]. 

Structured light projection is a broad category of shape measurement techniques. It has 

been applied successfully in many fields, such as 3D sensing, object recognition, robot control, 

industrial inspection, reverse engineering, stress/strain measurements, and biometrics [9]. As 

shown in Figure 1-11, it is based on the projection of a pattern with specific characteristics on the 

object under study and then observing the object with a digital camera from another view. The 

geometry of the object deforms the projected pattern. Analysing the deformed pattern then 

provides information regarding the object’s geometry. Although different patterns were proposed 

for this technique, the fringe pattern is common [24]. Fourier Transform Profilometry (FTP) and 

Phase Stepping Profilometry (PSP) are most common decoding methods for fringe patterns [25]. 

Although PSP is not practical for dynamic phenomena, FTP works well. However, it needs the 

camera to be accurately synchronised with the projector. The decoding algorithm is 

straightforward for both, but the profile reconstruction is too tricky in real cases, especially in the 

presence of a discontinuity. These discontinuities originate from shadows or sharp edges and 

propagate throughout the solution domain. Eliminating them is still an open research area in 

computer science. Time-consuming gamma correction is another limitation of this method. Zhang 

and Su [26] used FTP to reconstruct the vortex shape at a free surface. This method was employed 

to characterize the deformation of granular flow [27], measure the time evolution of flow on an 
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inclined surface due to a dam break [28], measure water waves [29], characterize the transient 

behaviour of droplet/ rivulet flow [9], and study the storm overflow of a sanitation system [30]. 

 

 

Figure 1-11: Typical schematics of structured light projection [24]. 

The fluorescent imaging technique is based on doping the fluid with a small concentration 

of fluorescent dye and observing the flow under ultra-violet light, as shown in Figure 1-12. The 

fluorescent intensity is proportional to the film thickness. A UV lamp, laser, or LED generates the 

fluorescent excitation, while the observation is accomplished with a CCD camera. Light scattering 

in the liquid film produces saturated regions in the captured image. Therefore, this method is not 

suitable for studying small objects, like shear-driven rivulets on airfoils. Liu et al. [31] measured 

the dynamic film thickness variations in gravity-driven film flows. Then, Johnson et al. [32][33] 

studied rivulet formation on a sloped plate. Chinnov et al. [34], Schagen and Modigell [35] and 

Hidrovo and Hart [36] are other examples. 
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Figure 1-12: Typical schematics of fluorescent imaging technique [33]. 

In a density-based method, as shown in Figure 1-13, an array of light sources is located 

under the water container, illuminating the surface. A camera looks downward and observe the 

surface. The light beams coming from the source are refracted at the surface. The existing intensity 

is inversely proportional to the local depth. If the undisturbed surface is in focus, then the darker 

regions are higher, and the lighter ones are lower than the reference surface. The requirement for 

back-illumination makes it impractical for studies on airfoils. Furthermore, ice formation blocks 

the light. Thus, this method can be implemented just for liquids. Wright et al. [37] used this method 

to study turbulence on the water surface. Zhang et al. [38] developed a density-based colour light 

encoding technique to measure free-surface deformation due to turbulence. Kabov et al. [39] and 

Moisy et al. [40] used this method to study rivulet structures in a falling liquid thin film and liquid 

interface topography, respectively. 
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Figure 1-13: Typical schematics of a density-based method [40]. 

Refraction is the basis of a laser scanning technique. In this method, a laser beam is sent 

perpendicularly through the bottom of the substrate, as shown in Figure 1-14. The beam refracted 

when it reaches the surface. A set of lenses then collect the refracted beam and guide it to a so-

called Position-Sensitive Device (PSD) which produces four signals. The ratios of these signals 

determine the location of the laser spot. By sweeping the object under study and locating each laser 

spot, a map is constructed. The beam displacement is a measure of the slope (gradient) of the 

surface. This information can be used to reconstruct the object shape. Complexity and expensive 

experimental setup are the main drawbacks of this method. Furthermore it cannot provide multiple 

measurements at the same time. Therefore, the study of dynamic objects is impossible. Savelsberg 

et al. [41] used this method to characterise a turbulent free surface. The same concept was used by 

Pautsch and Shedd [42] to measure the liquid film thickness on an electronic chip during spray 

cooling. 
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Figure 1-14: Typical schematics of laser scanning [41]. 

Another method, which recently has been proposed for studying rivulet flow, is Digital 

Image Projection (DIP). It is a particular version of a structured light projection technique, and its 

experimental setup is shown in Figure 1-11. Instead of projecting a continuous pattern, one with 

discrete features is used in this method. By analysing the features locally, the problem of error 

propagation is completely solved. If the desired time resolution is not very fine, the necessity of 

synchronisation can also be eliminated to some extent. One of the main limitations of this method 

is its limited thickness measurement range. There is always a trade-off between the thickness 

measurement range and the planar resolution. If the planar resolution is set for a specific object’s 

thickness, variations on thickness cannot be more than 50% of the set value. Therefore, it is not 

practical for measuring growing objects, such as ice. Zhang et al. proposed this method and used 

it to study wind-driven water film flows on a flat surface [43], and thin-film and rivulet flow on an 

airfoil [44][45]. This method will be discussed in detail in chapter 2. 

Despite the importance of studying the behaviour of fluid film, droplets, rivulets, and ice 

in wind tunnel experiments, a gap is found in the literature among free-surface measurement 
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methods. A summary of the surveyed methods is shown in Table 1-2. The usual practice for ice 

thickness measurement in wind tunnel experiments is either to use manual measurement tools 

(micrometre) or to scan the formed ice (hand scanners). This implies that the experiment needs to 

be stopped, and in some cases, the sample to be removed from the test section. An ideal 

measurement method must be whole-domain and can capture the dynamic behaviours of the 

phenomena. It must not be constrained by the object’s size and optical properties. The equipment 

also has to be kept as simple as possible. Therefore, a compatible and simple thickness 

measurement method is highly demanded. 

 

Table 1-2: Summary of different free-surface measurement methods. 

 Domain Motion Capture 
Object’s 

Size 
Surface Cost Analysis 

Chromatic 

confocal imaging 

Single-

point 
Impossible 

Small to 

medium 
Opaque Expensive Complicated 

Stereoscopic 

imaging 

Whole-

domain 
Possible 

Small to 

big 

Opaque (with 

distinct features) 
Low Cost Moderate 

Structured light 

projection (FTP) 

Whole-

domain 

Possible (required 

synchronisation) 

Small to 

big 
Opaque Low Cost 

Moderate to 

complicated 

Structured light 

projection (PSP) 

Whole-

domain 
Impossible 

Small to 

big 
Opaque Low Cost 

Easy to 

moderate 

Fluorescent 

imaging 

Whole-

domain 
Possible 

Medium 

to big 
Transparent Moderate 

Easy to 

moderate 

Density-based 

methods 

Whole-

domain 
Possible 

Medium 

to big 
Transparent Low Cost 

Easy to 

moderate 

Laser scanning 

technique 

Single-

point 
Impossible 

Small to 

big 
Transparent Expensive Complicated 

Digital Image 

Projection 

Whole 

domain 
Possible 

Small to 

medium 
Opaque Low Cost 

Easy to 

moderate 

1.4 Objectives 

The objective of this study is to improve and develop an on-line, dynamic, and non-

intrusive method to measure the thickness of water rivulets and formed ice on an airfoil surface. 

The study further expands to compare the effect of different working conditions (like velocity, 

temperature, and surface) on the behaviour of rivulet/ ice formation. This objective is outlined 

below: 
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 Extending the concept of the DIP technique to improve the thickness measurement 

range by introducing the CCPP technique. 

 Characterizing the CCPP technique for water/ ice thickness measurement in wind 

tunnel experiments. 

In chapter 2, the fundamentals of CCPP technique and the experimental setup are presented 

in detail. Then, the thirds chapter is devoted to the experimental results, including the technique 

characterisation and wind tunnel tests. Finally, in chapter four, some practical notes, limitations of 

this method, and the open areas for future researches are discussed. 
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2 Methodology 

This chapter is devoted to the methodology implemented in this study and divided into two 

sections. The first part describes the fundamentals of the Colour-Coded Points Projection (CCPP) 

method, which is an improved version of Digital Image Projection (DIP). This part includes the 

optical principles and algorithm of both DIP and CCPP. Then the calibration and validation 

practices are discussed. The second section covers the experimental setup. The parameters of the 

wind tunnel tests are then specified. Furthermore, the required settings for the CCPP are discussed. 

2.1 CCPP Fundamentals 

The Colour-Coded Points Projection (CCPP) method is based on structured light 

triangulation. It needs a projector, a camera, and analyser software. The projector projects a pattern 

with specific characterisations on the object under study. The projected pattern looks distorted in 

the camera view due to the geometry of the object. Two images then are taken, one from intact 

pattern (reference image) and another from the distorted one (object image). The software analyses 

the captured images and reconstructs the object’s geometry. Comparing the intact pattern with the 

distorted one using the cross-correlation technique is the heart of the software. 

2.1.1 Optical Principle 

Figure 2-1 illustrates the typical configuration of the CCPP setup. The projector and the 

camera are standing at the distance 𝐿 from the substrate, while the horizontal spacing between 
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them is 𝑑. 𝑃 and 𝐶 represent the locations of the projector’s light source and the camera’s sensor, 

respectively. The projector ray strikes the object’s surface at point 𝑆 and reflects back toward the 

camera. Assuming there is no object on the surface, point 𝑆 has two corresponding locations on it; 

point 𝐵 from the projector perspective and point 𝐴 in the camera view. Since 𝑆𝑃𝐶 and 𝑆𝐴𝐵 

triangles are similar, the following relationship is deduced: 

ℎ(𝑥, 𝑦)

𝐴𝐵̅̅ ̅̅
=

𝐿 − ℎ(𝑥, 𝑦)

𝑑
 

(2-1) 

where ℎ(𝑥, 𝑦) is the height of the object at (𝑥, 𝑦). 𝐴𝐵̅̅ ̅̅  is the point displacement which can be 

estimated by analysing the reference and the object images. 

 

 

Figure 2-1: Schematic of the CCPP setup. 

 

By rearranging equation (2-1), we have: 

ℎ(𝑥, 𝑦) =
𝐿. 𝐴𝐵̅̅ ̅̅

𝐴𝐵̅̅ ̅̅ + 𝑑
 

(2-2) 

Since 𝐴𝐵̅̅ ̅̅ ≪ 𝑑, then 𝐴𝐵̅̅ ̅̅ + 𝑑 ≅ 𝑑. Therefore, we have: 
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ℎ(𝑥, 𝑦) =
𝐿

𝑑
 𝐴𝐵̅̅ ̅̅  

(2-3) 

Because 𝐿 and 𝑑 are constants of the experimental setup, it is deduced that the relation between 

the height of the object and point displacement is linear. However, the lack of information about 

the exact locations of the camera’s sensor and the projector’s light source makes finding the exact 

configuration difficult. In addition, the relative location of each point on the object to the 

camera/projector is slightly different from the others. Therefore, instead of using just a simple 

conversion coefficient, a conversion map, 𝐾(𝑥, 𝑦), is required for the domain of study. 

ℎ(𝑥, 𝑦) = 𝐾(𝑥, 𝑦) 𝐴𝐵̅̅ ̅̅  
(2-4) 

The procedure of finding 𝐾(𝑥, 𝑦) is the subject of the calibration step. What is unknown so far is 

the point displacement, which is measured using the cross-correlation algorithm. 

As depicted in Figure 2-2, the main difference between the proposed method and DIP is 

the structure and colour of the pattern. In the DIP method, the pattern is a black and white grid, 

while a set of colourful points are projected in the CCPP method. The points in CCPP can be in 

any arrangement, unlike DIP, which needs a regular and structured pattern. The main benefit 

behind this modification is reducing the fictitious data. These errors originate from the grid 

overlapping. Therefore, the need for a sophisticated validation procedure can be eliminated. The 

thickness measurement range of both methods is limited by the distance between two adjacent 

grids. Therefore, there is a trade-off between the planar resolution and the thickness measurement 

range. This novel method encodes the adjacent features (points) by colour. The implemented 

version of this method only uses three colours. However, more colours and different patterns can 

be employed. By using the three-colour scheme, the thickness measurement range is increased by 

three times with the same equipment and at the same planar resolution, in comparison to the DIP 

method. 
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Figure 2-2: Comparison of the projected patterns; (a) DIP versus (b) CCPP. 

The procedure of analysing the captured images is divided into four steps: i) finding the 

location of points in the reference image, ii) finding the new location of each point in the object 

image, iii) calculating the displacement of each point, and iv) converting the displacement to 

thickness. The CCPP method, like its ancestor, uses the concept of cross-correlation to find the 

displacement between the reference and the object images. Since each point is analysed locally, 

errors do not propagate throughout the whole domain and then can be detected and eliminated. 

Errors may originate from low quality images or local defects such as shadows and light speckles. 

2.1.2 Cross-Correlation Concept 

The Cross-Correlation (CC) concept is the heart of various analysing algorithms. In simple 

words, this concept measures the similarity between two sets of data. In the field of mechanical 

engineering, CC is widely used in Digital Image Correlation (DIC) and Particle Image Velocimetry 

(PIV). While the former is used to reconstruct the strain map for a solid object under stress, the 

application of the latter is in the velocity profile measurement of moving gases. 

The fast normalised cross-correlation algorithm from Lewis [46] is implemented in the 

search algorithm of CCPP. Figure 2-3 shows a schematic of this concept. At first, a neighbourhood 

of a feature in the reference image is selected, which is called the source window (𝐼𝑟). This window 

has a counterpart on the object image, which is called the roam window (𝐼). The roam window is 

(a) (b) 
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inside a bigger area (search window) in which the similarity is likely to be found between it and 

the source window. The amount of similarity between the source window and roam window is 

calculated by the following equation: 

𝑅(Δ𝑥, Δ𝑦) =
∑ [𝐼𝑟(𝑥, 𝑦) − 𝐼�̅�][𝐼(𝑥 − Δ𝑥, 𝑦 − Δ𝑦) − 𝐼]̅𝑥,𝑦

√∑ [𝐼𝑟(𝑥, 𝑦) − 𝐼�̅�]𝑥,𝑦
2

+ ∑ [𝐼(𝑥 − Δ𝑥, 𝑦 − Δ𝑦) − 𝐼]̅𝑥,𝑦
2
 (2-5) 

where 𝐼𝑟 and 𝐼 are the image intensity within the source window and roam window, respectively. 

The overbar operator means the mean intensity in the corresponding window. 𝑅(Δ𝑥, Δ𝑦) is the 

correlation coefficient, which is in the range of [-1, 1]. A value near zero means the least similarity, 

while approaching unity represents maximum resemblance. Δ𝑥 and Δ𝑦 determine the relative 

displacement vector of the roam window from the source window. 

 

  

Figure 2-3: Schematic of the cross-correlation technique. (a) The first image with highlighted source window and (b) 

The second image with the search window and the probable location of the source window (Roam window). 

(a) 

(b) 
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By examining all areas in the search window, a correlation map is reconstructed, as shown 

in Figure 2-4. The location of the peak in the correlation map corresponds to the most probable 

location of the feature in the second image. Thus, by using this technique for every well-defined 

search window around the features in the whole image, the displacements of all chosen features 

are estimated. The maximum displacement must be kept less than half of the grid spacing, to make 

sure not to detect fictitious correlations with neighbouring features [47]. Therefore, there is always 

a trade-off between planar resolution and the measurement range. 

 

 

Figure 2-4: Typical representation of correlation map [48]. 

The accuracy of the method is just one pixel so far. Fitting a surface to the correlation 

coefficient map provides sub-pixel accuracy. As expressed in equation (2-6), a fourth-order 

polynomial surface 𝐹(𝑥, 𝑦) was chosen to fit on the 5×5 neighbourhood of the peak in each search 

window: 

𝐹(𝑥, 𝑦) = ∑(𝑐𝑛,0 𝑥𝑛 𝑦0 + 𝑐𝑛,1 𝑥𝑛 𝑦1 + ⋯ + 𝑐𝑛,𝑛 𝑥𝑛 𝑦𝑛)

4

𝑛=0

 
(2-6) 

where 𝑥 and 𝑦 are relative coordinates regarding the location of the peak and 𝑐𝑖,𝑗 are fit coefficients. 

A non-linear least-square algorithm calculates these coefficients. The fit domain was discretised 

into 100 intervals. 
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A typical result for reconstruction of a water droplet is shown in Figure 2-5. Part (a) shows 

the reference image and the point pattern as the search features. The original location of each point 

is found using a pattern detection algorithm. Part (b) represents the object image, in which the 

displacement of the dots is apparent. Finally, part (c) shows the displacement vector map. In this 

figure, the location of the projector is at the bottom side of the probing area and the camera is 

perpendicular to the surface. A closer look at Part (b) reveals the presence of a light speckle on the 

surface of the droplet, which can be a source of error. In the case of a large damaged area, it affects 

the measurements in its vicinity. The probability of error at the edges of the object is usually high, 

especially when a part of the point is on the liquid surface and the rest is on the substrate surface. 

This problem gets worse at the edges far away from the projector, like the upper edges in part b. 

If either the thickness or its gradient is high in these regions, shadows or overlapping may occur. 

 

(a)         (b)    

(c)    

Figure 2-5: A typical result of CCPP method. (a) Reference image, (b) Object image, and (c) Displacement vector 

field. 
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The accuracy of displacement measurement is affected by factors like Signal to Noise Ratio 

(SNR), image contrast, shadows, surface vibration, feature size and orientation, leakage effect due 

to the camera’s sensor, light speckles due to reflection, and the order of sub-pixel polynomial fit. 

Although it is not practical to completely eliminate all sources of errors, some practices may help 

to produce a more accurate overall result. Background noise plays a vital role in proper correlation; 

A noisy image leads to a fictitious thickness profile. One way to eliminate this error is to remove 

other light sources around the surface under study. Filtering the captured images before processing 

is another solution. A 3×3 pixels Gaussian filter is chosen here to eliminate random noise in the 

snapshots before processing. Besides affecting the accuracy, these factors may produce fictitious 

data, and thus an outlier detection/ correction step is required. This practice is implemented as 

follows. The two following procedures first categorise the derived vectors into valid and invalid. 

The first procedure is global, and the vectors are compared with a threshold in terms of value and 

cross-correlation coefficient. Then, in the second procedure, which is local, each valid vector is 

compared with its four nearest valid vectors. If the deviation of the centre vector from the average 

of its neighbourhood is more than three times the standard deviation, it will be considered an 

invalid vector. Each invalid vector is then corrected by interpolation among its four valid 

neighbours by using a surface fit. If these points are collinear, the interpolation is impossible. 

Therefore, the number of involved valid neighbours increases until the interpolation is feasible. 

2.1.3 Calibration 

All derived data, including the planar size and thickness of the object, is in pixels. 

Therefore, calibration is required to convert them to real-world dimensions. Although planar 

calibration is straightforward, thickness calibration needs more effort and equipment. Taking a 

snapshot of an object with known dimensions and calculating the pixel size is all that is required 

for planar calibration. For thickness calibration, the effect of thickness must be imitated accurately, 

which needs a vertical translation stage. The one used for this study is P2XYA from Luminos 

[Ottawa, Canada], which can expand up to 2.54 mm with 5 µm steps. 

The layout of the thickness calibration setup is shown in Figure 2-6. By changing the height 

of the target with a specific amount and calculating the resultant displacement map, a thickness 

map is constructed for each elevation change. The overall thickness map is then determined by 
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fitting a line on the data of each point and finding its slope. Figure 2-7 represents the overall 

calibration coefficient for a sample point. This chart provides three essential pieces of data. The 

first is the fit’s R-square value, showing a good correlation between the measurements and the 

linear behaviour assumption made in equation (2-4). It can also be assumed as a figure of accuracy. 

The second is the slope of the fit, which is used to correlate the displacement map in pixels to 

thickness map in mm. Thickness measurement range is the last information that is derived from 

this figure. Before starting the main experiment, we may have some prior knowledge about the 

maximum thickness of the objects under study. If so, by using this graph, or fit equation, the 

maximum pixel displacement can be estimated. According to a role of thumb, which says that 

maximum displacement should be less than half of the point spacing, the proper grid spacing is 

chosen. 

 

 

Figure 2-6: The layout of the thickness calibration setup. 
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Figure 2-7: The thickness calibration coefficient for a sample point. 

2.1.4 Validation 

This section provides a validation effort for the proposed method. Figure 2-8 shows a water 

droplet from three perspectives. Section (a) is the raw image of the proposed method, while 

sections (b) and (c) show the droplet from the sides, namely from the right and top of section (a) 

respectively, using the shadowgraphy method. The setup configuration is exactly what was shown 

in Figure 2-1. While the projection direction is from the bottom of the image shown in section (a), 

the camera is normal to the substrate. After analysing the captured image and calibrating the setup, 

the reconstructed profile of the droplet is shown in Figure 2-9. All the units are in mm in this 

figure, but the scale of the z-axis is independent of the rest. This way of presentation was chosen 

to show the smooth curvature of the reconstructed droplet, especially at the edges and on the peak. 
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(a)    

(b)    

(c)    

Figure 2-8: A water droplet from different views for validation. (a) Top view, (b) Shadowgraphy from the right 

direction, and (c) Shadowgraphy from the top direction. 
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Figure 2-9: Reconstructed droplet. 

As shown in Figure 2-10, two slices, crossing the centre of the reconstructed dome, were 

chosen and compared to the shadowgraphy snapshots, to present the accuracy of the method. The 

yellow line represents the edge of the droplet, while the red profile is the result of the method. The 

green line shows the absolute error. The relative error was calculated considering the droplet edge 

(yellow line) as the reference. Although there is a significant error at the three-phase interfaces, 

the results around the centre are strongly satisfactory. Statistically, more than 70% of the 

measurements have less than 5% error. Only in small regions around the three-phase interfaces the 

error is 60-80%. However, a little bit far from the interfaces the error drops to 20-30%. The overall 

RMS error is 0.15 mm. It should be noted that not all of the errors are from the proposed method. 

The unsharp edges in the shadowgraphy images make borders less distinguishable and contribute 

to the errors. However, the main reasons for the significant error at the interfaces are light 

penetration and partial points. By using a smarter algorithm, these regions can be detected and then 

corrected. 
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 (a)      

(b)     

(c)     

Figure 2-10: Comparison of shadowgraphy snapshots and the estimated curve. (a) Droplet, (b) Horizontal slice, and 

(c) Vertical slice. 

2.2 Experimental Setup 

The experiment was carried out inside the icing wind tunnel of Concordia University, 

which is capable of generating wind speeds up to 90 m/s at the test section and cool it up to -20oC 

at sea level. The schematic of this wind tunnel is shown in Figure 2-11 with a short description of 

each component in Table 2-1. It has an overall dimensions of 22 ft. by 8 ft. The walls are made of 
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16 gauge stainless steel and insulated with 2 inch polyisocyanurate (32.1 kg/m3) from Dyplast 

[Miami, USA]. It has a test section made from acrylic plates with a dimension of 200×200×400 

mm (W×H×L). To achieve the desired speed, a 15 hp VJBD-24B6 vane-axial fan from Aerovent 

[Minneapolis, USA] was used which produces 9000 CFM at 6 in.w.g, at most. An ACH550 drive 

from ABB [Zurich, Switzerland] controls the fan’s motor velocity by changing the frequency in 

the range of 0-60 Hz. A cross-flow heat exchanger with a capacity of 43000 Btu/h served as the 

evaporator of the refrigeration system. The condensing unit is an air-cooled type with a capacity 

of 50,500 Btu/h from Kool-Air Inc. [Delson, Canada], which uses R-404A refrigerant. It was 

equipped with an internal mixing wide-angle SUJ26B air atomising spray from Spraying Systems 

[Wheaton, USA] to produce the water mist. Pressure regulators control the spray’s water and air 

pressures, while rotameters monitors the flow rate. The Liquid Water Content (LWC) and droplets 

Mean Volume Diameter (MVD) are controlled by adjusting the supply pressures. A uniform 

droplet cloud with a size of MVD = 20 µm at LWC = 5.5 g/cm3 was produced by adjusting the 

water and air pressure to 30 psi and 40 psi respectively. The wind tunnel was set to generate two 

different airspeeds (20 m/s and 40 m/s) at four different temperatures ( 0oC, -3.5oC, -7oC and -

15oC). The camera captures as the spray starts and continues in 3 s intervals. These conditions are 

summarized in Table 2-2. 

 

Figure 2-11: Schematic of the icing wind tunnel. 
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Table 2-1: Wind tunnel components. 

Part Number Description 

1 Test Section 

2 Diffuser 

3 Corner with Guide Vanes 

4 Adaptor 

5 Flexible Joint 

6 Fan 

7 Heat Exchanger 

8 Settling Chamber 

9 Spray Chamber 

10 Contraction Section 

 

 

Table 2-2: Summary of test parameters. 

Test No. 
V 

(m/s) 

T 

(oC) 

MVD 

(µm) 

LWC 

(g/cm3) 
Surface Test Code 

1 20 0 20 5.5 Al Al/20/0 

2 20 -3.5 20 5.5 Al Al/20/-3.5 

3 20 -7 20 5.5 Al Al/20/-7 

4 20 -15 20 5.5 Al Al/20/-15 

5 40 0 20 5.5 Al Al/40/0 

6 40 -3.5 20 5.5 Al Al/40/-3.5 

7 40 -7 20 5.5 Al Al/40/-7 

8 40 -15 20 5.5 Al Al/40/-15 

9 20 0 20 5.5 SH SH/20/0 

10 20 -3.5 20 5.5 SH SH/20/-3.5 

11 20 -7 20 5.5 SH SH/20/-7 
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A NACA 0012 airfoil with 10 cm span and 10 cm chord, as depicted in Figure 2-12, is used 

to imitate the wing. It has a 6 mm thick acrylic structure covered by 6061 aluminium sheet with 

0.4 mm thickness. The airfoil is installed inside the wind tunnel at 0o angle of attack. The 

experiment is done twice to compare the effect of the surface on the ice accretion, once with bare 

aluminium and again on a superhydrophobic surface. The superhydrophobic condition is provided 

by coating the airfoil with WX2100 spray from Cytonix [Beltsville, USA], which provides a 

contact angle of over 150o. Three layers of the coating were applied on the clean and dry aluminium 

surface with 2 hours interval between each spray. The surface then was kept dry to cure completely 

and was used in experiments after 24 hours. 

 

 

Figure 2-12: NACA 0012 airfoil. (a) Uncoated surface, and (b) Superhydrophobic coated surface 

The experimental setup is shown in Figure 2-13, consisting of a projector at a small angle 

from the vertical direction and a camera looking downward to the airfoil. Since the camera is 

normal to the airfoil chord plane, no camera calibration is required. The projector and camera were 

installed along the span-wise direction (normal to the flow direction) to avoid light speckles, 

especially from the leading edge. The average vertical distance between the surface and the camera 

and projector was about 40 cm, while the horizontal distance between them was 15 cm. The 

projector is a DELL DLP (1650) projector with a resolution of 1280×800 pixels, and the zoom 

level was adjusted to the minimum level to have the finest pattern. The brightness and contrast 

levels were adjusted, by trial and error, to 20 and 50 respectively to provide better images. The 

camera is a Nikon DSLR (D90) camera with the resolution of 2144×1424 pixels attached to a 

Nikon AF NIKKOR 50 mm f/1.8D lens set to f/22 aperture. All images were taken in the manual 

mode with ISO 200, a shutter speed of 1/100s, and aperture of f/50. The side view images for 

validation were captured with a Nikon AF-S Micro NIKKOR 105mm f/2.8 lens. Before each 

(a) (b) 
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experiment, the focus of the projector and camera were adjusted precisely to have the sharpest 

images. 

 

 

Figure 2-13: Experimental setup. 

The colour-coded point pattern is shown in Figure 2-14. It consists of individual pixels in 

three colours (red, green, and blue). The implemented colour-coding scheme has the colour change 

just in one direction, which is parallel to the projector-camera axis. Because of high light 

reflections from the surface and a leakage problem due to the camera’s sensor, it was found that 

this 4×4 pattern was the minimum distinguishable size. The source of this limitation is either the 

projector or the camera. Projecting finer dots which also have enough intensity is the solution for 

the projector side. More resolution and more colour sensitivity also eliminate camera-related 

problems. As explained before, another issue that limits the grid size is the thickness measurement 

range. Table 2-3 shows the experimentally derived information for the current configuration. It 

shows the required grid spacing for a specific thickness measurement range and the resultant planar 

resolution. It is clear that there is a trade-off between the measurement range and planar resolution 

and, therefore, the grid spacing should be set according to the approximate size of the object under 

study. Although the vertical spacing (according to Figure 2-14) has a limitation according to 

Table 2-3, horizontal spacing may have any value as long as it is more than the minimum 
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distinguishable value. This feature may help to produce a finer planar resolution in large object 

measurements. Throughout the experiments in this thesis, a 6×6 grid spacing was used. 

 

Table 2-3: Measurement range as a function of grid size. 

Grid Spacing 

(pixels) 

Thickness Measurement Range 

(mm) 

Planar Resolution 

(mm) 

4 0.91 0.70 

6 3.90 1.05 

8 6.89 1.40 

10 9.88 1.75 

12 12.87 2.10 

14 15.86 2.45 

16 18.85 2.80 

18 21.83 3.15 

20 24.82 3.50 

 

 

Figure 2-14: The colour-coded point pattern. 

Because this method extracts data from the deformation of a pattern projected on the 

surface, the optical properties of the object under study are essential. In other words, the surface 

must scatter the light. Due to diffusion, the light rays enter the water about 4-5 mm before 

reflection, which is not desirable for the study of small phenomena. Adding some additives to the 

water can rectify this transparency problem. These additives must enhance the water surface 
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reflectance and not change the physical properties of the water, like density and surface tension. 

Different materials like acrylic paint [43] and white liquid dye [29] were reported in the literature. 

However, this added impurity affects the behaviour of the film by changing the water’s physical 

properties. Przadka et al. [49] showed that by using anatase (TiO2) pigment, this problem would 

be avoided. He reported that the optimum pigment concentration is 2 g/l of Titania with a particle 

size of 300 nm. He claimed that the surface tension of this aqueous suspension is 70 mN/m, while 

the value for pure water is 71 mN/m. For this study, a small amount (less than 2% volumetric) of 

a high glossy titanium white acrylic pigment (PW 6) was added to the water. 
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3 Results and Discussions 

In this chapter, the utilisation of the proposed method is investigated. The results are 

divided into two main parts: (1) method characterisation and (2) wind tunnel investigation. In the 

first part, the requirements for image quality are defined, and then the effect of light penetration is 

discussed. The second part is devoted to proving the feasibility of using this method in real wind 

tunnel experiments. The results shown here are typical and show the ability of this method to 

measure ice thickness during formation. A comprehensive study consisting of repeated 

experiments under well-controlled conditions is required to investigate the effect of different 

parameters like temperature, velocity, and surface on ice formation, which is left as future work. 

3.1 Method Characterization 

Every measurement method must be assessed at first to prove its capabilities and 

limitations for specific experimental conditions. This section first investigates the minimum image 

quality required for the proposed method to work successfully and then peruses the amount of 

error involved in shifting from measurement of solid objects to the case of liquids. 

3.1.1 Image Quality Requirements 

As with other optical methods, the quality of the captured images is the most crucial issue. 

Speckles due to reflection, light penetration, light attenuation, surrounding light disturbance, and 

the camera’s sensor saturation reduce the image quality and produce an erroneous result. Because 
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of these problems, a test was done to find the minimum required image quality. In this test, the 

calibration setup was used and the elevation was set to a specific amount. The displacement map 

is available entirely from the calibration step. The image quality can be characterised by the 

intensity (contrast) of features in the captured image relative to the background. The intensity of 

the projected points was reduced in 20 steps to imitate the reduction in image quality. Then the 

displacement map was calculated at each step. 

The standard quantity for comparing the quality of images is Signal to Noise Ratio (SNR). 

Because all the data come from the displacement of the points, it is deduced that an image without 

any point is all noise and its difference from an image with points is signal. Therefore, the SNR is 

formulated as 

𝑆𝑁𝑅 =
𝜇(𝐼 − 𝐼0)

𝜎(𝐼0)
 

(3-1) 

where 𝐼0 is the image without any points (zero intensity) and 𝐼 is the image with points (non-zero 

intensity). 𝜇 and 𝜎 are the operators for average and standard deviation, respectively. 

Two criteria were defined to assess the ability of the method at different image quality. The 

first one is code failure, which is the ratio of the points with invalid data to their total number. The 

other one is the normal distribution test and relies on the normal distribution fit of data from the 

image with the highest intensity. All measurements at other image qualities which are not in the 

six-sigma region of this distribution are invalid. As show in Figure 3-1, the six-sigma region is 

where 99.7% of the data can be assumed valid. 
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Figure 3-1: Normal distribution. 

Figure 3-2 shows the results of these two criteria as a function of SNR. At lower values of 

SNR, when the order of the signal and the noise are almost the same, both criteria fail. By 

increasing the SNR, the level of contamination of the data by noise is decreased, and hence, the 

method provides more valid data. The SNR should be at least four to have valid data. Although 

these criteria calculate the failure in two different way, there is a good correlation between them. 

This correlation shows that all valid data are consistent and, therefore, likely to be accurate. 
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Figure 3-2: SNR requirements. 

3.1.2 Light Penetration Characterization 

The proposed method is based on the reflection of light from the object’s surface. 

Therefore, the ideal case would be a perfect light reflection without any penetration. Although 

water is contaminated by colour to improve the opacity, what happens, in reality, is entirely 

different. There is always some light penetration, which is a source of error. As depicted in 

Figure 2-10, although there is a good match on top of the droplet, some deviations are apparent at 

the sides, where the thickness of the liquid is less. Thus, to have a better idea of the accuracy of 

the method, the sensitivity of this method to light penetration should first be characterised. 

The characterisation setup consists of two transparent thin glass sheets and a micrometre, 

as shown in Figure 3-3. The glass sheets were attached to the micrometre, and the space between 

them was filled with coloured water. Since the thickness of the liquid layer is small, the water 

remains between the glass sheets. The lower glass sheet was painted in white to be completely 

opaque. Although the upper sheet is thin, it introduces a shift about 3 pixels due to the light 

refraction inside it. Since this shift is present in both the reference image and object image, it is 
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cancelled out in point displacement calculation. Therefore, it can be assumed that all reflections 

were from the water surface. The liquid film thickness can be imitated by changing the distance 

between the sheets. Therefore, the effect of light penetration was studied by comparing the results 

with calibration data, which was assumed as a reference. 

 

 

Figure 3-3: Test setup for light penetration characterisation. 

The measurements of both solid and liquid surface are compared in Figure 3-4. Although 

both measurements have a good match with a linear fit, the fit on the liquid surface has an intercept 

value. This intercept means that small film thicknesses cannot be measured by this equipment. On 

the same physical thickness, the measured displacements on a solid surface are more than on 

liquids. This means that the thickness measurement is always underestimated in the case of a 

liquid. In addition, the deviations between the solid and liquid measurements increase when the 

film thickness decreases. These show the effect of light penetration clearly. 
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Figure 3-4: Light penetration characterisation. 

The behaviour on the liquid surface is quantised in Figure 3-5. The relative error was 

calculated by assuming the solid measurements as a reference. The experiment shows that the 

thickness measurement of liquid surfaces less than 600 microns has an error of more than 10%. 

Another defined criterion is uncertainty, which is the ratio of the numbers of points with invalid 

measurement to the total number of points. It can be deduced that, for film thicknesses more than 

50 microns, all measurements are valid. Most of the invalid data can be corrected subsequently by 

considering valid neighbours. However, when the uncertainty exceeds 50%, meaning the invalid 

data are more numerous than valid ones, the correction will be impossible. Therefore, the practical 

smallest measurable thickness is about 50 microns, regardless of errors due to light penetration. 
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Figure 3-5: Quantization of light penetration. 

3.2 Wind Tunnel Investigation 

The capability of the proposed method to measure liquid objects was proved so far. Now 

the goal is to test it in real wind tunnel experiments. The experiment parameters and conditions 

were shown in Table 2-2. Different quantities and results can be extracted from the thickness 

profile, depending on the goal of the experiment. This section provides some extractable quantities 

and then investigates the effect of each parameter on the behaviour of the phenomena. The scope 

of view is from some point near the leading edge (X/C~ 0.03) to the trailing edge, due to the 

curvature of the airfoil and the camera’s orientation limitation. Therefore, some data around the 

leading edge is missed. Moreover, there is no surface in the upstream region of the leading edge. 

Thus, finding reference points in this region (from the first image) is impossible. Consequently, 

the study of ice formation on the leading edge and its growth in the opposite direction of the air 

stream is not feasible. Furthermore, there is no way to distinguish between ice and water, and 

hence, the measured values are thicknesses of both. 

0

10

20

30

40

50

60

70

0

10

20

30

40

50

60

70

80

90

100

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6

U
n

c
e
rt

a
in

it
y
 (

%
)

R
e
la

ti
v

e
 E

rr
o

r 
(%

)

Liquid Layer Thickness (mm)

Error Uncertainity

0

1

2

3

0

10

20

30

40

50

0.2 0.7 1.2



46 

3.2.1 Thickness Profile Visualization 

A visual presentation helps us to compare the measurement with what is on the airfoil. This 

visualisation is provided in Figure 3-6 to Figure 3-8. The chord-wise and span-wise directions 

were normalised by the airfoil’s dimensions and the thickness profile is in mm. Figure 3-6 shows 

the formation of rivulets for Al/20/0 at t= 6 s. At T= 0oC, the force of surface adhesion is less than 

the drag force. Therefore, the nucleation sites at the rivulets’ heads are still moving. Although the 

film at the leading edge was not captured completely, the separated rivulets are distinguishable in 

the reconstructed profile. The experiment for Al/20/-3.5 is shown in Figure 3-7 at t= 30 s. the ice 

formation around the leading edge and then forming the continuous rivulets were captured 

successfully. In the same way, Figure 3-8 represents the formation of ice, likely rime ice, at the 

leading edge of the airfoil for Al/20/-3.5 at t= 30 s. In this condition, all the water freeze at the 

impact location and, therefore, no rivulets form at downstream. These results prove the method’s 

capability for capturing different phenomena in wind tunnel experiments. 
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Figure 3-6: Water/ ice thickness profile for Al/20/0 at t= 6s, (a) raw image and (b) reconstructed profile. 

 

(a) 

(b) 
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Figure 3-7: Water/ ice thickness profile for Al/20/-3.5 at t= 30s, (a) raw data and (b) reconstructed profile. 

 

(a) 

(b) 
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Figure 3-8: Water/ ice thickness profile for Al/20/-15 at t= 30s, (a) raw data and (b) reconstructed profile. 

 

3.2.2 Rivulet Study 

The flow at temperatures near or higher than the freezing point is in the liquid phase. 

Therefore, the liquid film is formed first at the leading edge. After a specific location that depends 

mainly on the speed, rivulets are formed. Assuming that, after passing a small amount of time, the 

flow reaches a semi-steady condition, which means that there is no new rivulet after this time, and 

they act like channels in which water is passing along the airfoil. The formed rivulets/film on three 

experiments with different velocities and surfaces at t= 18 s are shown in Figure 3-9. To eliminate 

the side effects on the span-wise direction and random behaviour of the phenomena, the Region 

Of Interest (ROI) was defined with the width of 20% of the span around the airfoil’s centreline, as 

shown in Figure 3-10. 

(a) 

(b) 
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(a)      

(b)      

(c)      

Figure 3-9: Rivulet and film formed in different experiments at t= 18s. (a) Al/20/0, (b) Al/40/0, and (c) SH/20/0. 
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Figure 3-10: Definition of the Region Of Interest (ROI). 

Knowing the range of the rivulet/film thickness is helpful. Figure 3-11 shows the frequency 

chart of these values in bins with 50 µm width at t= 18 s in the ROI. The reported thickness values 

are rivulets and film, all together. Assuming that the measurement sensitivity is 50 µm, the values 

in the first bin are either accurate measurements smaller than 50 µm or noise, and the rest are 

accurate. The proportion of acceptable values for Al/20/0, Al/40/0, and SH/20/0 are 66%, 36%, 

and 50%, respectively. Because of this issue, comparing the thickness distribution is impossible in 

this situation. As an alternative quantity, the range of measured thickness can provide a clearer 

picture for comparison. The median thicknesses for Al/20/0, Al/40/0, and SH/20/0 are 

approximately 275 µm, 150 µm, and 75 µm, respectively. This means rivulets on the 

superhydrophobic surface are thinner than on aluminium. Assuming the same mass flow rate, the 

film and rivulets on the superhydrophobic surface are moving at a faster velocity and thus have 

less contact with the surface. By increasing the velocity, both the thickness and the size of rivulets 

are decreased. In general, the accuracy of the measurements is not high enough to provide an 

acceptable thickness profile for the rivulets or film. 
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Figure 3-11: Frequency of the thickness distribution of rivulets/film. 

3.2.3 Temporal Variation 

Study of the dynamic ice formation by time reveals various information regarding the 

location and overall shape of the ice on the scope of view. Raw images of the aluminium surface 

with an airflow with the speed of 20 m/s at different temperatures are shown in Figure 3-12. The 

corresponding results for a span-wise average of the ROI are shown in Figure 3-13 to Figure 3-15. 

Ice accretion far from the impingement area in Figure 3-13 confirms the formation of a runback in 

Al/20/-3.5, while most of the ice is concentrated on the leading edge at the lower temperature 

(Figure 3-14). By decreasing the temperature, the type of ice is changed from glaze to rime. This 

fact can be deduced from Figure 3-15 by considering very little ice accumulation on the 

downstream of the leading edge (between X/C= 0.03 to X/C= 0.2). Raw images confirm these 

results. It should be noted that this method only covers a location downstream of the leading edge 

(X/C~ 0.03) to the trailing edge, as explained before in section 3.2.  
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(a) (d) (g) 

   

(b) (e) (h) 

   

(c) (f) (i) 

   

Figure 3-12: Raw images. From top to bottom, t= 0 s, t= 15 s and t= 45 s. (a-c) for Al/20/-3.5, (d-f) for Al/20/-7, and 

(g-i) for Al/20/-15. 
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Figure 3-13: Ice/water thickness evolution by time for Al/20/-3.5. 

 

 

Figure 3-14: Ice/water thickness evolution by time for Al/20/-7. 
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Figure 3-15: Ice/water thickness evolution by time for Al/20/-15. 

3.2.4 Chord-Wise Distribution 

Another type of comparison is for different temperatures, speeds, and surfaces at the same 

time. The raw images are shown in Figure 3-16 for t= 30 s, while the results for a span-wise average 

of the ROI are available in Figure 3-17 and Figure 3-18. In these figures, the horizontal axis is the 

arc length of the airfoil along the chord-wise direction. As an overall result, the spread on the 

superhydrophobic surface seems less than on the aluminium and, therefore, more ice accumulates 

around the leading edge region. It should be noted that, it is impossible to talk about the amount 

of ice confidently, because there is no information for ice upstream of the leading edge. With 

decreasing the temperature, more ice accretes on the leading edge, therefore less ice runs back. 

Since the surface energy of the superhydrophobic coating is low, less water is absorbed by the 

surface downstream of the impingement area and thus less ice forms there. However, droplets tend 

to stick to the superhydrophobic surface in the impingement area, more likely in reduced 

temperatures. This behaviour may originate from the fact that the order of size of the droplets and 

surface roughness are almost the same. Consequently, after the first layer of ice forms on the 
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superhydrophobic surface, it is no longer water repellent and absorbs more droplets. As the speed 

increases, more droplets impact the surface and eventually lead to more ice accretion. Because of 

more drag force caused by speed, a greater area is covered by ice. 

 

(a) (b) 

  

(c) (d) 

  

(e) (f) 

  

Figure 3-16: Raw images at t= 30 s. (a) for Al/20/-3.5, (b) for Al/20/-7, (c) for Al/40/-3.5, (d) for Al/40/-7, (e) for 

SH/20/-3.5, and (f) for SH/20/-7. 
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Figure 3-17: Ice thickness along the airfoil’s surface in different temperatures and surfaces at t= 30s. 

 

 

Figure 3-18: Ice thickness along the airfoil’s surface in different temperatures and speeds at t= 30s. 
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While ice thickness information helps us to understand the most probable location of ice 

accretion, the growth rate provides information about the rate of ice accumulation. This 

information in a period of 30 s is provided in Figure 3-19, which compares different temperatures, 

speeds, and surfaces. Falling temperatures and increasing speeds increase the thickness growth, 

while the superhydrophobicity effect makes the profile more concentrated around the leading edge 

region. 

 

 

Figure 3-19: Ice thickness growth along the airfoil’s surface in different temperatures, speeds, and surfaces in 30 s. 

3.2.5 Ice Limit Tracking 

If the ice limit (as shown in Figure 3-20) is defined as the most downstream location with 

a thickness more than a specific threshold, the comparison of ice movement is possible. The ice 

limit can be found by sweeping the span-wise average profile from the trailing edge (X/C= 1) 

toward the leading edge and looking for the first thickness value more than 500 µm. This 

comparison is shown in Figure 3-21 and Table 3-1 in the ROI up to t= 60 s. On the aluminium 

surface and at the lower velocity, the ice limit advances gradually, and then shedding occurs in the 
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uniform but steeper in the lower temperatures, while shedding is seen in the higher temperature 

experiment. On the superhydrophobic surface, the advance is almost independent of the 

temperature. On the aluminium surface, falling temperatures and increasing speeds have almost 

the same effect on ice limit location. 

 

 

Figure 3-20: Ice limit definition. 

 

Ice Limit 
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Figure 3-21: Ice limit movement at different icing conditions. 

 

Table 3-1: Ice limit movement speed and location at t= 60 s. 

Experiment 
Average Velocity 

(µm/s) 

Final Ice limit Location (X/C) 

Average Min. Max. STD 

Al/20/-3.5 275 0.44 0.13 1 0.35 

Al/20/-7 398 0.44 0.13 1 0.37 

Al/40/-3.5 532 0.33 0.11 0.89 0.20 

Al/40/-7 501 0.38 0.19 0.89 0.13 

SH/20/-3.5 337 0.14 0.06 0.18 0.05 

SH/20/-7 239 0.12 0.09 0.17 0.04 

3.2.6 Mass Balance 

The amount of collected water is another parameter that can be extracted from the thickness 

profile, and it is a useful tool for comparing different surfaces. This parameter is shown in 

Figure 3-22 in a period of 60 s for a region with 20% of the width of the span around the centreline. 

As deduced before, at T= 0oC, the flow on the airfoil is in the liquid phase, and, therefore, the 
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amount of collected water is almost constant. On the other hand, when the condition is favourable 

for forming ice, more water is collected by the airfoil surface, and the collection rate relates directly 

to temperature and speed. As expected, the curves for the superhydrophobic surface are under 

those for aluminium. The overall water collection rate is shown in Table 3-2, in which it is clearly 

stated that the superiority of the superhydrophobic surface is reduced in icing conditions. It should 

be noted that these values are without the amount accreted upstream of the leading edge. 

 

 

Figure 3-22: Collected ice on the airfoil in different icing conditions. 
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Table 3-2: Collected ice quantities. 

Experiment 
Collection Rate 

(mm3/s) 

Final Accumulated Ice/Water 

(mm3) 

Al/20/0 --- 51 

Al/20/-3.5 27 565 

Al/20/-7 44 1060 

Al/40/0 --- 100 

Al/40/-3.5 32 634 

Al/40/-7 71 1468 

SH/20/0 --- 64 

SH/20/-3.5 24 516 

SH/20/-7 35 783 

3.2.7 Runback Tracking 

Another useful practice is runback tracking. As shown in Figure 3-23, a runback was 

formed at a time between t= 27s and t= 30 s on Y/S= -0.08 for Al/20/-7, and it continued to extend 

and grow. The evolution of this runback at different times is depicted in Figure 3-24. In this figure, 

the horizontal axis is the arc length of the airfoil along the chord-wise direction. The formation of 

two nucleation sites at Y/C= 0.5 and Y/C= 0.8 is clear. They were absorbing more droplets from 

the air stream and growing. If the goal of the experiment is studying the runback rivulets and 

checking whether they reach the control surfaces or not, this kind of analysis is helpful. 
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Figure 3-23: Runback formation on the aluminium surface. 

 

 

Figure 3-24: Runback evolution. 
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4 Closure 

4.1 Summary and Conclusion 

The goal of this project was to develop and assess a novel non-instructive method for 

measuring the thickness of water and ice. For this purpose, the concept of Digital Image Projection 

(DIP) was implemented first. After becoming acquainted with its limitations, some modifications 

were carried out to improve its thickness measurement range. Finally, a novel Colour Coded Point 

Projection (CCPP) method was introduced to eliminate the problems of overlapping and improve 

thickness measurement range and planar resolution. In this method, planar resolution is tripled in 

comparison with the DIP. After gathering the required equipment, completing the experimental 

setup, and implementing the CCPP concept, measurement of a single droplet proved the capability 

of the proposed method. 

Then the technique was characterised to have a comprehensive understanding of its 

requirements, limitations, and accuracy. The results of the image quality test showed that the image 

SNR needs to be at least 4 to make sure that this method can capture the features successfully. 

Although this method can work well with solid objects, the light penetration problem is an issue 

for liquids. A test was done to quantise this limitation and the errors involved. It was shown that 

measurements of more than 600 microns have errors of less than 10%, while the minimum 

recognisable thickness is 50 microns. These two limitations are due to the equipment, setup 

configuration, and the material used to colourize the water, not the concept. If the object under 
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study is thicker than the minimum threshold, this methods provides a simple and accurate 

measurement tool. 

Several experiments were conducted, on aluminium and a superhydrophobic surface at 

different airspeeds and temperatures, to make sure of the usefulness of the proposed method in real 

wind tunnel experiments. The thickness profile of different phenomena, like water rivulets and ice 

accretion, was captured successfully. It was found that the current equipment is not suitable for 

measuring small thicknesses, like film and rivulets. However, upgrading the equipment can 

eliminate this limitation. By extracting different information, like chord-wise thickness, ice growth 

rate, ice limit and advancement speed, and ice collection rate, from the reconstructed profile, the 

experiments were compared with each other quantitatively. It was found that the ice tends to 

accumulate on locations closer to the leading edge at lower temperatures. The same trend was seen 

on the superhydrophobic surfaces, even at higher temperatures. The study of ice front velocity 

showed that more advancement rate on the aluminium surface is at lower temperatures, while the 

trend is reverse on the superhydrophobic surface. The comparison of the rate of water collection 

on different surfaces also showed that less ice accumulated on the superhydrophobic surface. 

However, this amount is not so much that prove that a superhydrophobic surface is icephobic too.  

In conclusion, the proposed novel method proved the practical ability of measuring the 

water and ice thickness in icing wind tunnel experiments. By providing the three-folded planar 

resolution, it could measure objects with a wider thickness variation with the same equipment. It 

tried to fill the gap among the practical thickness measurement tools by providing the accuracy of 

90% for thicknesses over 600 microns. Since the results are valid for slightly aft the leading edge 

of the airfoil to the trailing edge, its main application in wind tunnel experiments may be analysing 

the flow in wet regime in ice protection systems. Due to the feasibility and potential of providing 

different information about ice geometry, it is a valuable tool for future researches. 

4.2 Recommendations for Future Work 

What has been done in the present thesis can be considered as developing the basis of a 

new measurement tool and paving the path for future researchers. It built the foundation for those 
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who want to either improve the method or use it as a tool. Therefore, in this section, some 

recommendation are provided for both groups. 

 The angle between the optical axis of the projector and the camera can affect the 

amount of the points’ displacement for a specific thickness. It should be adjusted 

correctly regarding the other specifications of the setup. Although smaller angles 

provide less displacement and, hence, a finer grid can be used, the amount of light 

penetration will increase and the sensitivity will drop. 

 The contrast and the brightness of the projector must be set according to the 

sensitivity of camera. Although higher brightness provides a greater light intensity 

of the liquid surface, it will saturate a bigger region of the camera’s sensor. The 

overall effect will force us to use a coarser grid pattern to eliminate the overlapping 

problem. One remedy may be using a shorter exposure time, e.g., higher shutter 

speed. 

 It is highly recommended to use an industrial camera instead of a DSLR one. In 

this situation, more control of the imaging parameters will be available. 

 Regarding the tandem projection of the colours in DLP projectors, synchronising it 

with the camera is essential. Using an LCD projector with sufficient brightness and 

smaller pixel size will be the optimum case. 

The recommendations above may guide those who wish to use this method. However, for 

those who want to improve this technique, the following areas are suggested. 

 Assess the effect of pigments that can provide maximum opacity while having 

minimal effect on the physical properties of the water. 

 Study the feasibility of working in the infrared or ultraviolet region of the 

electromagnetic spectrum to eliminate the necessity of adding pigment to the water. 

Regardless of the limitations of the proposed method, it can provide different information 

at low cost. Therefore, the following topics can be studied further using this technique. 

 Study the dynamic behaviour of rivulets using high-speed imaging. 
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 Study ice formation on wet ice protection systems. 

 Compare different types of superhydrophobic and icephobic coatings. 

 Assess the possibility of distinguishing between types of ice. 

 Assess the possibility of using this method on real wings in flight conditions. 
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