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Abstract

Cyber-Attack Detection and Mitigation in Networked Control Systems

Mohsen Ghaderi

Cyber-Physical System (CPS) is the term used to describe the physical systems equipped

with computation and communication capabilities. CPSs can be used in different applica-

tions e.g. autonomous vehicles, water distribution systems, smart grids, industry 4.0 and

Internet of Things (IoT). CPSs have expectation of improving the capability of traditional

engineering system but on the other hand, they arise several concerns about their security

against cyber-attacks. In the last decade, several cyber-attacks targeting SCADA systems

have been reported, see e.g. Maroochy water breach and the Stuxnet worm aimed Iran’s

nuclear facility. From a control point of view, a CPS can be interpreted as a Networked

Control System (NCS) where the risk of cyber-attacks can be modeled as the possibility

that malicious agents could compromise the communication channels. In order to benefit

from CPSs, specially in safety critical systems, their vulnerabilities to cyber-attacks must

be properly faced. In this thesis two control architectures for CPS are developed. In the

first, starting from the analysis of active detection mechanisms available in the literature,

we propose a novel architecture capable of detecting a broad class of False Data Injection

(FDI) attacks. Such strategy has been contrasted with the well-known watermarking de-

tection mechanism and it is shown that our solution is capable of detecting replay attacks

without degrading the closed-loop performance of the system. Moreover, it is shown that

compared to detection schemes resorting to auxiliary systems, the proposed strategy is less

involved and of easier implementation. In particular, it can be installed on the existing

NCS infrastructure without changing communications, controller or state estimator. In

the second architecture, we propose another novel architecture capable of detecting and

mitigating a broad class of FDI attacks. First, we propose a detection mechanism based

on a coding scheme to limit the attacker’s disclosure and disruptive resources and prevent
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the existence of stealthy attacks. Second, we propose an emergency local controller that

is activated when an attack is detected or the plant’s safety is in danger. It is proved that

the proposed architecture always guarantees the safety of the system, regardless of the

attack actions and detector performance. Moreover, plant’s normal operation recovery is

ensured once the attack is terminated.
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Chapter 1

Introduction

Cyber-Physical System is the term used to describe the physical systems equipped with

computation and communication capabilities. In Fig. 1 some of the applications of CPS

e.g. autonomous vehicles, water distribution systems, smart grids, industry 4.0 and In-

ternet of Things (IoT) are shown. CPSs have expectation of improving the capability of

traditional engineering system but on the other hand, they arise several concerns about

their security against cyber-attacks. In the last decade, several cyber-attacks targeting

SCADA systems have been reported [1], see e.g. Maroochy water breach [2] and the

Stuxnet worm aimed Iran’s nuclear facility [3]. Therefore, such a systems must be prop-

erly controlled and protected [4–6].

From a control point of view, a CPS can be interpreted as a networked control system

where the risk of cyber-attacks can be modeled as the possibility that malicious agents

could compromise the communication channels, see Fig. 2. In order to benefit from CPS,

specially in safety critical systems, its vulnerability to cyber-attacks must be properly

faced.

In order to have secure control systems, attack-detection and attack-mitigation tech-

niques are needed. For attack detection, several solutions have been proposed in the

literature, see e.g. the survey paper [7]. Nevertheless, most of them target specific attack-

scenarios and no solutions are capable of detecting a broad class of attacks. On the other
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hand, very few attack mitigation and recovery strategy have been proposed. Generally

speaking, attack mitigation is considered a very challenging task.

The above considerations, motivate the work in this thesis where novel detection and

mitigation strategies are proposed.

Figure 1: CPS Application 1

In networked control systems, the controller is located remotely with respect to plant so

communication links are needed to connect them. In addition, the reference signal might

be locally available to the controller or might be sent through a network from another

control center. These networks might be prone to cyber-attacks and an adversary might

launch different attack scenarios by violating the Confidentiality, Integrity or Availability

(CIA) properties of the communication channels.

1The figure is taken from https://devicesmart.wordpress.com/tag/cyber-physical-systems/

2
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Controller

Communication

Channels

Figure 2: Networked Control Architectures

1.1 Literature Review

In this thesis, we focus on the class of FDI attacks which alter the data transmitted

through communication channels. Different FDI attacks can be performed according to

the attacker’s available resources. A complete taxonomy of existing FDI attacks can be

found in [8] where a 3D classification is reported. Notable example are replay, zero-

dynamics and covert attacks.

Most of the existing strategies on detection of FDIs have focused on attack on the

sensor or actuation channels, see e.g. [9–18] and references therein. Detection mechanism

are usually classified in passive and active strategies. In [10], passive static and dynamic

detectors are proposed to deal with FDIs affecting smart grid systems. In [17], a Bayesian

approach based on random sets is deployed against switching signals and fake measure-

ments attacks to ensure resilient state estimation. In [9], the class of attacks undetectable

by any passive detector has been defined.

Due to the existence of stealthy attacks against passive detectors, active detection

methods have been proposed in the literature. In [11], a watermarked input signal has

been proposed to actively detect steady-state replay attacks. [10] has studied the effects

of imposing the watermarking signal on the closed-loop performance. In [12], a stochastic
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game approach to compensate the effect of watermarking signal and to reach a trade-off

between detection rate and performance degradation has been proposed. In [13], a coding

scheme for sensor measurements has been introduced to detect stealthy sensor false data

injection attacks.

Although active detection methods presented above outperform passive detectors [10],

there is still the possibility of performing stealthy FDI attacks, see e.g. covert [19] and

zero-dynamics [14] attacks. In [14], detecting zero-dynamics attack is solved by properly

modifying the system’s structural matrices. In [19], the author shows that it is possible

to design an intelligent attack, namely covert attack, that is undetectable regardless of

the used remote controller and detector. In [18], the covert attack detection problem is

solved by adding a modulation matrix in the input channel. Such solution is proved to

be also effective against zero-dynamics attacks. In [15], an auxiliary time-varying system,

coupled with the plant dynamics, is designed to avoid the existence of covert attacks. A

similar idea is pursued in [16] where the auxiliary dynamics are designed to resemble the

dynamics of the plant. In both [15, 16], the added dynamics are changed randomly to

prevent attackers from estimating their behavior.

As long as the resilience of CPS to cyber attack is concerned, several methods have

been proposed to perform resilient state estimation. In the literature, several methods

are proposed to perform resilient state estimation in presence of malicious agents, see

in this regards [10, 20–23] and references therein. In [10], by assuming an upper bound

on cardinality of attack vector, robust estimators are designed to detect the presence

of faults/attacks in systems. In [20], the authors present a novel algorithm that uses

a satisfiability modulo theory approach to harness estimation complexity. In [21], the

authors proposed a resilient state estimator capable of reconstructing the state vector if

at least half of the measurements are not under attack. In [22], the attack resilient state

estimation is addressed in presence of the bounded-size noise and a l0-based state estimator

is designed. In [23], a security-oriented cyber-physical state estimation system for smart

4



grid systems is presented.

Finally, of particular interest for this thesis are the control solutions in [24, 25] where

both attack detection and countermeasures have been jointly proposed. In [24], a set-

theoretic control strategy is introduced to guarantee the safety of system until the com-

munication channels are reestablished after attack detection. In [25], an adaptive control

strategy is proposed to detect and mitigate FDI attacks.

1.2 Thesis Motivations and Contributions

From the state-of-art in cyber-attack detection and compensation problem, it is possible to

appreciate that there does not exist a single solution capable of detecting multiple advanced

FDI attacks such as replay, zero-dynamics and covert attacks. In particular, each solution

in [11,13,14] only deal with a single category of FDI attacks. Moreover, some of the existing

solutions [10–12] achieve detection by degrading the closed-loop system performance or

with detection mechanisms which are too involved, see e.g. [15, 16]. Also, there are few

solutions for recovering normal behavior of the control system after the detection task is

completed.

In this thesis, starting from the existing solutions [11, 13, 15, 16], we propose novel

control architectures capable of detecting the above mentioned classes of undetectable

attacks. Different from the existing literature, the proposed solutions do not affect the

system performance and they can be easier deployed on the existing networked control

architecture. Moreover, we propose novel attack countermeasures capable of ensuring

satefy of the system during the attack and perform recovery when the attack is terminated.

In this regard, this thesis introduces the concept of one-step attack safe region, that is the

state space region where the plant safety is assured for at least one step regardless of any

admissible attack action.
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1.3 Thesis Layout

In chapter 2, the main concepts and definitions used along this thesis are presented. In

chapter 3, an architecture to detect FDI attacks in NCS is proposed. In chapter 4, another

control architecture equipped with compensation action is proposed. Finally, chapter 5

concludes the thesis and highlights future research directions.

1.4 Publications

• [26] M. Ghaderi, K. Gheitasi, and W. Lucia. “A Novel Control Architecture for

the Detection of False Data Injection Attacks in Networked Control Systems.” In

American Control Conference (ACC), pp. 139-144, 2019.

• [27] K. Gheitasi, M. Ghaderi, and W. Lucia. “A Novel Networked Control Scheme

with Safety Guarantees for Detection and Mitigation of Cyber-Attacks.” In European

Control Conference (ECC), pp. 1449-1454, 2019.

• [28] W. Lucia, K. Gheitasi, and M. Ghaderi. “A Command Governor Based Ap-

proach for Detection of Setpoint Attacks in Constrained Cyber-Physical Systems.”

In IEEE Conference on Decision and Control (CDC), pp. 4529-4534, 2018.
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Chapter 2

Preliminaries and Definitions

2.1 Standard Networked Control Architecture

In a networked control architecture, the controller and the plant are spatially distributed

and they are connected through a communication network as shown in Fig. 3. This archi-

tecture consists of four main ingredients: (I) Plant (II) Controller (III) State Estimator

(IV) Anomaly/Attack Detector which are described as follows:

2.1.1 Plant

In this manuscript, we assume that the physical system is modeled as a discrete-time

Linear Time Invariant (LTI) system and is represented in the state-space as follows:

xk+1 = Axk +Buk + ωk

yk = Cxk + ηk

(1)

where k ∈ ZZ+ := {0, 1, ...} is the sampling time instant, xk ∈ IRn is the vector of the

states of the plant, uk ∈ IRm is the vector of control commands and yk ∈ IRp is the

vector of sensor measurements. A, B and C are assumed to be time independent matrices

with compatible dimensions. ωk is an Independently and Identically Distributed(IID)

process noise distributed normally with zero mean, namely ωk ∼ N (0,Q) and Q is positive

7



Controller

Detector

State

Estimator

Figure 3: Networked Control System

definite matrix. ηk is an Independently and Identically Distributed(IID) measurement

noise distributed normally with zero mean, namely ηk ∼ N (0,R) andR is positive definite

matrix.

Assumption 1. Given the plant model (1), it is assumed the pairs (A,C) and (A,B) are

detectable and stabilizable, respectively.

The system (1) can be subject to state or input constraints.

xk ∈ X , uk ∈ U (2)

where X and U are compact subset of IRn and IRm, respectively, with 0n ∈ X and 0m ∈ U .

2.1.2 Controller

A state-feedback controller is responsible to satisfy the plant constraints (2) and ensures

tracking of the reference signal rk in absence of attacks. The controller working region

will be hereafter denoted as the Domain of Attraction (DoA), namely Xη ⊂ X .
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2.1.3 State Estimator

In order to design a state-feedback controller, the state of the system is required. When

this is not entirely measurable, a state estimator is used to reconstruct the state from the

available sensor measurements and input signals [29]. In order to estimate the states of

the system, the following Kalman Filter is used:

x̂k = Ax̂k−1 +Buk−1 + LK(yk−1 − Cx̂k−1) (3)

where yk ∈ IRp is the measurement vector received on the controller side, x̂k is the estimated

state. By defining the estimation error as ek := xk − x̂k, in the Kalman filter, the gain

matrix LK is designed to minimize the covariance matrix Pk := E[eke
T
k ] in the absence of

attack. If the pair (A,C) is detectable (see assumption 1), then the covariance matrix Pk

converge to a steady-state solution P and the steady-state kalman gain is:

LK := APCT (CPCT +R)−1 (4)

where P is the only positive semi-definite solution of the following Riccati equation

P = APAT +Q− APCT (CPCT +R)−1CPAT (5)

2.1.4 Anomaly Detector

Given the Kalman Filter introduced in (3), the residual signal is defined as follows:

rk = yk − Cx̂k = Cek + ηk (6)

9



which evolves according to the following equation


ek+1 =(A− LKC)ek + ωk − LKηk

rk =Cek + ηk

(7)

In attack-free condition, the mean of the residual signal is

E[rk] = CE[ek] + E[ηk] = 0p×1 (8)

and the covariance is [30]:

Σ = E[rkr
T
k ] = CPCT +R (9)

Such signal, can be exploited to detect the presence of cyber attacks in the communication

channels. In particular, the following binary hypotesis test can be defined:

H0 :


E[rk] = 0p×1,

E[rkr
T
k ] = Σ,

H1 :


E[rk] 6= 0p×1,

E[rkr
T
k ] 6= Σ,

(10)

where hypothesis H0 denotes the normal mode and hypothesis H1 indicates anomaly/at-

tack mode. Such test in the literature [31,32] is often approximated by means of a χ2 test

as the following distance measure:

zk =
k∑

i=k−J+1

rTi Σ−1ri
H1

≷
H0

β (11)

where J is the length of the detection window, and zk is the scalar value resulted by χ2

test. β > 0 is the threshold value which is chosen according to the desired false alarm

rate [33].

10



2.2 Attack Classification

In the networked control system shown in Fig. 4, we assume that the communication

channels between the controller and the plant are insecure. Therefore a malicious agent

can alter the closed-loop evolution of (1).

Attacker

Controller

Detector

State

Estimator

Figure 4: Networked Control System under attack

Definition 1. (Secure and insecure channel) A communication channel is considered

secure if the Confidentiality, Integrity, and Availability properties (CIA triad) are satisfied

[34]. A channel is insecure if at least one of the CIA properties is not met. 2

This ability of an attacker to disrupt the plant operations depends on the available set

of disruptive and disclosure resources. Moreover, the capability of the attacker to perform

sophisticated attacks also depends on the available information on the closed-loop system

operations, namely plant model, controller and detector.

Definition 2. [8] (Attacker’s resources) Let us consider an insecure communication

channel, namely channel − i, where the data packet hk ∈ IRnh is transmitted at each

sampling time k ∈ ZZ+ .

11



• Disclosure Resources: An attacker has disclosure resource on the channel − i if

he/she can violate the confidentiality property, i.e. intercept/read the vector hk.

• Disruptive Resources: An attacker has disruptive resources on the channel − i if

he/she can violate the authentication or integrity properties, i.e. the attacker can

arbitrary change the transmitted vector hk into a new compatible vector h′k ∈ IRnh .

• Model Knowledge: An attacker has model knowledge when the attacker has a subset

Iattacker of the information characterizing the closed loop evolution of the system, i.e.

Iattacker ⊆ {A,B,C,D,X ,U , f(·, ·)} (12)

2

Figure 5: The attack-space in Cyber-Physical Systems [8]

Model knowledge, disclosure and disruptive resources are the basis to shape the attack

space. This is well-shown in Fig. 5 where the different attacks are shown with respect to

their required resources. Here, a more formal definition of FDI attacks is provided.

Definition 3. (False data injection attacks) Let us consider an insecure communi-

cation channel where data packet hk ∈ IRnh is transmitted and the attacker has disruptive
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resources. An FDI attack is a deception attack [35], [10] where the attacker modifies the

vector hk by either injecting an arbitrary vector hak (Integrity Attack) or by substituting hk

with a fake unstructured vector hak (Substitution Attack) [34], and in general both attacks

can be modeled as additive data injection i.e.

h′k = hk + hak (13)

with h′k ∈ IRnh denoting the resulting corrupted vector. 2

2.2.1 Attack Model

In this subsection, FDI attacks on the sensor and actuator channels are described. By

resorting to Definition 3 and the standard networked architecture in Fig. 4, we model

networked FDI attacks as follows:

u′k := uk + uak

y′k := yk + yak

(14)

where uak ∈ IRm and yak ∈ IRp are vectors injected by the attackers on the actuation and

measurement channels, respectively.

Definition 4. [8] (Stealthy FDI attack) An FDI attack is considered stealthy if it is

capable of injecting false data on communication channels for an arbitrary time interval

while remaining undetected. 2

Definition 5. [19] (Covert attack) A covert attack requires perfect system knowledge

(1) and (2), Iattacker = {A,B,C,X ,U}, disclosure and disruptive resources on both ac-

tuator and measurement channels. This coordinated attack injects the vector uak into the

system to arbitrary deteriorate the control system performance while the vector yak is in-

jected to completely remove the attack’s effect in the measurement vector. Due to the
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linearity, yak can be simply computed as follows:

yak :=−C
k−1∑
j=0

(AjBuak−1−j) (15)

2

Definition 6. [11] (Replay attack) A replay attack requires disclosure and disruption

resources on a given channel. This attack is executed in two steps: first a disclosure attack

is launched to record the transmitted data for an arbitrary number of step τ > 0. Then in

the second phase of the attack, the recorded data is replayed in the same channel instead

of the legitimate one. 2

Definition 7. [14] (Zero-dynamics attack) A zero-dynamics attack requires perfect

model knowledge and disruption resources on actuation channel. 0-stealthy attacks exploits

the transmission zeroes of a system to inject an input vector uak which produce a zero

response, yak ≡ 0, on the output vector. 2

Remark 1. In zero-dynamics attack, uak := θkg where θ is the zero of the system and g

is the corresponding input-zero direction. By assuming matrix B to be full column rank in

(1), the transmission zeros can be found as the values of θ than make the following P(θ)

to lose rank:

P (θ) =

θI − A −B

C 0

 (16)

If |θ| < 1, the zero is called minimum phase or stable zero and if |θ| ≥ 1, it is called

non-minimum phase or unstable zero. The input-zero direction is found by solving the

following equation: θI − A −B

C 0


x0

g

 =

0

0

 (17)

where x0 is the initial state of the system.
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2.3 Set Theoretic Control

In this section, the set-theoretic control approach is described. Model Predictive Control

(MPC) is a well-known control strategy capable of dealing with plant constraints and dis-

turbances. Traditionally, the MPC problem is formulated as a constrained optimization

problem over a prediction control horizon. Such optimization is executed at each sampling

time and according to the receding horizon paradigm, only the first computed action is

applied to the system [36]. Such paradigm histrionically suffered for the required com-

putationally high demand. Therefore, in the literature, different approaches have been

proposed to mitigate such a burden [37]. In particular, of interest here is the set-theoretic

control paradigm developed in [38–40], for its capability to move most of the calculations

offline and solve a simpler optimization problem on-line.

2.3.1 Set Theoretic Control Design

Let us consider the following linear plant model subject to an exogenous bounded distur-

bances

xk+1 = Axk +Buk +Bddk (18)

where dk ∈ D ⊂ IRd with 0d ∈ D.

Definition 8. [40] (Minkowski/Pontryagin set sum and difference) Given two

sets A ⊂ IRn and B ⊂ IRn, the Minkowski/Pontryagin set sum and difference are defined

as follows:

A⊕ B := {a+ b|a ∈ A, b ∈ B}

A ∼ B := {a ∈ A|a+ b ∈ A, ∀b ∈ B}
(19)

2

Definition 9. [41] (Robust Positive Invariant(RPI) Set) A set O ⊆ X is robust
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positive invariant set for the autonomous system (xk+1 = Axk +Bddk), if

x0 ∈ O ⇒ xk ∈ O, ∀dk ∈ D, k ∈ ZZ+ (20)

2

Definition 10. [41] (Robust Control Invariant(RCI) region) A set C ⊆ X is robust

control-invariant for the system (18) subject to constraints (2) if

xk ∈ C ⇒ ∃uk ∈ U , such that Axk +Buk +Bddk ∈ C, ∀dk ∈ D, k ∈ ZZ+ (21)

2

Definition 11. [41] (One-Step Controllable Set) Given a set T , the set of states T1,

controllable in one-step towards T regardless of the disturbances in the system is defined

as follows:

T1 :={x∈ X :∃u ∈ U s.t. ∀d∈D, Ax+Bu+Bdd∈T }

={x ∈ X : ∃u ∈ U s.t. Ax+Bu ∈ T̃ }
(22)

where T̃ := T ∼ BdD. 2

Let us consider the regulation problem for (18). According to the set-theoretic paradigm,

the control law is built in two phases: offline and online. In the offline phase, the following

steps are taken:

• Step 1- By considering the unconstrained disturbance-free model of (18), a stabilizing

state-feedback controller u0(xk) is designed to regulate the states of the system

towards the equilibrium point as shown in Fig. 6.

• Step 2- The smallest RCI set T0 associated to the state-feedback controller designed

in Step 1 is computed [42] such that constraints (2) are satisfied, see Fig. 7.
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• Step 3- The terminal controller designed in the steps 1-2 might have a small Domain

of Attraction(DoA). In order to cover all the possible system’s initial conditions i.e.

∀x0 ∈ Xη ⊂ X , the recursion (23) can be employed to enlarge the DoA. These sets

are enlarged until the family of one-step controllable sets cover the set of initial

conditions namely,
⋃N
i=0 Ti ⊇ Xη where N is the number of sets. Moreover, N repre-

sents the maximum number of control moves required to reach the terminal region

T0 starting from any initial condition in Xη as shown in Fig. 8, see [43].

T0 :=T

Ti :={x∈ X :∃u ∈ U s.t. ∀d∈D, Ax+Bu+Bdd∈Ti−1}

={x ∈ X : ∃u ∈ U s.t. Ax+Bu ∈ T̃i−1}

(23)

Equilibrium Point

Figure 6: Regulator design

Equilibrium Point

RCI Region

Figure 7: Terminal controller design
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Figure 8: Enlarging the DoA of the controller

Remark 2. In Step 1, a simple way to design the state-feedback controller u0(xk) is by

resorting to the well-known Linear Quadratic(LQ) controller

u0(xk) = K0(xk − xeq) + ueq (24)

where K0 ∈ IRm×n is the LQ controller gain, xeq ∈ IRn and ueq ∈ IRm are the states and

the input vector associated to the equilibrium point, respectively.

Remark 3. As the number of sets i increases, the complexity of the recursive computation

(23) increases and becomes intractable. Therefore, approximation methods are proposed

in the literature e.g. the ellipsoidal inner approximation in [40, 44] or Zonotopes based

method in [45].

In the online phase, the offline computed family is used to compute the control input.

To this end, the following algorithm is utilized:

Set-Theoretic Control Paradigm

Off-line computations: {Ti}Ni=0, X ⊆
N⋃
i=0

Ti

On-line computations: uk
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1: Find the smallest set index ik containing xk,

ik := min{i : xk ∈ Ti}

2: if ik == 0 then uk = K0(x− xeq) + ueq (see (24))

3: else

uk = arg min
u
J(xk, u) s.t.

Axk +Bu ∈ T̃ik−1, u ∈ U
(25)

4: end if

5: k ← k + 1 goto Step 1

where J(xk, u) is any convex cost function of interest.

Figure 9: The one-step controllable sets

Remark 4. It is possible to prove that the described set-theoretic control paradigm enjoys

the following properties:

• The plant’s state vector evolution converges to the terminal region in a finite number

of steps.

• The trajectory is Uniformly Ultimately Bounded (UUB) in T0 regardless of any dis-

turbance realization

• In the absence of disturbance, then the stability is asymptotic
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Chapter 3

A Control Architecture to Detect

FDI Attacks

The control architecture proposed in this chapter is published as a conference paper in

ACC 2019, see [26].

In recent years, different solutions have been proposed to detect advanced stealthy

cyber-attacks against networked control systems. In this manuscript, we propose a blended

detection scheme that properly leverages and combines two existing detection ideas, namely

watermarking and moving target. In particular, a watermarked signal and a nonlinear

static auxiliary function are combined to both limit the attacker’s disclosure resources

and obtain an unidentifiable moving target. The proposed scheme is capable of detecting

a broad class of intelligent attacks, including zero-dynamics, replay, and covert attacks.

Moreover, it is shown that the proposed approach mitigates the drawbacks of standard

moving target and watermarking defense strategies. Finally, an extensive simulation study

is reported to contrast the proposed detector with recent competitor schemes and provide

tangible evidence of the effectiveness of the proposed solution.
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Attacker

Controller Detector

State Estimator

Control Center

Figure 10: Networked control system under cyber-attacks

3.1 Problem Formulation

In this section, first, general limitations and drawbacks of existing watermarking [11, 12]

and moving target [15, 16, 46] detection solutions (see Fig. 11) are summarized, then, the

objective of this chapter is stated.

Controller Detector

state estimator

watermarking

Attacker

+

(a) Watermarked Control Inputs.

state estimator

auxiliary system

Attacker

Controller Detector

extented state estimator

(b) Moving Target (Auxiliary System)

Figure 11: Networked control system equipped with watermarked inputs or moving target
(auxiliary system)

• Watermarking detection scheme: In order to authenticate the system dynamics and

detect steady-state replay attacks, a watermarking signal µk with zero-mean and

covariance S (µk ∼ N (0,S)) is added to the optimal control input computed by the

controller, i.e. ũk := uk + µk (see Fig. 11.a). It has been shown in [47] that the
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probability of detecting replay attack is directly proportional to the covariance S

and that the control performance are inverse proportional to S. As a consequence, a

trade-off between contrasting objectives (attack detection and control performance)

must be reached [12]. Moreover, the watermarking detection scheme in Fig. 11.a is

unable to detect zero-dynamics or covert attacks.

• Moving target (auxiliary system) detection scheme: In order to reveal covert-attacks,

a randomly switching dynamical auxiliary system (moving target) is deployed on

plant side and its dynamics are coupled with the plant dynamics, see Fig. 11.b.

While this detection scheme has been proved to be effective against covert-attacks

and zero-dynamics [15, 16, 46], different drawbacks can be highlighted, especially

for its practical implementation: a state estimator module needs to be deployed

on the plant side for coupling the auxiliary dynamics; switching random dynamics

must be generated/emulated in the plant side; auxiliary sensor measurements must

be transmitted; the state-estimator in the control center must be changed into a

switching state estimator on an extended state-space vector.

Objective (O1): Given the networked control system in Fig. 10, the plant model (1) and

the control center’s detector (11), design a novel active detection scheme capable of

• Assuring the absence of stealthy FDI attacks (e.g. replay (Definition 6), zero-

dynamics (Definition 7), covert (Definition 5));

• Overcoming the drawbacks of watermarking [11] and moving-target [15,16,46] detec-

tion schemes.

3.2 Proposed Networked Control Architecture

In this section, a detection strategy meeting the objective (O1) is designed. The section

is organized as follows: first, the proposed control architecture is presented and the detec-

tion mechanism is illustrated; then, it is formally shown that the proposed solution does
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not affect the closed-loop system performance and stealthy attacks cannot be launched;

Finally, the advantages of the proposed solution are highlighted and some remarks and

guidelines for the design of the auxiliary system are given.

3.2.1 Control Architecture Operation and Detection Strategy

Attacker

-
+ +X

Controller Detector

state estimator

watermarking

+

watermarking

+
-

Control Center

Figure 12: Proposed networked control architecture

The proposed control architecture, see Fig. 12, consists of the following main ingredi-

ents:

• A standard networked control architecture, see Fig. 10;

• A pseudo-random number generator producing a watermarking signal µk. The pseudo-

random sequence is generated starting from seed number γ which is shared between

the plant and control center;

• An auxiliary injective non-zero single-valued nonlinear function F :u′k→F(u′k) where

u′k ∈ IRm and yFk+1 :=F(u′k)∈ IR+ .

where we assume the following:
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Assumption 2. In the proposed networked architecture Fig. 12, only the seed number γ is

assumed secretly shared between the plant and controller and unknown to the attacker [48].

The plant model, the control center operations, the auxiliary function F and the reference

architecture are known to both the defender and attacker. 2

We can summarize the networked control operations by means of the following pseudo-

procedure:

Networked Control System - Operations (NCS-O)

———— control center ————

Receive: ỹ′k, Send: ũk

1: The watermarking signal µk and the auxiliary output F(uk−1) are removed from ỹ′k,

i.e.

y′k = F−1(uk−1)(ỹ′k − µk) (26)

2: The state-estimator computes the best estimation x̂k and the residual signal rk ac-

cording to (3) and (6), respectively

3: The χ2 detection rule (11) checks for FDIs attacks

4: The controller computes the optimal control action uk;

5: The watermarking signal µk is superimposed on uk, i.e. ũk = uk + µk

6: The watermarked command ũk is transmitted.

———— plant side ————

Receive: ũ′k, Send: ỹk+1

1: The watermarking signal µk is removed from the received command ũ′k, i.e. u′k =

ũ′k − µk

2: The auxiliary output is computed, i.e. yFk+1 = F(u′k)
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3: The plant output vector yk+1 is multiplied by the scalar yFk+1 and the watermarking

signal µk is added

ỹk+1 = (yk+1y
F
k+1) + µk+1; (27)

4: The watermarked measurement vector ỹk+1 is transmitted

The detection strategy can be summarized as follows. The same watermarking random

signal µk is generated in the control center and locally to the plant. Such a randomly

changing signal is added on top of the transmitted actuation and sensor measurements

to limit the attacker’s disclosure resources. Moreover, such a signal is removed at the

receivers’ sides to avoid any associated performance loss as in [47]. The auxiliary function

F is used to generate a moving target. Nevertheless, contrary to existing solutions [15,

16, 46], the moving target is not achieved by means of a switching auxiliary system, but

jointly combining the action of the watermarking signals and the nonlinear multiplicative

coupling between the system’s outputs yk and the auxiliary’s output yFk . In particular,

the transmitted watermarked signal, prevents the attacker to understand the exact value

of uk or yk, while the non-linearity in F and in the measurement coupling (yFk yk) does not

allow the attacker to generate a perfect replay or covert action (see e.g (15) for the covert-

attacks). Moreover, by designing F to be a non-zero function, zero-dynamics attacks

detection is also enabled. Indeed, any zero-dynamic input vector uak = θkg will never

produce a non-zero output in the auxiliary system.

3.2.2 Correctness of the control operations in absence of attacks

The correctness of the proposed control architecture under an attack-free scenario is proved

in the following proposition.

Proposition 1. Let us consider the control architecture in Fig. 12. Under an attack-

free scenario, uak ≡ 0 and yak ≡ 0, the proposed architecture does not interfere with the

closed-loop control system operations.
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Proof - The proposition’s proof is obtained by showing that, in absence of attacks,

the proposed control architecture (Fig. 12) and the standard networked control system

(Fig. 10) operations are equivalent. In particular:

• ∀ k → u′k ≡ uk : In the Step 1 of the NCS-O algorithm (plant-side) the signal u′k is

recovered as u′k = ũ′k − µk. Under an attack-free scenario, uak ≡ 0, we can write

u′k = (uk + µk)− µk ≡ uk, ∀ k;

which concludes the first part of the proof;

• ∀ k → y′k ≡ yk : In the Step 1 of the NCS-O algorithm (controller-side) the signal

y′k is recovered as

y′k = F−1(uk−1)(ỹ′k − µk)

First, it is important to remark that such operation is well-posed because F is a

non-zero single-valued function. Then, under an attack-free scenario, yak ≡ 0, we can

re-write y′k as

y′k =
ykF(uk−1) + µk − µk

F(uk−1)
≡ yk, ∀ k (28)

which concludes the second part of the proof. �

3.2.3 Absence of stealthy attacks and auxiliary system design

In the presence of FDI attacks (14), the output vector y′k becomes

y′k =
ỹ′k−µk
F(uk−1)

=
(ỹk+yak)−µk
F(uk−1)

=
(ykF(u′k−1)+µk+yak)−µk

F(uk−1)
=

ykF(uk−1+uak−1)+yak
F(uk−1)

(29)

and the following proposition can be stated:

Proposition 2. Let us consider the control architecture in Fig. 12 and the FDI attack
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model (14). The proposed control architecture ensures that intelligent FDI attacks (replay,

zero-dynamics, covert-attacks) cannot remain stealthy.

Proof -

• replay attacks: In [11], it has been shown that stealthy replay attacks can be launched

only when the closed-loop system is in steady-state conditions. Nevertheless, from

(29), it is possible to notice that if the system is in stationary conditions, i.e. E[yk] ≡

ȳ and E[uk] ≡ ū, and an input attack is performed, then the transmitted and received

outputs signal, ỹk and y′k, respectively, are not stationary, i.e.

ỹk = ȳF(ū+ uak−1) + yak

y′k =
ȳF(ū+uak−1)+yak
F(uk−1)

=
ỹk+yak
F(uk−1)

As a consequence, any substituting of ỹk with a previously recorded vector, i.e.

yak = ỹk−T − ỹk, T > 0, will be detected by (11).

• zero-dynamics attacks: Let us denote with yuk and yu
a

k the outputs of the plant due

the quadruple (uk, ωk, ηk, x0) and to attack vector uak, respectively. For linearity,

we can write that

yk = yuk + yu
a

k

and

ỹk = (yuk + yu
a

k )F(uk−1 + uak−1) + µk (30)

By definition of zero-dynamic attack we have that yu
a

k ≡ 0, ∀ k. Nevertheless, given

the non-zero nature of the auxiliary function F and according to (30), the effect of

the input attacks will never be zero in the transmitted vector ỹk. As a consequence,

stealthy zero-dynamics attacks are not possible in the proposed architecture.

• Covert attacks: A covert attack will be successful if the attacker is capable of re-

moving from the output vector yk, the effect of input attack (uak), namely yu
a

k . From
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(29), the latter translates into the following problem:

Find yak : ykF(uk−1 + uak−1) + yak = ykF(uk) (31)

which the solution is:

yak = yk
(
F(uk−1)−F(uk−1 + uak−1)

)
(32)

However, in the proposed architecture, both uk and yk are unknown to the attacker

(the attacker has disclosure information only related to the transmitted watermarked

signals ũk and ỹk). Moreover, given the non-linear nature of the function F and

coupling between the system outputs and the auxiliary output (ykF(uk−1 + uak−1)),

the attacker cannot simply exploits (15) to perfectly cancel the effect of input attacks.

As a consequence, a perfect covert attack cannot be launched. �

Remark 5. Given the impossibility for the attacker to perform the perfect cancellation (32)

and the injective non-zero nature of F(·), it is straightforward to show that the residual

signal under attack, namely r′(k), is different from the residual signal in absence of attack,

i.e.

E[r′(k)] =E

[
ykF(uk−1 + uak−1) + yak

F(uk−1)
− Cx̂k−1

]
6=E[r(k)]

Moreover, r′(k) is a function of F(·) which can be designed to increase the sensitivity in

response to any attacker’s input vector uak−1 ∈ IRm, i.e.

F(uk−1 + uak−1)>>F(uk−1) orF(uk−1 + uak−1)<<F(uk−1)

In the simulation section, by considering as auxiliary function the exponential law F(u′k) :=

e||u
′
k||2 , experimental results are conducted to characterize the sensitivity of the χ2 detection

rule for different input attack vectors. 2
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3.2.4 Advantages of the proposed solution

The main capabilities and advantages of the proposed control architecture, in terms of

attack detection capability, control performance and architecture, can be summarized as

follows:

• Attack detection: The proposed detection mechanism ensures the absence of stealthy

replay, zero-dynamics and covert attacks. Moreover, the auxiliary system can be

designed to achieve any desired level of sensitivity to FDI input attacks.

• Control performance: Contrary to existing watermarking solutions, the proposed

detection scheme does not introduce any performance loss.

• Architecture advantages: Contrary to existing moving-target solutions, the moving

target is here obtained by using a nonlinear static function F instead of a randomly

changing dynamical system. Moreover, the auxiliary system does not need to be

coupled with the plant dynamics. Furthermore, the size of the transmitted measure-

ment vector is not increased and control center operations are unchanged (e.g. extra

sensor data and extended switching state-estimators are not needed).

3.3 Simulation example

In this section, the effectiveness of the proposed strategy is testified against three different

intelligent FDI attacks: covert, replay and zero-dynamics attacks.

The quadruple-tank water system introduced in [49] and shown in Fig. 13 is used as

the testbed. The system consists of four tanks where the water levels hi, i = 1, . . . , 4 are

the state components of the system, i.e. x = [h1, ..., h4]T while the two valves v1 and v2

are the control inputs, i.e. u = [v1, v2]T . Two sensors are available to measure the water

levels in h1, h2.
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Tank 3

Tank 1 Tank 2

Tank 4

Figure 13: Quadruple-tank process

The nonlinear system dynamics have been discretized with a sampling time Ts = 1 sec

and linearized around the operating equilibrium point

xeq = [5, 5, 2.044, 1.399]T , ueq = [0.724, 1.165]T .

obtaining the linearized system matrices:

A =



0.975 0 0.042 0

0 0.977 0 0.044

0 0 0.958 0

0 0 0 0.956



B =



0.0515 0.0016

0.0019 0.0447

0 0.0737

0.0850 0


, C =

0.2 0 0 0

0 0.2 0 0


(33)

The following subsystems have been used:

• An LQ controller to regulate the level of water in each tank around the equilibrium.

The controller gain is:

K =

3.0993 4.0721 −2.0528 2.8417

3.9353 3.3330 2.8461 −1.9997
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• A Kalman filter is used to estimate states of the plant. The steady-state gain L is:

L = 10−4 ×



0.8349 0 0.2325 0

0 0.8688 0 0.2292

0.2325 0 0.5808 0

0 0.2292 0 0.5557



• A χ2 detector is used as the anomaly detector. The detector threshold is β = 7.013

which has been tuned for a 3% false alarm rate.

• As the auxiliary system, the following exponential function is used: F(u′k) := e||u
′
k||2

3.3.1 Zero-dynamics Attack

In this section, the ability of the proposed architecture to detect zero-dynamics attacks is

evaluated. Since the plant presents two zeros, θ1 = 0.89 and θ2 = 1.03, the zero-dynamic

attack is designed to excite the unstable zero θ2 as in (16). The designed input attack is

the following

uak=


1.03k

−0.26

0.3

 if 0 ≤ k ≤ 130

0 if k > 130

, x0 =



5

5

2.35

1.10


The obtained simulation results are shown in Fig. 14. In the upper subplots, we

show the measurement vector received by the state estimator and due to only the effect

of zero-dynamics attack vector ua, namely y′, u
a

k . In the lower subplots we show the χ2

performance. As expected, when the auxiliary module is deactivated (subplots a), the

zero-dynamics attack does not appear in the measurement vector and, as a consequence,

the detection probability stays below the designed false alarm rate; on the other hand,
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when the auxiliary module is active (subplots b), the used injective non-zero exponential

function F , shows the presence of the attack in the received measurements and, as a

consequence, the χ2 test is able to detect the presence of the attack.
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Figure 14: Zero-dynamic attack against the proposed control architecture: without auxil-
iary system (a) vs with auxiliary system (b).

3.3.2 Replay Attack

In this section, the capability of the proposed architecture to detect replay attacks is

investigated. Moreover, the proposed strategy is contrasted with the competitor scheme
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[11] both in terms of attack’s detection rate and control performance degradation.

We assume that the system starts from an initial condition x0 = [5.1, 5.2, 2.344, 1.799]T

and that a replay attack affects the system for 800 ≤ t < 1200 sec . The replay attack is

evaluated for four different

watermarking signals µk ∼ N (0,M). Moreover, to quantify detection rate and perfor-

mance loss, the following performance indices are used and averaged over 1000 trials.

Ja% =

∑1199
k=800(zk > β))

400
%, Je =

799∑
k=200

||x(k)− xeq||2

600

where Ja defines the attack detection rates while Je is the covariance of the tracking error

signal in the absence of attacks.

The obtained results are summarized in Table 3 and Fig. 15. In Table 3, it is possible to

appreciated that the proposed detection strategy does not affect the controller performance

and that the detection rate remains above 99% for small watermarking signals. On the

other hand, in [11], it is possible to notice that the tracking error covariance is proportional

to the watermarking signal covariance while the detection rate is inverse proportional.

Moreover, in Fig. 15 it is possible to qualitative notice how the tracking error signal

degrades in the presence of a watermarking signal when M = 10. As a consequence,

in [11], the watermarking signal must be properly designed to achieve the best compromise

between detection rate and performance loss, while in the proposed solution such drawback

is not present.

3.3.3 Covert Attack

In this section, the proposed detection scheme is validated by showing its effectiveness to

detect covert attacks.

The detection performance of the proposed architecture is contrasted with solution pro-

posed in [46]. In particular, we have assumed a plant’s initial condition x0 = [5.1, 5.2, 2.344, 1.799]T

and a covert attack for 300 ≤ t < 350. We have investigated the detector’s performance
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Table 3: Detection rate Ja and tracking error covariance Je for different watermarking
signal covariance M : proposed control architecture vs [11]

Proposed Architecture [11]
M Ja% Je Ja% Je

100 99.72% 3.40× 10−5 92.10% 0.217
10 99.79% 3.40× 10−5 72.91% 0.022
1 99.80% 3.40× 10−5 33.12% 0.002

0.1 99.77% 3.40× 10−5 8.68% 2.21× 10−4
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Figure 15: Tracking error on the first state component e1 := x1 − xeq(1) for M = 10 (top
subplots) and M = 100 (bottom subplots): proposed control architecture vs [11].

Ja =
∑349

k=300(zk>β))

50
for different input attack vectors uak. The experiment results, averaged

over 1000 trials, are summarized in Table 4 while Fig. 16, shows the detection results on a

single run. In Table 4, it is possible to appreciate that the detection rate of the proposed

method is always bigger than the competitor scheme. Moreover, the detection rate of the

proposed scheme drops less significantly of [46] when the magnitude of the input attack

vector is decreased. This finds justification in the used exponential auxiliary function

which results to be very sensitive to even small variations of its inputs. As a consequence,

the proposed detector is more sensitive than the competitor scheme. Finally, in Fig. 16 it
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is possible to appreciate the χ2 signal for the proposed scheme (subplot (a)) and for [46]

(subplot (b)) when ua(k) = [−0.1, −0.1]T . In the proposed solution, the χ2 signal increase

abruptly and detection is achieved instantaneously while in [46], detection is achieved with

some delay. The latter can be mainly explained for the different nature of the auxiliary

system which in our approach is a static function while in [46] is a dynamical system with

its own non-instantaneously dynamics.

Table 4: Detection rate Ja for different input attack vectors ua : proposed detection
strategies vs [46]

Proposed Detector [46]
ua Ja% Ja%

[−0.5,−0.5]T 100% 99.27%
[−0.1,−0.1]T 100% 77.59%

[−0.03,−0.03]T 78.33% 14.20%
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(a) Proposed detection strategy
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(b) Proposed detection strategy in [46]

Figure 16: Covert attack: proposed detection strategy vs [46]
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Chapter 4

A Control Architecture to Detect

and Mitigate FDI Attacks

The control architecture proposed in this chapter is published as a conference paper in

ECC 2019, see [27].

In this chapter, a novel networked control architecture capable of ensuring plant safety

in presence of cyber-attacks on the communication channels is proposed. First, by combin-

ing a coding mechanism and a safety risk detection rule, an attack detection mechanism

local to the plant is designed. Then, a set-theoretic controller is proposed as an emergency

controller whenever an attack is detected and communication channels cannot be trusted.

It is formally proved that the proposed control scheme enjoys plant safety regardless of

any admissible attack scenario. A numerical simulation involving a two-tank water system

is performed with the aim of clarifying the capabilities of the proposed solution.
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4.1 Preliminaries and Definitions

In this chapter, the system model (1) is considered by assuming that entire state vector

is available to the controller directly:

xk+1 = Axk +Buk +Bddk

yk = Inxk

(34)

where k ∈ ZZ+ := {0, 1, . . .}, xk ∈ IRn is the state vector, uk ∈ IRm is the input vector and

dk is a bounded disturbance, i.e.,

dk ∈ D ⊂ IRd, 0d ∈ D (35)

Moreover, set-membership state and input constraints are prescribed as (2) namely, uk ∈

U , xk ∈ X ∀ k ∈ ZZ+ Where U ⊆ IRm and X ⊆ IRn are compact subsets with 0m ∈ U

and 0n ∈ X , respectively.

Attacker

Controller

Detector

Figure 17: Networked control system vulnerable to cyber-attacks
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4.2 Problem Formulation

In this section, first the considered attack scenario is presented and then the problem of

interest is formally stated. By referring to the control architecture in Fig. 17, we model

the plant behavior and controller actions under FDI attacks (14) as follows:

xk+1 = Axk +Bu′k +Bddk (36)

uk = η(x′k, rk) (37)

where, u′k := uk + uak, x
′
k := xk + xak, u

a
k and xak are the attacker input and state signals,

respectively, rk ∈ IRr is the reference signal and η : IRn× IRr → IRm is the function

describing the remote controller logic.

By referring to Fig. 17, it is assumed that an FDI attacks (see Definition 3 and equa-

tion (14)) could affect both the actuation and measurement channels. The attacker aims

to sabotage the tracking controller operations while remaining stealthy. To this end, the

attacker is assumed to be aware of the networked control system operations (plant model

(36) and controller logic (37)). Moreover, disclosure and disruptive (Definition 2) capabil-

ities are assumed on both channels.

Assumption 3. (Controller Side) We assume that a tracking controller 37 is available.

Such a controller, in absence of attacks, satisfies the plant constraints (2) and ensures

tracking of rk. The controller working region, also known as controller DoA is Xη ⊆ X .

Moreover, an observer-based anomaly detector [50] is present in the control side to detect

faults or cyber-attacks in the closed-loop system, see e.g. [8]. 2

Assumption 4. (Emergency Working Configuration) It is assumed that for the

plant (34) there exists, an a-priori defined equilibrium pair (xemeq , u
em
eq ), compatible with the

constraints (2), i.e. xemeq ∈ X , uemeq ∈ U , and acceptable, in terms of plant performance,

under emergency attack scenarios.
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Remark 6. The a-priori defined equilibrium pair is essential in this architecture because

the reference signal is not available to the emergency controller. As a consequence, As-

sumption 4 is instrumental to assure that we can confine the plant’s state trajectory in a

safe region under attack.

Figure 18: Equilibrium point

Two objectives are considered in this chapter. The first is detecting attacks on the

plant side in order to prevent malicious inputs to be applied to the plant and avoid the

existence of undetectable attacks. The second is designing a local safe controller which

can be activated whenever an attack scenario is detected. The aims of this chapter can

be formally stated as follows:

Given the networked control system (36)-(37) (Fig. 17), the state and input constraints

(2) and the attack model (14), the goal is to design a novel control architecture capable of

• (O1) - Detecting cyber-attacks occurrences (14) with the insurance that detection is

accomplished before a harmful input sequence could violate the safety of the plant.

• (O2) - Activating an emergency controller, local to the plant, in response to an

attack scenario detection. Such a controller has only objective of maintaining the

plant safe operations until an attack-free scenario is recovered.
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Next sections provide a solution to (O1) and (O2).

4.3 Proposed Distributed Control Architecture

In what follows, first the proposed control architecture(Fig. 19) and the role of each

subsystem is introduced. Then, the emergency controller and the detector are designed

and their effectiveness is formally proved.

In order to deal with the objectives (O1) and (O2), the standard networked control

system in Fig. 17 is extended as shown in Fig. 19. The proposed control architecture

introduces the following subsystems:

Controller

Detector

Encoder

Emergency

Controller

Safety

Guard
Decoder

Attacker

Figure 19: Proposed Control Architecture

• Encoder and Decoder: These blocks encode and decode the control input vector

uk, respectively, in such a way that the attacker’s disclosure and disruptive resources

on the actuation channel are deceived (detailed discussion in Section 4.3.1);

• Safety Guard: This subsystem detects attack occurrences before compromised

input sequences could affect the plant safety (detailed discussion in Section 4.3.4);
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• Emergency Controller: Such a local controller replaces, under attack, the spa-

tially distributed tracking controller in order to preserve the plant safety (detailed

discussion in Section 4.3.2)

Remark 7. The rationale behind the emergency controller is to keep the plant states in

a safe region. This controller cannot guarantee reference tracking since it does not have

access to reference signal. Therefore, the performance of closed-loop system is degraded

when the emergency controller is applied (under attack), but the safety is guaranteed.

The rationale behind the proposed architecture can be briefly summarized as follows: it is

assumed that attackers have disclosure and disruptive resources on both channels. Conse-

quently, the considered networked control system is prone to advanced stealthy attacks [19]

in which the detection task is impossible to be achieved regardless of any anomaly detec-

tor employed in the Control Center [9]. Following this reasoning, it is important to add

an active component on the plant side of the network to limit the attacker’s disruptive

capabilities on at least one of the communication channels. In this respect, the inspiration

is taken from the sensor coding ideas in [13] to propose a novel coding/decoding scheme

(Encoder and Decoder) that is applied on the actuation channel. Moreover, under at-

tack scenarios of arbitrary length, the communication channels cannot be trusted and the

only way to ensure plant safety is to have a local Emergency Controller to be activated

whenever attacks are detected. Such a controller cannot be aware of the reference signal

rk; therefore, its objective is only to maintain the plant safety until an attack-free scenario

is re-established. Finally, to ensure safety regardless of any attack scenario, an attack

detector module is added, namely Safety Guard, on the plant side. This module will

trigger the safety controller any time an attack scenario is detected.

Next sections are devoted to design each component of the proposed control architec-

ture:
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4.3.1 Encoder and Decoder

The encoder block is placed between the tracking controller and the communication

network. It performs two main tasks:

• The control signal vector uk is extended with an auxiliary random vector, namely

uek := [u1,e
k , . . . , up,ek ]T ∈ IRp with p ∈ ZZ+;

• A random invertible matrix, namely Ωk ∈ IRm+p, is applied on the augmented input

vector uaugk := [uTk , u
e
k
T ]T

Such actions produce in outcome the randomized input vector urk

urk = Ωk

uk
uek


︸ ︷︷ ︸
uaugk

(38)

which is transmitted through the network.

On the other hand, the decoder subsystem, placed between the communication channel

and the plant, reconstructing the input signal on the plant side, namely u′k, starting from

the received signal urk
′ := urk+uak. In particular, u′k is recovered as follows: first the received

augmented signal, namely uaugk
′ := [u′k

T , urk
′T ]T is determined

uaugk
′ = Ω−1

k urk
′ =

u′k
uek
′

 (39)

then, the first m components of uaugk
′, namely u′k, are the input commands applied to the

safety guard.

Remark 8. It is important to justify why the proposed coding scheme is effective to com-

promise the attacker’s capabilities on the actuation channel. Since the attacker is aware

of the plant model (36) and tracking controller logic (37), the performed coding operations
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(38) generates a random input vector urk which contains more components than the actual

control signals uk and where none of the components resembles the real input signal. As

a consequence, although, the attacker knows uk and can read the transmitted urk, he/she

cannot infer which component is meaningful. Moreover, even-tough, the attacker can in-

ject an arbitrary input vector uak, it cannot a-priori understand which component of urk

will be affected. As a consequence, stealthy attacks on both input and output channels are

prevented [9], [10]. In the proposed architecture, the detector and the safety guard are

spatially distributed, see Fig. 19. In such a scheme, even if the detector detects the pres-

ence of attacks, it cannot securely inform the plant. In this regard, the introduced coding

scheme can be also useful to embed such information in the auxiliary inputs. Please refer

to Section 4.3.4 for further details. 2

Remark 9. It is worth mentioning that the above coding/decoding scheme works under

the assumption that the matrix Ωk is the same for both the encoder and decoder. A possible

way to do so is to assume that the matrix is generated from a pseudo-random algorithm

which is initialized by a seed number that is secretly off-line shared between encoder and

decoder [48]. 2

4.3.2 Emergency Controller

In this section, a possible implementation of an emergency controller is proposed and it

can be activated whenever the received control signals u′k cannot be trusted. The controller

aims to keep the plant within a safe region which is shaped by the plant state and input

constraints (2) and to drive the state trajectory towards the emergency equilibrium point

(xemeq , u
em
eq ) (see Assumption 4).

Hereafter, the proposed solution is based on an MPC idea exploiting set-theoretic

arguments [40], [51]. Such a regulator is chosen for its capability of dealing with both

state and input constraints, and for its modest computational demand during the on-

line operations [40], which guarantees that the resulting control scheme can be executed

43



within a small sampling time interval. Nevertheless, it is important to remark that other

constrained/robust controllers [52] could be successfully employed instead of the one here

proposed.

The proposed controller [40] exploits two main ingredients: a RCI region and a family

of robust one-step controllable sets. A detailed explanation on how to design this MPC

controller can be found in sections 2.3 and 2.3.1.

The stopping condition for enlarging DoA of emergency controller is
⋃N
i=0{Ti} ⊇ Xη

which guarantees that the emergency controller has a DoA that is bigger or equal to the

primary tracking controller (37) and as a consequence, the emergency controller can be

safely activated starting from any plant condition xk ∈ Xη. Further details are provided

in Section 4.3.4.

Figure 20: The one-step controllable sets

Remark 10. According to the recursion (23), if the current state xk ∈ Ti, 1 ≤ i ≤ N,

then there exists (by construction) an admissible control input capable of steering the one

step evolution within the successor of the current set, i.e. xk+1 ∈ Ti−1 as shown in Fig.
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20. Therefore, starting from any state xk ∈
⋃N
i=0{Ti}, the state trajectory of the system

can be steered in at most N steps in the terminal region and uniformly ultimately bounded

within it. As a consequence,
⋃N
i=0{Ti} ⊆ X represents the total DoA of the emergency

controller. 2

As long as the actual online computation of the emergency controller action, namely

uemk , is concerned, this can be obtained by resorting to the following receding-horizon

computation algorithm, where J(xk, u) denotes a generic convex cost function of interest:

Emergency Set-Theoretic Controller (E-STC)

Off-line computations: {Ti}Ni=0, Xη ⊆
N⋃
i=0

Ti ⊆ X

On-line computations: uemk

1: Find the smallest set index ik containing xk, i.e.

ik := min{i : xk ∈ Ti}

2: if ik == 0 then uemk = g0(xk, x
em
eq )

3: else

uemk = arg min
u
J(xk, u) s.t. (40)

Axk +Bu ∈ T̃ik−1, u ∈ U (41)

4: end if

5: k ← k + 1 goto Step 1

where J(xk, u) is any convex cost function of interest. It is important to notice that

for the E-STC controller the main computational demand is due to the optimization

(40)-(41) which turns out to be a convex optimization solvable in polynomial time.
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4.3.3 One-step attack-safe region

In this section, the concept of one-step attack-safe region for (36) is introduced and

characterized.

Definition 12. (One-Step Attack Safe) The system (36) is said one-step attack-safe

under the action of the controller and regardless of any FDI attack scenario and disturbance

realization, iff its one-step evolution, namely x+, will remain confined withing the controller

domain of attraction Xη, i.e.

x+ := Axk +Buk +Bddk ∈ Xη, ∀ dk ∈ D (42)

Figure 21: One-step attack safe region

Proposition 3. Let us consider the networked control system (36)-(37), the state and

input constraints (2), the tracking controller domain of attraction Xη, and the current

state vector xk. The plant’s state space evolution is guaranteed to be one-step attack-safe,

regardless of any FDI attack and disturbance occurrences, i.e. x+ ∈ X , if the current state
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xk belongs to S defined as follows:

xk ∈ S := {x ∈ X : Ax ∈ (Xη ∼ (BU ⊕ BdD))} (43)

Proof. In an attack-free scenario (uk ≡ u′k and xk ≡ x′k), the controller logic ensures that

uk ∈ U produces a one-step ahead evolution satisfying (42). Nevertheless, under a generic

FDI attack scenario on the channels, e.g.

urk
′ = urk + uak

x′k = xk + xak

(44)

Either with an attack on the state or on the actuation channel, the control input u′k

received by the plant might be compromised and produces a plant evolution x+ which is

not expected (42) and a-priori unknown. It is only reasonable to assume that, for physical

limitations on the power deliverable by the actuators, any input applied to the plant will

be bounded within U .

Then, starting from the current state xk, it is possible to characterize the set of all

admissible one-step ahead state evolutions as follows:

X+(xk) = {x+ ∈ IRn : ∃u ∈ U , ∃d ∈ D s.t. x+ = Axk +Bu+Bdd } (45)

which can be rewritten in terms of minkowsky/pontryagin set sum as:

X+(xk) = Axk + (BU ⊕ BdD) (46)

Starting from (46), we can write the set of one-step ahead safe states S as

S := {x ∈ X : Ax+ (BU ⊕ BdD) ⊆ Xη} (47)
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which can be rewritten by using minkowsky/pontryagin set difference as

S := {x ∈ X : Ax ∈ (Xη ∼ (BU ⊕ BdD))} (48)

concluding the proof.

The set S will be hereafter used by the safety guard module to ensure that attack

detection can be achieved at least one step before the attack could violate the safety of

the plant.

4.3.4 Safety Guard

In this subsection, all the previous developed ingredients i.e.

• Control Center (Assumption 3);

• Encoder and Decoder scheme (4.3.1);

• Emergency Controller (4.3.2).

• One-step attack-safe region S (4.3.3);

are collected to develop a Safety Guard which aims at preventing the plant from reaching

unsafe configurations, i.e. xk /∈ X regardless of any attack scenario. To this end, first the

safety guard operations are described, then its effectiveness is proved.

The Safety Guard must activate the emergency controller as soon as a safety risk is

detected, and must restore the normal plant operation when an attack-free scenario is re-

covered. Although the emergency controller can be activated instantaneously, the recovery

phase should be done carefully to prevent that switching attacks [53] could produce insta-

bility. In the switching system related literature, this problem is well-known and different

solutions, based on the concept of dwell-time, have been proposed e.g. [54]. A guaranteed,

although not optimal, dwell-time τ ∈ ZZ+ can be straightforwardly obtained by considering
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a waiting time(dwell-time) equal to the number of one-step controllable set regions, i.e.

τ ≥ N.

The Safety Guard pseudo-algorithm can be summarized as follows:

Safety Guard (SG) - ∀k

Configuration: dwell-time:=τ ≥ N

Initialization: attack-flag=0, counter=0.

Output: Control input applied to the plant uplantk

1: if (uek
′ 6= uek || xk /∈ S || uk /∈ U) then

2: attack-flag=1, counter=0;

3: else

4: if (attack-flag==1) then counter=counter+1;

5: else counter=0;

6: end if

7: end if

8: if (attack-flag==1 & counter< τ) then

9: . (Emergency Controller)

uplantk = uemk

10: else . (Tracking Controller)

uplantk = u′k

11: end if

Remark 11. It is important to underline that the attack detection rules uek
′ 6= uek in Step
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1 of SG is sufficient to trigger an alarm for attacks on both the input and state vectors.

While the firsts are straightforward in virtue of the adopted coding and decoding scheme

(see 4.3.1), the seconds need to be further explained. In this chapter, the nature of the

anomaly detector module in the Control Center is not specified (see Assumption 3) but

a novel control architecture is proposed where secret information can be shared from the

controller to the safety guard (see Remark 8). Therefore, if an attack is detected on the

controller-side, a simple way to trigger a flag is to create a “fake” attack on the command

signal. This will have the straightforward consequence of triggering the attack detection

rule uek
′ 6= uek.

Proposition 4. By considering the networked control system (36), the tracking controller,

the emergency controller algorithm (E-STC), the one-step attack-safe region (48), and

the encoder and decoder (38)-(39) functions. The Safety Guard (SG) algorithm provides

a solution for the objectives (O1) and (O2).

Proof. By collecting all the above developments, it is straightforward to prove that no

admissible FDI attacks can put in risk the safety of the plant without being detected (O1).

Indeed, in virtue of the nature of the one-step attack safe region S (Section 4.3.3), in the

worst-case, any attack is detected one-step before it could harm the plant (see the attack

detection rule xk /∈ S in the Step 1 of SG algorithm). Moreover, since the emergency

controller E-STC contains, by construction, the domain of the tracking controller Xη and

the safe region S, it can be safety activated regardless of the current state of the plant

xk ∈ S. Moreover, the dwell-time condition τ ≥ N ensures that the recovery of normal

plant operation can be attempted only when the state of the system is surely contained

withing the E-STC terminal region (see Remark 10). The latter limits the maximum

admissible rate of switching attacks and, as a consequence, no attacks can bring the state

of the system outside of the safety region (O2).
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Figure 22: Two-Tank water system

4.4 Simulation Example

The two-tank water system [55] depicted in Fig.22 is here used to show the effectiveness

of the proposed control architecture against cyber-attacks. The plant consists of two

tanks, denoted with T 1 and T 2, which water’s levels are h1 and h2, respectively. The

input vector is u =

[
up, ul, uu

]T
, where up is the command input that regulate the valve

injecting water within T 1, while ul and uu are the lower and upper valves between T 1

and T 2. The state-space vector of the system contains the water’s levels of both tanks,

namely x =

[
h1, h2

]T
. The continuous-time nonlinear model of two-tank water system

is linearized and discretized [56] using a sampling time Ts = 1 and the equilibrium pair

xeq =

[
0.4, 0.06

]T
, ueq =

[
0.48, 0.75, 0.2

]T
. The resulting discrete-time linear model (34)

is governed by the matrices:

A =

0.9931 0.0035

0.0068 0.9823

 , Bd = −

0.9966

0.0034

× 10−3

B =

0.0081 −0.0032 −0.0034

0 0.0032 0.0034


(49)
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where the bounded disturbance d ∈ D = {d : −10−3 ≤ d ≤ 10−3} models possible model

mismatches and/or disturbance outflows. Notice that, in what follows, for sake of clarity,

constraints, vectors, regions and figures are w.r.t. the linearized model.

The following state and input constraints are assumed:

U : −0.5≤up≤1.5, −0.25≤ ul≤1.75, −0.8≤ uu≤1.2

X : 0.02 ≤ h1 ≤ 0.60, 0.02 ≤ h2 ≤ 0.60

(50)

Since the objective of the conducted simulations is to investigate the behavior of the

proposed architecture in the “worst-case” scenario, we assume that the anomaly detector

module is not available in the Control Center. The Command Governor in [56] is used to

ensure constraints satisfaction. In the following simulations, the reference water levels are

r = [0.4, 0.3]T and the emergency working condition (see Assumption 4) is

xemeq = [0.2525, 0.2834]T , uemeq = [0.5, 0.5, 0.5]T (51)

According to the proposed architecture, to design the Emergency Controller, first the

terminal state feedback controller is computed:

uem0 = K0(x− xemeq ) + uemeq , K0 =


−26.040 −13.073

4.903 −23.680

5.209 −25.160


and the associated RPI region (see the green region in Fig. 25). Then a family or robust

one-step controllable sets has been determined to cover the tracking controller domain

Xη := X . In particular a family of 71 sets, {Ti}71
i=0, has been computed (see Fig. 25).

Finally, an encoder by using 3 auxiliary inputs is designed, e.g. p = 3.

In the sequel, two different attack scenarios are investigated: “Attack on the Actuation

Channel” and “Stealthy Attack on the Measurement Channel.”
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Figure 23: Case A: States Evolution

4.4.1 Attack on the Actuation Channel

In the first scenario, the attacker performs an FDI attack on the actuation channel. The

attack scenario can be summarized as follows:

Attack (Case A) :


Start k = 200

End k = 225

Action urk
′ = urk + uak

Where uak =

[
1, 1, 1, 1, 1, 1

]T
is the attack control signal. The simulation results are

shown in Fig. 23. It is shown that for k < 200 the tracking controller, starting from

x0 = [0.2, 0.2]T , is capable to steer the states of the system towards the desired reference.

At k = 200, an FDI attack on the input is attempted. Nevertheless, since the attacker

is not aware of randomness of the proposed encoding/decoding scheme, its presence is

trivially instantaneously detected by the safety guard because ue200
′ 6= ue200, see Step 1 of

the SG algorithm. The latter, has the consequences of activating the E-STC emergency

controller (see Step 9 of the SG algorithm) and the tracking control action until safety

of the channel and of the plant are re-ensured (i.e counter≤ 71 and attack-flag=0). The

controller E-STC, activated at k = 200, is capable of steering the plant trajectory xk,
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without violating the plant constraints, within the safety RPI region T0 at k = 220.

Finally, at k = 271, since the condition in Step 10 of SG is satisfied and the input attack

is terminated, the networked tracking controller is resumed and the plant starts tracking

again the reference signal.

4.4.2 Stealthy Attack on the Measurement Channel

In the second scenario, the attacker performs an FDI attack on the state measurements,

and it is assumed that there is no detector in the Control Center. The attack scenario is

the following:

Attack (Case B) :


Start k = 200

End k = 350

Action x′k = xk + xak

where xak =

[
0.2, 0.2

]T
is the bias injected. The simulations results are collected in Figs.

24-25. Since it is assumed that there is no detector in the Control Center, the attack cannot

be revealed neither by the control center nor by the proposed input encoding/decoding

scheme. Nevertheless, it is proved (see Proposition 4) that no attacks can harm the

plant while remaining undetected. The latter still holds true in the considered worst-case
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Figure 25: Case B: State Trajectory. The state trajectory can be divided in 4 phases:
phase (I) - the networked tracking controller is active (blue line), phase (II) - an FDI
attack is started but not yet detected (red line), phase (III) - the attack is detected and
E-STC is activated (green line), phase (IV) - the attack is over and the tracking controller
is reactivated (blue line).

scenario and this is testified by the state trajectory shown in Fig. 25 which is confined

withing the plant state constraints. In particular, the attack starts at k = 200 and its

consequence is that the tracking controller (misleaded by the received corrupted state

measurements) starts bringing the state of the system outside of the admissible state

space region (red trajectory in Fig. 25). This is not revealed until k = 306 when the safety

condition x306 /∈ S (Step 1 of the SG algorithm) is violated. Therefore, At k = 306 the

attack detection is accomplished and the safety controller is activated. Finally, similarly

to what commented for the first scenario, the state trajectory, at k = 361, first safely

reaches the emergency RPI region (see green region in Fig. 24) and then, at k = 378, the

tracking controller is re-activated.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

In this thesis, the problem of detecting and mitigating of FDI attacks in networked control

systems was considered. In the introduction, existing solutions to the attack detection

problem were explained and their advantages and disadvantages were highlighted. Due to

the importance of the research topic and the drawbacks of the available methods in the

literature, two novel control architectures were proposed in order to detect FDI attacks

affecting networked control systems.

In Chapter 3, the watermarking and moving target detection ideas are jointly exploited

to design a novel architecture capable of detecting FDI attacks. Contrary to watermarking

idea in [11], where the watermarked input affects the system performances, our solution

does not suffer from the same drawback. As a consequence, while in [11], the watermarking

signal must be chosen to obtain the best trade-off between detection and performance, in

our architecture the amplitude is a free design parameter that can be tuned to achieve

the desired detection rate. With respect to existing covert detection solutions, namely

moving target/auxiliary system [15,16], our approach has the advantages of using a static

auxiliary system that its dynamics are not coupled with the physical plant dynamics or

with the detection mechanism. As a consequence, it can be installed on the existing
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NCS without having to affect the existing communication infrastructure, estimation or

detection schemes. Finally, simulation results for a four tanks system was shown to testify

the effectiveness of the proposed architecture and its advantages against the competitor

schemes.

In Chapter 4, first, we propose a detection scheme based on auxiliary inputs in order to

deteriorate the disclosure and disruption resources of the attacker. Then, a safety guard is

proposed to switch the plant’s controller to a local emergency controller whenever an attack

is detected or safety conditions of the plant are at risk. Although the local controller cannot

guarantee reference tracking, its aim is to guarantee the plant constraints satisfaction until

an attack-free scenario is recovered. Such a controller has been designed by resorting to a

set-theoretic MPC scheme capable of steering the state of the system within an RCI region

centered in a-priori defined emergency equilibrium point. Finally, numerical results on a

two tanks water system are provided to show the effectiveness of the proposed architecture.

5.2 Future Work

Some suggestions for future research in this area are outlined below:

• In chapter 3, an auxiliary system is proposed for attack detection. In particular, the

required conditions for an effective auxiliary system were defined. Nevertheless, it

did not propose how to optimize the design of the auxiliary function to maximize

the detection sensitivity.

• The architecture proposed in chapter 3 suffers from lack of the mitigation actions.

Designing a controller for attack compensation can be another extension to this

work.

• In chapter 4, once the safety guard decides to switch to the emergency controller,

we have to wait until the plant’s states converge to the terminal region. In other

words, we have to wait for N steps; however, the attack might be removed before
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the waiting time. The recovery procedure can be optimized by designing a real-time

monitoring to recover the normal behavior as soon as possible.
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