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Abstract

Cooperative Communications for 5G Wireless Networks and Beyond.

Phuc Huu Dinh

Cooperative communication is an appealing technique stemming from the information-theoretic

notion of cooperative diversity and having gradually evolved into a mainstream design paradigm in

4G LTE-Advanced. By exploiting cooperation among multiple transmission/reception nodes the

technique reveals tremendous benefits, both in theoretical research and practical deployment, to

enhance network performance in terms of throughput, reliability, latency, and network coverage.

Due to these desirable attributes, it is expected that the technique will continue to be utilized in

the coming generations of wireless networks. However, a major challenge to enable cooperative

communication in the context of 5G and beyond is the advent of new wireless technologies and

network architectures. The emergence of these technologies, on the one hand, enables a plethora of

new applications. On the other hand, they entail new network operational constraints, which hinders

the cooperation among network nodes. To address this challenge, it is crucial to study cooperative

communication in specific network scenarios where these new technologies are employed to gain

new insights their impact on in-network cooperation. Motivated by this, the thesis studies the role

of cooperative communication in two futuristic network scenarios, encompassing two novel wire-

less technologies, namely non-orthogonal multiple access (NOMA) and unmanned aerial vehicles

(UAVs).
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Chapter 1

Introduction

In this chapter, we provide the background knowledge of two core technologies that are used in

this thesis, namely non-orthogonal multiple access and coordinated multipoint. Then, a summary

of our contributions in this thesis is presented.

1.1 Non-orthogonal Multiple Access (NOMA)

1.1.1 Evolution of multiple access techniques

Since the first generation (1G) of wireless networks, engineers and scientists have been explor-

ing novel techniques for users to effectively access the shared wireless channel. These techniques

are collectively referred to as multiple (or channel) access methods. Throughout the evolution of

wireless networks, each generation is usually associated with a signature multiple access technique

as depicted in Fig. 1.1, from frequency division multiple access (FDMA) in 1G, time division mul-

tiple access (TDMA) in 2G, code division multiple access (CDMA) in 3G to orthogonal frequency-

division multiple access (OFDMA). These multiple access methods are chosen to be compatible

with the other underlying techniques and the specific requirements for each generation. However,

a common trait of these pre-5G channel access is that they are all orthogonality-based. In other

words, the users access the channel via orthogonal times/frequencies/codes to avoid multiple access

interference. For this reason, this type of multiple access methods is generally called orthogo-

nal multiple access (OMA) However, as future wireless networks are expected to enable a variety
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of new applications, which can be categorized into enhanced Mobile Broadband (eMBBB), mas-

sive Machine Type Communications (mMTC), and Ultra-Reliable Low Latency Communications

(URLLC) [1], the number of orthogonal resource blocks gradually become inadequate to accommo-

date a large number of users and applications, which inspired the advent of non-orthogonal multiple

access (NOMA).

Generally, NOMA can be classified into code-domain NOMA and power-domain NOMA [2].

However, in the scope of this thesis, we limit of investigation to power-domain NOMA, which

generally provides more tractable analytical framework, as a starting point to facilitate the incor-

poration of cooperative communications. The joint study of code-domain NOMA and cooperative

communications should be interesting and is left for future works.

The operation of power-domain NOMA is illustrated in Fig. 1.2 for two users. Additionally,

we illustrate OMA (FDMA) as a comparison. To enable transmission for two users in the same fre-

quency (time), the BS applies superposition to multiplex the two transmitted signals with a certain

power coefficient. Then, at the user end, the user with higher channel gain apply successive inter-

ference cancellation (SIC) to cancel the interfering signal of the other users and can detect its signal

interference-free; on the other hand, the user with lower channel gain will treat the other user’s sig-

nal as noise and decode its signal. Power-domain NOMA has been proven to significantly enhance

network performance in terms of user fairness, coverage and capacity due to its ability to multiplex

multiple transmitted signals into the same resource block and decode them at the receivers 1

1.1.2 SINR analysis of multi-user NOMA networks

We hereby introduce a basic downlink analysis for a general multi-user NOMA-based commu-

nication system. We focus on downlink communications. Our objective is to derive the expression

of SINR, which is one of the most important metrics in wireless communication systems. Note

that some other important metrics, including achievable rate, outage probability, and coverage can

be derived directly as functions of SINR. We consider downlink communications including one BS

and a set N of users, indexed by {1,2...N}. Without loss of generality, we assume these users

have descending channel gains, e.g, | h1 |2≥| h2 |2≥ ... ≥| hN |2, where hk,∀k ∈ N is the channel

1Note that in the remaining of this thesis, the term "NOMA" implies power-domain NOMA for convenience.
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Figure 1.1: Illustration of OMA techniques from 1G to 4G.

Figure 1.2: Illustration of 2-user power-domain NOMA as compared to OMA (FDMA).

coefficient of user k. As aforementioned at the BS, all the intended signals for the users are encoded

into one super-positioned signal using SC. The encoded signal after SC can be written as follows

s =
N

∑
i=1

√
Pisi, (1.1)
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where Pi is the power allocated to user i. Note that in order to successfully decode the signals using

SIC, the following condition on power allocation must hold.

P1 ≤ P2 ≤ ...≤ PN , (1.2)

In other word the allocated power has an inverse relationship to the channel gains. After broadcast-

ing s, the received signal at users k can be written as follows

yk = hk

N

∑
i=1

√
Pisi +nk, (1.3)

Where nk is AWGN (assuming to be zero-mean and unit-variance for simplicity). According to

NOMA principle, users k decodes and cancels the signals of all the users that have lower channel

gains while treating the signals of the other users as noise to decode its own message. After SIC is

applied, the SINR for user k to decode its own message is as follows

SINRk =
Pk | hk |2

k−1
∑

i=1
Pi | hk |2 +1

(1.4)

and the SINR for user k to decode the intended message for user l (l > k) can be written as follows

SINRk→l =
Pl | hk |2

l−1
∑

i=1
Pi | hk |2 +1

(1.5)

User clustering for NOMA: One important notice is that although the concept of NOMA can be

applied to any number of users, it is a common practice to keep the number of non-orthogonal users

small. The reason is that perfect SIC is not usually the case in practice. At each user, the impact of

imperfect SIC to decode one user’s message will propagate more errors for all the messages decoded

for the other users that have higher channel gains, resulting in high bit error rates on all the users.

This effect is called error propagation and is more severe as the number of users increases. Hence,

it is more practical to assign a small number of users to a NOMA group and use OMA over different

NOMA groups.
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1.2 Coordinated multipoint (CoMP)

1.2.1 CoMP as a core technology in 4G

Coordinated multipoint (CoMP) is one of the widely used wireless technologies that leverage

the concept of cooperative communication [3]. As opposed to SISO, where only one communi-

cation channel is established between a user and a base station or conventional MIMO, which is

still susceptible to path loss, CoMP can offer resistance to both small-scale fading and path loss, as

depicted in Fig. 1.3. The operating principle of CoMP is interference mitigation across multiple

transmission/reception points. Furthermore, with proper cooperation among multiple transmission

points, signals from different points may also be exploited as constructive signals to enhance recep-

tion diversity of cell-edge users. With these attributes, CoMP has been standardized by 3GPPP and

adopted in 4G LTE Advanced. For 5G and future networks, the study of CoMP has become timely

with the emergence of a variety of network architecture, including heterogeneous networks (Het-

Nets) [4], cloud radio access networks (C-RAN) [5], or UAV-assisted wireless networks [6]. These

types of networks have different topologies and operational constraints for which the application of

conventional CoMP in LTE networks is not straightforward.

Figure 1.3: CoMP vs SISO vs MIMO

1.2.2 Different types of CoMP

Generally, there are three types of CoMP as illustrated in Fig. 1.4

Joint transmission (JT): the technique resorts to joint transmissions of multiple transmission

points to replace interfering signals with meaningful signals. This technique is particularly useful

5



to improve received signals at cell-edge users. The technique requires the requested data to be

available at all transmission points.

Coordinated scheduling/coordinated beamforming (CS/CB): the origin of CS/CB techniques

can be traced back to the SINR level problem, whose objective is to maximize the minimum SINR.

While CB determines the power or beamforming coefficients to achieve a higher common SINR, the

CS approach clusters the transmission points and determine among that which transmission points

serving which users.

Dynamic point transmission (DPS): the technique has the lowest complexity among all the

other CoMP-based technique. The users in DPS may simply change its association to the access

point based on its channel gain.

Figure 1.4: Different types of CoMP

1.3 Contributions

Our first major contribution is to study the performance of cooperative non-orthogonal multi-

ple access (C-NOMA), a fusion of NOMA and cooperative communications in a cellular downlink

system. The system model consists of a base station (BS) serving multiple users, where users with

good channel quality can assist the transmissions between the BS and users with poor channel qual-

ity through either half-duplex (HD) or full-duplex (FD) device-to-device (D2D) communications.

6



We formulate and solve a novel optimization problem that jointly determines the optimal D2D user

pairing and the optimal power control scheme, where the objective is maximizing the achievable

sum rate of the whole system while guaranteeing a certain quality of service (QoS) for all users. The

formulated problem is a mixed-integer non-linear program (MINLP) which is generally NP-hard.

To overcome this issue, we reconstruct the original problem into a bi-level optimization problem

that can be decomposed into two sub-problems to be solved independently. The outer problem is a

linear assignment problem which can be efficiently handled by the well-known Hungarian method.

The inner problem is still a non-convex optimization problem for which finding the optimal solu-

tion is challenging. However, we derive the optimal power control policies for both the HD and the

FD schemes in closed-form expressions, which makes the computational complexity of the inner

problems polynomial for every possible pairing configurations. These findings solve ultimately the

original MILNP in a timely manner that makes it suitable for real-time and low latency applica-

tions. Our simulation results show that the proposed framework outperforms a variety of proposed

schemes in the literature and that it can obtain the optimal pairing and power control policies for a

network with 100 users in a negligible computational time.

Our second major contribution is that we investigate cooperative downlink transmissions in a

wireless communication system enabled by a swarm of unmanned aerial vehicles (UAVs) which are

spatially dispatched to cooperatively deliver requested contents to ground users. First, we propose

a communication scheme that exploits the flexible deployment of UAVs as well as their cooperative

transmissions to improve in-network user admission. Unlike previous literature, a practical oper-

ational constraint of limited storage capacity for UAVs is considered. Then, from the knowledge

that cooperation among UAVs depends on the availability of the contents in their limited storage

space, we propose a novel joint optimization problem to determine the content placement, location

planning, user admission decision and transmit beamforming to maximize the number of users ex-

periencing a minimum required rate, so-called admitted users. Since the formulated problem is a

mixed-integer non-linear program which is generally non-deterministic polynomial-time hard, we

proposed a framework that is developed on the basis of difference-of-convex (DC) programming to

transform the original problem into a series of approximate convex problems which can be itera-

tively solved until convergence. Our extensive simulation results reveal that the proposed scheme

7



outperforms other schemes that have been introduced in previous work and reflect a notable trend

that deploying more cooperative UAVs with fewer resources (power and storage capacity) is more

efficient than deploying fewer UAVs with more resources. In particular, in one of our collected re-

sults, the total communication power can be reduced by roughly 40 dB when doubling the number

of cooperative UAVs.
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Chapter 2

A Low-Complexity Framework for Joint

User Pairing and Power Control for

Cooperative NOMA in 5G and Beyond

Cellular Networks

2.1 Introduction

2.1.1 Motivation

The total data traffic is expected to become about 49 exabytes per month by 2021, while in 2016,

it was approximately 7.24 exabytes per month [7]. With this dramatic increase, fifth-generation (5G)

networks and beyond must urgently provide high data rates, seamless connectivity and ultra-low

latency communications [8–10]. In addition, with the emergence of the Internet-of-things (IoT) net-

works, the number of connected devices to the internet is increasing exponentially [11,12]. This fact

implies not only a significant increase in data traffic, but also the emergence of some IoT services

with crucial requirements. Such requirements include higher data rates, higher connection density

and ultra reliable low latency communication (URLLC). Hence, traditional radio-frequency (RF)

9



networks, which are already crowded, are unable to satisfy these high demands [13]. Network den-

sification [14, 15] has been proposed as a solution to increase the capacity and coverage of 5G net-

works. However, with the continuous dramatic growth in data traffic, researchers from both industry

and academia are trying to explore new network architectures, new transmission techniques and new

communication technologies to meet these demands. Among the new communication technologies

that have been proposed as auspicious solutions for 5G and beyond are non-orthogonal multiple

access (NOMA), device-to-device (D2D) communication, half duplex (HD) and full-duplex (FD)

communications.

NOMA is capable of supporting more users than the number of available orthogonal resources

[2], thereby leading to higher spectral efficiency and user fairness when compared to standard or-

thogonal multiple access (OMA) techniques.1 The principle of NOMA leverages the concept of

superposition coding (SPC) at the transmitter, to multiplex users in power-domain, and successive

interference cancellation (SIC) at the receiver [16]. However, as a standalone technique, NOMA

still cannot adequately fulfil the demanding specifications of 5G networks and beyond. In fact, an

inherent limitation of NOMA lies in the requirement that the allocated power to a user with poor

channel conditions needs to be high for successful decoding of the superimposed signal. This re-

quirement generally reduces the spectral (and power) efficiency since the poor channel will absorb

a large portion of the available power budget. Thus, recent research trends aim to modularize and

integrate NOMA with other advanced and 5G-enabled techniques, such as multiple-input-multiple-

output (MIMO) [17], hybrid automatic repeat request (HARQ) [18], and device-to-device (D2D)

communications [19].

A recent appealing extension for NOMA is cooperative NOMA (C-NOMA), taking advantage

of desirable attributes of NOMA, FD/HD, and D2D communications. For a practical scenario, each

user with a high channel gain, which is referenced as strong user, can act as relay to assist com-

munications between the transmitter and a user with a poor channel gain, which is referenced as

weak user. Each weak user can then combine both signals coming from the transmitter and from the

associated strong user. The novelty of C-NOMA revolves around adding the D2D communication

1In this chapter, the term "NOMA" is restricted to power-domain NOMA as distinct from its code-domain NOMA
counterpart.
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factor as a new degree of diversity to the direct downlink transmission. Intuitively speaking, each

weak user can receive its message either from the BS or from another user, depending on which one

is more favorable.

2.1.2 Literature Review

The performance gain of NOMA comes at the expense of design complexity. Therefore, ex-

tensive performance analysis and efficient performance optimization scheme under a wide range of

network scenarios have been studied in [20–29]. In [20], the authors presented the basis of NOMA

and the relations of NOMA to a few network paradigms such as MIMO or cognitive radio (CV).

As a major aspect of NOMA literature, resource allocation for NOMA-based networks are investi-

gated in [21–25]. To mitigate the impact of error propagation due to imperfect SIC and to reduce

the overall complexity, pairing (and clustering) is essential for networks that have large number of

users. Motivated by this, optimal pairing policy for NOMA has been studied in [26–28]. User pair-

ing does not only offer enhanced scalability and modularity for system optimization but also entails

potential usage of D2D communications among users to further enhance system throughput, energy

efficiency and fairness. Optimal pairing scheme for sum-rate maximization for multi-user NOMA

networks has been proposed in [30]. Thus, the literature on NOMA is considered rich, yet NOMA

still cannot adequately fulfil the demanding specifications of 5G networks and beyond in terms of

high data rates and massive connectivity.

By combining NOMA with HD/FD and D2D communications, C-NOMA takes the advantage

of the SIC process combined with decode-and-forward procedure at users with high channel con-

ditions to increase the reception diversity at the users that experience severe channel fading, and

hence increasing the total throughput [31]. As opposed to NOMA, the research on C-NOMA is

still far from being mature. One observation is that both the pairing policy and the power allo-

cation scheme of C-NOMA systems are not a direct inheritance of those of conventional NOMA.

One of the key challenges of investigating C-NOMA lies in the complicated achievable rate expres-

sions which capture the characteristics of NOMA as well as the HD/FD decode-and-forward proce-

dures. Specifically, the achievable rate of a given user within a C-NOMA system is a non-concave

and non-differentiable function, which hinders the direct application of derivative-based numerical
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optimization frameworks [32]. In [33–37], the performance of C-NOMA, measured in terms of

outage probability, error performance and capacity, were investigated. However, these works fo-

cused mainly on two-user setting for simplicity and tractability purposes. In addition, the adopted

performance metric is the max-min achievable rate, which is known to be bandwidth-inefficient

since the majority of resource is allocated to the user with poor channel gain to maintain fairness.

A limited amount of works in the literature have formally studied the performance of multi-user

C-NOMA [38–41]. In [38, 39], the authors studied the performance of C-NOMA in terms of out-

age performance. However, these works have either employed random or heuristic distance-based

pairing, which limits the performance gains of C-NOMA. Additionally, in [39], simultaneous wire-

less information and power transfer was integrated with a C-NOMA system to reduce the energy

consumption at the users. However, the pairing policy and power allocation problem were not inves-

tigated. Recently, Obeed et al, [41] studied the joint problem of user pairing and power allocation

with HD links and a fixed relaying power for hybrid radio-frequency (RF) and visible light commu-

nication (VLC) systems. However, assuming a fixed relaying power is not a practical assumption for

realistic scenarios. In fact, assuming that the strong user uses the maximum allowed relaying power

is technically unappealing, since power at user devices is in general small, the energy efficient of

C-NOMA schemes should be considered carefully instead of assuming fixed powers at the relaying

devices.

2.1.3 Contributions

We investigate in this chapter the performance of C-NOMA in a cellular downlink system that

consists of a BS that wants to serve multiple users within a region of service. In this system, users

that have the capability of either HD or FD communications can assist the transmissions between

the BS and users with poor channel quality through D2D communications. We formulate and solve

an optimization problem that jointly determines the optimal D2D user pairing policy, the optimal

power control scheme, and the best D2D communication mode, i.e., HD or FD, where the objective

is maximizing the achievable sum rate of the whole system while guaranteeing a certain quality of

service (QoS) for all users.

In light of the above background, and to the best of our knowledge, this problem has not been
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investigated in the literature. Our contributions can be summarized as follows

We propose a modular formulation for that can be applied for all possible relaying schemes, such

as HD, FD or hybrid HD/FD for C-NOMA system. The formulated problem ends up to be a mixed-

integer non-convex program, which involves not only binary decision variables but also non-smooth

utility functions. Thus, derivative-based convexification methods can not be directly applicable

[42].2 Alternatively, we rewrite the problem into a bi-level optimization model, consisting of one

outer problem and one inner problem.3.

• The formulated problem ends up to be a mixed-integer non-convex program, which involves

not only binary decision variables but also non-smooth utility functions. Thus, derivative-

based convexification methods can not be directly applicable [42].4 Alternatively, we rewrite

the problem into a bi-level optimization model, consisting of one outer problem and one inner

problem.

• To propose an efficient framework, we observe that the outer problem is a classic linear as-

signment problem. Thus, standard matching algorithms such as the Hungarian method can be

applied. For the inner problem, we derive the feasibility conditions of the formulated prob-

lem as relations between the power resources, the QoS requirements, and the channel state

information (CSIs). Then, we derive the closed-form solutions of the power control scheme

for both the HD and FD cases. These closed-form solutions, with computational complexity

O(1), facilitates the application of the Hungarian method, and thus, the whole problem can

be solved in a polynomial time.

The rest of the chapter is organized as follows. Section 2.2 presents the system model. Section

2.3 presents the achievable rates analysis. Section 2.4 presents the optimal pairing policy and power

control scheme. Sections 2.5 and 2.6 presents the simulation results and the conclusion, respectively.

2Note that most previous works considering this class of problems typically assume overprovisioning of resources,
i.e, high power and low minimum-rate requirement, to guarantee the feasibility to apply proposed algorithms.

3It is important to clarify that the proposed bilevel optimization method is fundamentally different from BCD method
proposed by [41] although both involve decomposition of the original problem into subproblems. Besides, [41] does not
consider adaptive D2D relaying.

4Note that most previous works considering this class of problems typically assume overprovisioning of resources,
i.e, high power and low minimum-rate requirement, to guarantee the feasibility to apply proposed algorithms.
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Figure 2.1: Proposed downlink C-NOMA for a cellular network. The network is divided into M = 3
sectors that are served via orthogonal channels.

2.2 System Model

2.2.1 Network Model

We consider a standard single-cell cellular system that consists of a BS equipped with M an-

tennas and serving M disjoint sectors, where each sector is served with one antenna as shown in

Fig. 2.1. In this chapter, we investigate the performance of one typical sector within which we as-

sume that there exist 2K spatially dispersed active users (AUs). It is important to highlight here that

considering an odd number of AUs does not affect the generality of the system model, since if the

number of AUs is even, we still can adopt the same network model by adding an extra virtual AU

which has zero channel gain. The AUs can be divided based on their channel gains into two disjoint

sets of users, which we denote by S and W . The set S contains the AUs that have high channel

gain and such users are referred to as "strong AUs". On the other hand, the set W contains the users

with low channel gains and these users are referred to as "weak AUs". According to C-NOMA

principle [31], each weak AU from W is paired with exactly one strong AU from S and the result-

ing distinct pairs of (strong AU, weak AU) are served simultaneously over orthogonal and equally

divided frequency subchannels in order to cancel the inter-pair interference. Moreover, the AUs

within each pair are served using NOMA principle, where additionally, the strong AU can assist

the communication between the BS and the weak AU. Obviously, the system performance depends
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Figure 2.2: Illustration of the transmission phases within a FD C-NOMA pair.

on the pairing configurations and the communication links within each pair, which is the focus of

this chapter. In the following subsection, we investigate the transmission model within each pair of

AUs.

2.2.2 Transmission Model

According to C-NOMA principle, and as presented in Fig. 2.2, the transmission model within

each pair of AUs consists of two phases that are detailed as follows.

(1) The NOMA downlink transmission phase: the BS applies superposition coding (SC) on the

messages intended to the strong and weak AUs and transmit the superimposed message to

both of them [43]. Then, following NOMA principle, the weak AU treats the interference

from the strong AUs as noise and decode its own message [43].

(2) The D2D cooperative relaying phase: the strong AU first applies SIC to decode the intended

message for weak AU. Second, it subtracts the decoded message of the weak AU from its

own reception. Then, it decodes its own message from its resulting interference-free recep-

tion [16]. Finally, it relays this decoded message for the weak AU through a D2D channel,

therefore enhancing the signal reception diversity [44].

For the case of HD communication, the two transmission phases occur on consecutive resource

blocks. However, for the case of FD communication, they occur on the same resource block, which
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comes with the cost of inducing SI at the strong AU (the dotted line in Fig. 2.2).

2.3 Achievable Rate Analysis

In this section, the analysis of the achievable rates for a downlink C-NOMA system for both

HD and FD cases are presented. Consider a pair of AUs (m,n) ∈ J1,KK2, where m and n denote the

indices of the strong and the weak AU, respectively, within the pair. For both cases of HD and FD

relaying and at each channel use, the resulting signal at the BS after applying SC is expressed as

s =
p

αm,nPBSsn +
q
(1−αm,n)PBSsm, (2.1)

where sm and sn represent the intended messages of the strong AU and the weak AU, respectively,

such that E(|sn|2) = E(|sm|2) = 1, PBS represents the total average power available at the BS and

αm,n ∈ [0,1] is the power allocation factor, i.e., (1−αm,n)PBS and αm,nPBS represent the transmit

powers allocated to the strong AU and the weak AU, respectively.

2.3.1 HD C-NOMA

For the case of HD C-NOMA, the received signal at the strong AU at each channel use is given

by

ym = hm
p

αm,nPBSsn +
q

(1−αm,n)PBSsm +ωm, (2.2)

where hm is the channel gain from the BS to the strong AU and ωm is a zero-mean unit-variance

additive Gaussian noise (AWGN). At the strong AU, SIC is applied to decode the message sn of the

weak AU. Therefore, the achievable rate of the strong AU to decode the message intended for the

weak AU can be expressed as

RH
m,n =

1
2

log2 1+
αm,nPBSγm

(1−αm,n)PBSγm +1
, (2.3)
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where γm = h2
m. After subtracting the message sn from its reception, the strong AU can decode its

own message with an achievable rate that is given by

RH
m =

1
2

log2 (1+(1−αm,n)PBSγm) . (2.4)

On the other hand, the received signal at the weak AU from the BS in the direct transmission phase

is expressed as

yn = hn
p

αm,nPBSsn +
q
(1−αm,n)PBSsm +ωn, (2.5)

where hn is the channel gain from the BS to the weak AU and ωn is a zero-mean unit-variance

AWGN. In the cooperative relaying phase, the strong AU forwards the message sn to the weak AU.

Thus, the received signal at the weak AU in this phase is given by

yn = hd
m,n

q
Pd

m,nsn +ωn, (2.6)

where hd
m,n is the channel gain from the strong AU to the weak AU and Pd

m,n is the D2D transmit

relaying power. Since the weak AU receives duplicate messages from both the BS and the strong

AU, repetition decoding (RD) can be applied to decode the replicated information [45]. In other

words, the effective signal-to-interference-plus-noise-ratio (SINR) at the weak AU is the summation

of the SINRs of the transmission links from the BS to the weak AU and from the strong AU to the

weak AU. In this case, the achievable rate of the weak AU is expressed as

RRD
n =

1
2

log 1+Pd
m,nγ

d
m,n +

αm,nPBSγn

(1−αm,n)PBSγn +1
, (2.7)

where γd
m,n = hd

m,n
2 and γn = h2

n. Finally, in line with the results of [46], the resulting achievable

rate of the weak AU from the cooperative diversity of the BS and the strong AU is expressed as

RH
n = min RRD

n , RH
m,n . (2.8)
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2.3.2 FD C-NOMA

For the case of FD C-NOMA, the received signal at the strong AU is given by

ym = hm
p

αm,nPBSsn +
q

(1−αm,n)PBSsm

+hSI
m

q
Pd

m,nsn +ωm,

(2.9)

where hSI
m represents the SI channel gain at the strong AU (the dotted line in Fig. 2.2). Thus, the

achievable rate of the strong AU to decode the message of the weak AU is expressed as

RF
m,n = log2 1+

αm,nPBSγm

(1−αm,n)PBSγm +Pd
m,nγSI

m +1
, (2.10)

where γSI
m = hSI

m
2. Then, after successfully decoding and canceling the message sn of the weak

AU, the strong AU decodes his own message sm. Therefore, the achievable rate of the strong user to

decode its own message is expressed as

RF
m = log2 1+

(1−αm,n)PBSγm

Pd
m,nγSI

m +1
. (2.11)

Afterwards, the strong AU forwards the message intended for the weak AU. Assuming that the

processing delay caused by the SIC process at the strong AU is small, the weak AU receives the

message sn from the BS and from the strong user at approximately the same channel use [47].

Therefore, the total received signal at the weak AU is given by

yn =hn
p

αm,nPBSsn +
q
(1−αm,n)PBSsm

+hd
m,n

q
Pd

m,nsw +ωn,

(2.12)

Following [48], we assume that the weak AU can successfully co-phase and combine the signals

from the BS and the strong AU by a proper diversity combining technique such as the maximum

ratio combining (MRC). In this case, the effective SINR of the weak AU is the summation of the

SINRs resulting from decoding its received message from the BS and the strong AU. Consequently,
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the achievable rate of the weak AU when applying MRC can be written as

RMRC
n = log2 1+Pd

m,nγ
d
m,n +

αm,nPBSγn

(1−αm,n)PBSγn +1
, (2.13)

Based on the above analysis and the results of [49], the resulting achievable rate of the weak AU is

given by

RF
n = min RF

m,n, RMRC
n . (2.14)

2.4 Optimal Pairing Policy and Power Control Scheme

2.4.1 Problem Statement

The objective of this chapter is maximizing the sum rate of a downlink C-NOMA cellular sector

consisting of a set of 2K AUs, while guaranteeing a certain QoS for each user. The maximization is

performed with respect to the power allocation at the BS and the D2D links, the user pairing policy

and the D2D transmission mode, i.e., HD or FD. This objective is expressed in a formal optimization

problem in the following subsection.

2.4.2 Problem Formulation

Assuming that each sector consists of 2K AUs, the number of possible pairing configurations is

(2K −1)!! = (2K −1)× (2K −3)× (2K −5)×·· ·×1. Therefore, exhaustively trying all possible

configurations is not practically appealing. To overcome this issue, and in order to provide a scalable

solution, we instead reduce the pairing policy into a linear assignment problem, where each AU from

the group of strong AUs S is paired with one AU from the group of weak AUs W . Consequently,

the joint pairing and power control for the sum-rate maximization problem of the overall downlink

C-NOMA system can be given by the following optimization problem.

P : R∗ = max
B,α,Pd

K

∑
m=1

K

∑
n=1

bm,nRm,n αm,n,Pd
m,n , (2.15a)

s.t. 0 ≤ αm,n ≤ bm,n, ∀ m,n ∈ J1,KK, (2.15b)

0 ≤ Pd
m,n ≤ bm,nP̄d, ∀ m,n ∈ J1,KK, (2.15c)
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bm,n ∈ {0,1}, ∀ m,n ∈ J1,KK, (2.15d)

K

∑
m=1

bm,n = 1, ∀ m,n ∈ J1,KK, (2.15e)

K

∑
n=1

bm,n = 1, ∀ m,n ∈ J1,KK, (2.15f)

bm,nRm(αm,n,Pd
m,n)≥ Rth, ∀ m,n ∈ J1,KK, (2.15g)

bm,nRn(αm,n,Pd
m,n)≥ Rth, ∀ m,n ∈ J1,KK, (2.15h)

where Rm,n represents the sum rate of the pair (m,n) that is expressed as

Rm,n = Rm +Rn, (2.16)

such that the rate functions (Rm,Rn) = RH
m,R

H
n for the case of HD C-NOMA and (Rm,Rn) =

RF
m,R

F
n for the case of FD C-NOMA, bm,n is the pairing decision variables, where bm,n = 1 indi-

cates that AU m in set S is paired with AU n in set W and bm,n = 0, otherwise, B= {bm,n |m,n ∈ J1,KK},

αm,n is the "potential power allocation coefficient" of the pair (m,n), α = {αm,n |m,n ∈ J1,KK}, Pd
m,n

denotes the "potential D2D transmit power" within the pair (m,n), Pd = Pd
m,n, |m,n ∈ J1,KK and

P̄d denote the D2D power budget at each AU’s device. Constraints (2.15b) and (2.15c) ensure that

α(m,n) ∈ [0,1] and Pd
m,n ∈ 0, P̄d , respectively, when AU m is paired with AU n. Constraints (2.15e)

and (2.15f) ensure that each AU from each group can be paired with only one AU from the other

group. Constraints (2.15g)-(2.15h) ensure that the paired AUs have each an achievable rate greater

than a minimum achievable rate Rth, whichs guarantee the QoS constraint. Note that, in our partic-

ular problem, we assume that the minimum rate achievable rate is set to be high enough so that the

optimal power control always lies in the SIC-stable region.

Problem P is a mixed-integer non-linear program (MINLP), which is generally NP-hard. Most

of the previous literature resorts to iterative numerical methods such derivative-based methods or

block coordinate descent (BCD) and/or off-the-shelf optimization solvers to solve this class of prob-

lems. However, BCD, which was previously adopted in [41] is known to have poor convergence

properties as shown in [50] and the derivative-based methods, such as successive convex approxi-

mation (SCA), cannot be directly applied here due to the binary pairing decision variable and the
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non-smooth rate functions. To overcome this issue, we solve problem P using the concept of

bilevel optimization [51].

2.4.3 Bi-level Optimization

In problem P , it can be observed that the rate value at the optimal power control can be com-

puted for all different pairing configurations. Precisely, let b∗m,n,α
∗
m,n,P

d∗
m,n m,n ∈ J1,KK de-

notes the set of optimal user pairing policy and power control scheme, which are the solutions of

problem P . For all m,n ∈ J1,KK if b∗m,n = 0, then α∗
m,n,P

d∗
m,n = (0,0). However, if b∗m,n = 1, then

α∗
m,n,P

d∗
m,n should be the optimal solutions of the power control scheme of the pair of users (m,n).

In other words, For all m,n ∈ J1,KK, if assume that the the users (m,n) are paired together and

that we can obtain their optimal power control scheme α∗
m,n,P

d∗
m,n , problem P becomes a linear

assignment problem and it remains to determine the optimal pairing policy b∗m,n 1≤m,n≤K . Hence,

since we aim to find the optimal power control that maximizes the total achievable sum rate of the

C-NOMA system, we can reduce the feasible set of power control for problem P to the set of power

control that maximizes the sum rate within a pair of users. Consequently, based on this observation,

we rewrite the original problem in to a bi-level optimization [52] problem as follows.

Pouter : R∗ = max
B

K

∑
n=1

K

∑
m=1

bm,nRm,n(α
∗
m,n,P

d∗
m,n), (2.17a)

s.t. (2.15d)− (2.15f) (2.17b)

where α∗
m,n and Pd∗

m,n are parameters obtained by solving the following problem

Pinner : R∗
m,n = max

αm,n,Pd
m,n

Rm,n(αm,n,Pd
m,n), (2.18a)

s.t. 0 ≤ αm,n ≤ 1, ∀ m,n ∈ J1,KK, (2.18b)

0 ≤ Pd
m,n ≤ P̄d, ∀ m,n ∈ J1,KK, (2.18c)

Rm αm,n,Pd
m,n ≥ Rth, ∀ m,n ∈ J1,KK, (2.18d)

Rn αm,n,Pd
m,n ≥ Rth, ∀ m,n ∈ J1,KK, (2.18e)
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for each pair of AUs (m,n) ∈ J1,KK2. The inner problem Pinner is a power control problem for a

given pair of AUs and it defines a new set of feasible solutions for the outer problem Pouter, which

is a linear assignment problem. Nevertheless, since we need to solve problem Pinner for all possible

combinations of strong and weak AUs, a computational efficient approach for solving Pinner needs

to be investigated, which is the focus of the following section.

2.4.4 Power Control For a C-NOMA Pair

In this section, our objective is solving problem Pinner for both HD and FD C-NOMA cases.

We consider first the HD C-NOMA case and then we investigate the case of FD C-NOMA.

HD C-NOMA

In this part, we consider the case of HD C-NOMA and hence the sum-rate Rm,n αm,n,Pd
m,n =

RH
m αm,n,Pd

m,n +RH
n αm,n,Pd

m,n . Let us investigate first the feasibility conditions of the inner prob-

lem Pinner. These conditions are detailed in the following theorem.

Theorem 1. For the case of HD C-NOMA, the inner problem Pinner is feasible if and only if the

following conditions hold.

PBS ≥
(δ H

th )
2 +δ H

th
γm

, (2.19a)

P̄d ≥ Pmin
m,n . (2.19b)

where δ H
th = 22Rth −1 and

Pmin
m,n =

((δ H
th )

2 +δ H
th (γm +PBSγn)−PBSγnγm

γd
m,n(δ

H
th γn + γm)

. (2.20)

Proof. Please see Appendix A

The conditions (2.19a) and (2.19b) are necessary to ensure that there exists a power control

decision for the inner problem Pinner in case of HD C-NOMA. In addition, these conditions describe

the relations between the available power budgets at the BS and at the strong user, the channel gains
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of both users and the minimum QoS requirements that need to be satisfied in order to make the

inner problem Pinner feasible. However, in the case where at least one of the conditions can not be

fulfilled, the two possible options to guarantee the required QoS for both users is either reducing

the minimum required rate Rth or increasing the power budgets PBS and P̄d. Now, assuming that

the inner problem Pinner is feasible, the optimal power control scheme is presented in the following

theorem.

Theorem 2. For the case of HD C-NOMA, the optimal power control scheme, which is defined by

the couple α∗
m,n,P

d∗
m,n , for the inner problem Pinner, is expressed in equation (2.21) on top of this

page, where

α
∗
m,n,P

d∗
m,n =



 
(δ H

th − P̄dγd
m,n)(PBSγn +1)

PBSγn(δ H
th − γd

m,nP̄d +1)
, P̄d

!
, if P̄d ∈ Pmin

m,n ,P
int
m,n

δ H
th (PBSγm +1))

PBSγm(δ H
th +1)

,Pint
m,n , if P̄d ∈ Pint

m,n,+∞

(2.21)

Pint
m,n =

PBS

γd
m,n

δ H
th (δ

H
th +1)(γm − γn)

PBSγm(δ H
th +PBSγn +1)−δ H

th PBSγn
(2.22)

Proof. Please see Appendix A

FD C-NOMA

In this part, we consider the case of FD C-NOMA and hence Rm,n αm,n,Pd
m,n =RF

m αm,n,Pd
m,n +

RF
n αm,n,Pd

m,n . In this case, the feasibility conditions of the inner problem Pinner are detailed in the

following theorem.

Theorem 3. FFor the case of FD C-NOMA, the inner problem Pinner is feasible if and only if the

following conditions hold.

Condition 1: ∆1 ≥ 0∧b1 < 0∧b3 ≤ b2 ∧ P̄d ≥ b3, (2.23a)

Condition 2: ∆1 ≥ 0∧b1 ≥ 0, (2.23b)

Condition 3: ∆1 < 0, (2.23c)
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where the parameters ∆1, b1, b2, and b3 are defined in (2.24)-(2.27) on top of next page, in which

δ F
th = 2Rth −1 and ∆2 is expressed as shown in (2.28) on top of next page.

Proof. Please see Appendix B

∆1 = PBS γmγ
d
m,n − γnγ

SI
m (δ F

th)
2 − γnγ

SI
m δ

F
th + γnγ

d
m,nδ

F
th

2

−4P3
BSγmγ

SI
m γ

d
m,nδ

F
th PBSγmγn − γmδ

F
th − γn(δ

F
th)

2 − γnδ
F
th ,

(2.24)

b1 =

−
√

∆1 +P2
BSγmγnγd

m,n +PBS(γmγd
m,nδ F

th + γmδ F
th + γmγd

m,n + γnγSI
m (δ F

th)
2 + γnγSI

m δ F
th − γnγd

m,nδ F
th)

(2P2
BSγmγSI

m γd
m,nδ F

th)

(2.25)

b2 =

∆2 +P2
BSγmγnγd

m,n +PBS(γmγd
m,nδ F

th + γmδ F
th + γmγd

m,n + γnγSI
m (δ F

th)
2 + γnγSI

m δ F
th − γnγd

m,nδ F
th)

(2P2
BSγmγSI

m γd
m,nδ F

th)
,

(2.26)

b3 =

√
∆1 +P2

BSγmγnγd
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Theorem 3 provides the feasibility conditions of the inner problem Pinner, which ensure that there

exists at least a value of αm,n and Pd
m,n that satisfy the constraints (2.18d)-(2.18e). Now, based on

the results of theorem 3, the closed-form solution of the optimal power control scheme of problem

for the case of FD C-NOMA is given in the following theorem.

Theorem 4. For FD C-NOMA, the optimal power control scheme of the inner problem Pinner is

given by the couple α∗
m,n,P

d∗
m,n , where Pd∗

m,n is expressed as shown in (2.29) on top of next page, in

which 1(·) denotes the indicator function, and α∗
m,n = f Pd∗

m,n , such that the function f is given,
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for all x ∈ R, by

Pd∗
m,n =



P̄d ×1 0 ≤ P̄d ≤ b2 +b2 ×1 b2 ≤ P̄d

if ∆ < 0,

P̄d ×1 0 ≤ P̄d ≤ max(b1,b2) +max(b1,b2)×1 max(b1,b2)≤ P̄d ,

if ∆ ≥ 0∧b1 ≥ 0,

P̄d ×1 max(0,b3)≤ P̄d ≤ b2 +b2 ×1 b2 ≤ P̄d

if ∆ ≥ 0∧b1 ≤ 0∧b3 ≤ b2,

(2.29)

f (x) =
δ F

th(γ
SI
m x+ γmPBS +1)

γmPBS(γth +1)
. (2.30)

Proof. Please see Appendix B

2.4.5 Pairing Policy and Proposed Algorithm

After deriving the optimal power control schemes for each pair and the corresponding achievable

rate, we can proceed to apply the Hungarian method to determine the optimal pairing configurations.

Let g be the 2K × 1 vector that contains the channel gains from the BS to the AUs in a way that

are sorted in an ascending order, where entries g1,g2, ...,gK represent the channel gains of the weak

AUs and gK+1,gK+2, ...,g2K represent the channel gains of the strong AUs. In addition, let D be

the K ×K matrix that contains the D2D channel gains and let s be the K × 1 vector that contains

the SI channel gains. The input of Hungarian algorithm is a K ×K cost matrix C and its output

is the pairing matrix B∗ where B∗(m,n) = 1 indicates that the AU m in the strong AUs set S is

paired with the AU n in the weak AUs set W , and B∗(m,n) = 0 otherwise. In our algorithm, we

define the cost of pairing two users as the opposite value of the sum rate obtained by solving the

inner problem Pinner. After the computation of C, the Hungarian algorithm is applied to solve the

outer problem Pouter. The proposed algorithm is highlighted in Algorithm 1. After computing the

matrix B∗, it is straightforward to solve problem P since the optimal value α∗
m,n and Pd∗

m,n within

each pairs have been found in step 2 of Algorithm 1. After applying algorithm 1, we obtain the

optimal pairing policy and the optimal power control scheme within each pair, which is the final
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Algorithm 1 Low-complexity algorithm .
1. Estimate channel gain vector g, D2D channel gain matrix D, and the SI channel gain vector s.

2. Compute the optimal rate for each pairing configuration R∗
m,n following theorem 2 for HD

case and theorem 4 for FD case.
3. Compute the cost matrix C with C(m,n) =−R∗

m,n.
4. Solve the optimal pairing matrix B∗ using the Hungarian algorithm with cost matrix C.

solution for problem P .

2.4.6 Mode Selection

Mode selection has been proposed in previous works on relaying systems in general and C-

NOMA based system in particular [35, 53]. Mode selection assumes that the user device have the

capability of both FD and HD relaying and can switch from one mode to the other (hybrid devices).

The idea of mode selection stems from the fact that FD relaying does not necessarily perform better

than HD relaying especially with the presence of high SI. Since we can compute the resulting

optimal sum-rate value for both FD C-NOMA and HD C-NOMA based on theorem 2 and theorem

4, determining the optimal mode is straightforward. In fact, we just need to select the mode that

gives the highest resulting sum-rate from the power control schemes derived in these theorems.

2.4.7 Complexity Analysis

Complexity is worth bringing into discussion, since the complexity of the proposed method

seems extreme and it requires the computation of the rate values for all possible pairing configura-

tions. However, it is worth mentioning that, due to the closed-form solution obtained in Theorems

2 and 4, the computational complexity of obtaining the optimal sum rate for a given pair is ap-

proximately O(1). Thus, even for all the possible configurations, the computational complexity of

obtaining all the sum rates is O(K2). With the addition of the Hungarian method, the total com-

putational complexity of our proposed algorithm is approximately O(K2 +K3) or O(K3) for large

values of K. Clearly, the overall computational complexity depends more on the Hungarian method

than the computation of the cost matrix C.
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Figure 2.3: Analytical and numerical average achievable sum-rate versus the average self interfer-
ence channel λSI.

2.5 Simulation Results

In this section, we will validate the proposed scheme. We assume that the channel gains of the

strong AU hm, the weak AU hn, the D2D link hd
m,n, and the SI hSI

m follows independent Rayleigh

distributions with scale parameters, σs, σw, σd and σSI, respectively. Therefore, their associated

squares γm, γn, γd
m,n and γSI

m follow independent exponential distributions with means λs = (2σs)
−1,

λw = (2σw)
−1, λd = (2σd)

−1, and λSI = (2σSI)
−1, respectively. The required QoS is defined by

the minimum achievable rate threshold that is given by Rth = 1 [bps/Hz]. Simulation results are

performed over 105 independent Monte-Carlo trials on the channel gain realizations.

Fig. 2.3 presents the analytical and numerical average sum rate for one pair of users with a FD

C-NOMA transmission scheme versus the average self interference channel λSI for different means

of the channel gain of the strongest AU λs, the weakest AU λw and the D2D link λd. The analytical

results are obtained through the closed-form power control scheme derived in theorem 4 whereas

the numerical results are obtained by solving problem Pinner using an off-the-shelf optimization

solver.5 This figure shows that the analytical results match perfectly the numerical results, which

validate the optimality of the power control scheme derived in theorem 4. In addition, Fig. 2.3 shows

that when the mean of the SI channel increases, the average sum rate decreases. This observation is

5The adopted solver is fmincon, which is a predefined matlab solver [54]. In addition, 100 distinct initial points were
generated in order to converge to the optimal solution.
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Figure 2.4: Average achievable sum-rate versus the power budget at the base station PBS for C-
NOMA and NOMA with different pairing schemes (λs = 10 dB, λw = 0 dB, λd = 6 dB, λSI = 0 dB,
P̄d = 30 dBm)

expected since as shown in equations (10) and (11), the achievable rates of the strongest AU and the

weakest AU are decreasing with respect to λSI. On the other hand, by comparing the cases where

(λs,λd,λw) = (12,12,3) [dB] and (12,3,3) [dB], this figure shows that, when the mean of the SI

channel increases, the potential of the D2D relaying decreases. The same observation holds when

comparing the cases (λs,λd,λw) = (12,12,0) [dB] and (12,3,0) [dB]. This observation makes sense

as well, since when λSI increases, the SI at the strongest AU increases, and thus, the only way to

alleviate its effect is decreasing the transmit D2D relaying power Pd
m,n. This makes C-NOMA con-

verges to the conventional NOMA.

Fig. 2.4 presents the average sum rate achieved by the FD C-NOMA and conventional NOMA

with different pairing schemes versus the power budget at the base station PBS. For conventional

NOMA, different pairs of AUs are served via OMA, where the AUs within each pair are served via

NOMA with no cooperation between users. Besides, we compare the proposed user pairing policy

with three different pairing schemes. For baseline pairing scheme 1, we pair the kth AU (1 ≤ k ≤ K)

with the (2K−k+1)th AU, e.g, the weakest AU is paired with the strongest AU, the second weakest

is paired with the second strongest, and so on [27]. For baseline pairing scheme 2, we pair the kth

AU (1 ≤ k ≤ K) with the (K+k)th AU, e.g, the kth weakest AU in the set of weak AUs W is paired

with the kth weakest AU in the set of strong AUs S . For random pairing scheme, two randomly

selected AU in each set are paired with each other. Fig. 2.4 shows that the proposed user pairing
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Figure 2.5: Average sum rate versus the power budget at the base station PBS for C-NOMA and
different means of the D2D channel gain λd (λs = 10 dB, λw = 6 dB λSI = 6 dB, P̄d = 30 dBm)

policy outperforms the baseline schemes. In addition, this figure shows that enabling cooperation

between users within each pair improves the performance of the system.

Fig. 2.5 presents the average sum rate achieved by FD C-NOMA and the Hungarian method

versus the power budget at the base station PBS when the total number of users is 2K = 20 and

2K = 40 and for different values of the mean D2D channel λD. This figure shows that the average

sum rate increases when the total number of users increases and when the mean D2D channel λD

increases. This observation is expected since, as shown in equation (13) the achievable rate of the

weak AU increases when λD increases. Note that, in Fig. 2.3, Fig. 2.4 and Fig. 2.5, the performance

of HD C-NOMA follows similar pattern to the one of FD C-NOMA and this is why it is omitted

here.

In Fig. 2.6, we evaluate the performance of the system when the AUs can operate under differ-

ent relaying modes. In total, we compare between three relaying modes, which are HD relaying, FD

relaying and hybrid relaying with mode selection as presented in subsection 2.4.6. In addition, we

consider the cases where, within each pair, either the strong AU forwards the message of the weak

AU with all its available D2D power budget P̄d, i.e., without power adaptation, or it employs the

closed-form solution of the optimal transmit D2D power Pd∗
m,n obtained in theorem 2 for the HD case

and in theorem 4 for the FD case. Three observations can be remarked from Fig. 2.6. First, with
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Figure 2.6: Comparisons between different relaying modes of cooperation in C-NOMA system for
fixed and adaptive relaying power control with different power budget at the BS PBS (λs = 10 dB,
λw = 6 dB, λd = λSI = 6 dB).

power adaptation and assuming the given parameters, the best relaying mode is FD mode, which ex-

plains why C-NOMA with mode selection and FD C-NOMA have the same performance. Second,

the HD C-NOMA is not affected by the power adaptation at each strong AU, since even with power

adaptation, HD C-NOMA will always choose to transmit with maximum power. This observation

is expected because HD C-NOMA operates without the induction of SI at the strong users. Thus,

the higher power the strong AUs can transmit with, the higher the achievable sum rate is. The third

observation is that, for the case when there is no power adaptation at the strong AUs, HD C-NOMA

can outperform FD C-NOMA although FD C-NOMA can operate over the whole subchannel as-

signed. Obviously, without a proper power adaption that is based on the channel conditions, the

transmit power at the strong AUs will adversely affect its achievable rate due to SI. This trend is

highly observable when the BS power budget PBS is lower than D2D power budget P̄d, which means

that the impact of the D2D relaying transmission becomes comparable to that of the downlink access

transmission. In this situation, the relaying mode becomes an important feature since the SI channel

gain hSI and the adopted D2D transmit power Pd
m,n will significantly impact the overall achievable

sum rate. When the power PBS becomes higher, the downlink access transmission can be enough to

fulfil the minimum QoS constraints and the D2D cooperative transmission becomes less influential

on the sum rate of the overall system; therefore FD C-NOMA will prevail HD C-NOMA since the

downlink transmission can occupy double the bandwidth resource.
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Figure 2.7: Comparisons between different relaying modes of cooperation in C-NOMA system for
fixed and adaptive relaying power control with different power budget at the user device P̄d (λs = 10
dB, λw = 6 dB, λd = 6 dB, λSI = 0 dB, PBS = 42 dBm).

Fig. 2.7 presents the average achievable sum rate of the overall C-NOMA system versus the

D2D power budget P̄d for the three aforementioned relaying modes, with and without power adap-

tation at the strong AUs. Similar to Fig. 2.6, for the case with power adaptation, FD C-NOMA

and mode-selection C-NOMA have the same performance and stay constant even when the D2D

power budget increases. The reason is that the relaying power in these schemes will adapt to the

various channel conditions and operate at the optimal power. In other words, it is not necessary to

exhaust the D2D transmit power as in the fixed relaying scheme for two reasons. First, it is energy-

inefficient for the users’ devices. Second, the overall sum rate decreases when there is no power

adaptation. Finally, it is also worth noting that for the case of fixed relaying power scheme and low

D2D power budget, mode-selection C-NOMA converges to FD C-NOMA, whereas it converges to

HD C-NOMA at high D2D power budget.

In Fig. 2.8, we compare the computational time of the proposed algorithm in 1 with one of

the SCA-based scheme. In the SCA-based scheme, the inner problem Pinner is solved using suc-

cessive linear relaxations of all the non-convex functions until convergence, where each relaxation

is the input to an off-the-shelf optimization solver. This method has been repeatedly used for many

non-convex optimization problems. Despite giving decent performance, it can be seen that the

computational time for SCA-based method scale exponentially when the number of AUs increases

while the computational time of our proposed scheme is negligible. For instance, when the number
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Figure 2.8: Computational time of the proposed scheme versus that of SCA-based approach .

of users is 100, it takes about 16 minutes to compute the optimal result using SCA-based scheme,

whereas it takes about 10 ms to compute the optimal solution using the proposed algorithm.

2.6 Conclusion

In this chapter studied the performance of C-NOMA in a cellular downlink system, in which

users that have the capability of both HD and FD communications can assist the transmissions be-

tween the BS and users with poor channel quality through D2D communications. A novel optimiza-

tion problem that jointly determines the optimal D2D user pairing and the optimal power control

scheme was formulated and solved, where the objective is maximizing the achievable sum rate of

the whole system while guaranteeing a certain quality of service (QoS) for all users. A two-step

policy was proposed to solve the problem in a polynomial time. First, the closed-form expression

of the optimal power control scheme that maximizes the sum rate of a given pair of users with a

required QoS was derived for both cases of FD and HD communications. Then, using the derived

expressions, the Hungarian method was adopted as a user pairing policy, which provided the opti-

mal pairing strategy. The simulation results showed that the proposed scheme always outperforms

some existing schemes in the literature.

Moreover, this chapter has shown promising compatibility of cooperative communications with

some of the enabling technologies for 5G and beyond. Precisely, cooperative further leverage the
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inherent advantages of NOMA, D2D communications, and full-duplex communications to provides

considerable performance gain. In the next chapter, we attempt to employ cooperative communica-

tions by extending coordinated multipoint, a core technology of 4G, with the assistance of unmanned

aerial vehicles, a newly proposed communication platform for future wireless networks.
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Chapter 3

Joint Location and Beamforming Design

for Cooperative UAVs with Limited

Storage Capacity

3.1 Introduction

Future wireless communication technologies are under development to adapt to different appli-

cation scenarios of 5G and beyond (5G/B5G). Specifically, Enhanced Mobile Broadband (eMBB),

Massive Machine-Type Communication (mMTC) and Ultra-Reliable Low-Latency Communication

(URLLC), also called mission-critical communications, are widely considered the key services in

5G [1]. In other words, 5G networks are expected to accommodate a huge number of mobile de-

vices with heterogeneous and stringent requirements in terms of data rate, latency, and reliability.

To meet the heightened expectations for 5G, numerous wireless technologies have been developed

including mmWave communications [55], massive MIMO [56], or ultra-densification [57]. How-

ever, capacity-enhancing solutions such as installing more cell sites (ultra-densification) or using

additional spectrum (mmWave) are costly and may sometimes lead to underutilization of resources

due to the time-varying network traffic. Thus, an alternative is to integrate a highly flexible commu-

nication platform that can be swiftly deployed to adapt to the dynamic traffic demand, yet ensure
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adequate quality of service (QoS).

Recently, the advent of wireless communication systems enabled by unmanned aerial vehicles

(UAVs) has attracted significant attention. Compared to the conventional cellular network infras-

tructure such as ground base stations (GBSs), UAVs are highly mobile, much cheaper and faster

to deploy, and able to establish favorable line-of-sight (LoS) communication channels due to their

high-altitude deployment for more reliable transmissions [6, 58]. Due to these desirable attributes,

UAVs can offer a wide range of applications including coverage expansion [59], data collection [60],

computation offloading [61], and mobile relaying [62]. Despite their enormous potential, UAVs re-

veal some technical limitations hindering their operations in wireless networks such as the SWaP

(size, weight, and power) constraints [63]. In other worlds, UAVs can only operate with a low

power budget and carry a limited payload of storage, computing, and communication devices. An-

other major challenge is to manage the severe interference induced by the LoS channels in systems

of multiple UAVs [64]. To address these challenges, a proper deployment for UAVs needs to be

simultaneously considered with effective communication techniques.

With the recent advances of distributed antenna systems (DAS), multicast beamforming [3]

has leveraged the cooperative communications over multiple transmission/reception points and has

been realized to be an effective interference mitigation technique and been incorporated in LTE

Advanced Releases. While interference management techniques such as power allocation depend

only on the handling of signal amplitude, beamforming exploits both amplitudes and phases of the

transmitter-receiver channels for proper beamforming design to improve spatial multiplexing gain.

In the context of UAV communications, the UAVs can operate as a virtual distributed antenna array

whose elements (UAVs) can be swiftly relocated to offer an additional design degree to the original

beamforming optimization problem and further enhance macrodiversity gain of DAS. For instance,

UAVs can fly closer to target users to reduce the impact of path loss and inter-UAV interference.

As a result, joint optimization of beamforming design (beamformers) and location planning for

cooperative UAVs, subject to their operational constraints in terms of limited power and storage

capacity is an appealing, yet challenging problem to address.
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3.1.1 Related work

Recently, extensive efforts have been dedicated to the study of UAVs’ utility in wireless com-

munication systems. In [65] and [66] the authors studied the optimal trajectory of UAVs for compu-

tational offloading and data collection, respectively. Besides trajectory design, several works have

studied the optimal placement of UAVs for different use cases. Typically, the authors in [67] pro-

posed a low-complexity algorithm for 3-D UAV placement for maximum coverage. Similarly, the

positioning problem of UAVs is studied in [68], where a neural network based technique is used

to minimize the delay in heterogeneous wireless networks, while the authors in [69] considered

the optimal placement of relaying UAVs for maximum communication reliability. The work [70]

drew a comparison between the performance of UAVs acting as aerial base stations and traditional

terrestrial base stations in terms of average sum rate and transmit power.

One of the major obstacles to exploit the full potential of UAVs lies in their limited flight time.

Unlike fixed terrestrial communication infrastructure such as GBSs, the performance of UAV sys-

tems is fundamentally limited by the on-board energy [6]. Inspired by this, several works focus on

the aspect of energy-efficiency and service time for UAVs. Typically, the authors in [71] studied the

communication between a UAV and a ground terminal by optimizing the UAV’s trajectory to max-

imize the energy efficiency as a function of throughput and energy consumption. In [72], a UAV’s

trajectory is designed to minimize its mission completion time while still ensuring all the ground

nodes can recover the disseminated file. However, in these works, the communication systems in-

clude only one UAV. In terms of security, [73] performed an analysis for cache-enabled UAVs to

assist secure transmission in hyperdense networks.

Besides UAV-related literature, it is worth noting that interference management with limited

storage capacity at the transmitters has been an well-established research topic for networks of

fixed infrastructure. Typically, the authors in [74] leveraged tools from stochastic geometry and

difference-of-convex (DC) programming to maximize successful transmission probability. How-

ever, [74] utilized the multiple antennas at the receivers as a diversity technique without considering

multiple cooperative transmissions by exploiting duplicate files at the transmitters. In addition, the
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swift and cost-effective deployment of UAVs shows more promises for sudden variations for net-

work demand traffic since installing additional infrastructures, such as cache helpers as in [74] or

GBSs, is often slow or even economically infeasible.

3.1.2 Motivations and contributions

Although there is a fair amount of research on UAV-enabled wireless communication system,

most considered single-UAV systems [65–67, 69, 71, 72, 75–77]. Multi-UAV scenarios are consid-

ered in [78] and [79]. However, these works simplify interference management by considering

power allocation or using orthogonal resource blocks, which do not fully exploit in-network spa-

tial multiplexing gain. Most recently, Liu et al have considered zero-forcing beamforming (ZFBF)

for an uplink multi-UAV setup by utilizing multiple receptions at UAVs to improve the minimum

throughput [80]. In this chapter, we instead focus on multicast beamforming for downlink trans-

missions, where joint (cooperative) transmissions are influenced not only by location planning but

also by strategic content placement for the UAVs. The advantages of our proposed UAV-enabled

cooperative communication can be listed as follows.

• High scalability: the number of UAVs (antenna elements) can be adjusted on-demand and is

not limited by space constraint as in centralized antenna systems. Thus, UAVs can be flexibly

added (removed) to (from) the system based on the time-variant network traffic to meet users’

QoS requirements or to avoid resource underutilization.

• Enhanced reliability: by deploying multiple cooperative UAVs, we alleviate the cost when

one node (UAV) is down by reconstructing network topology.

• Higher energy efficiency: by replacing a high-power centralized antenna by a group of low-

power cooperative UAVs, we reduce the path loss and increase the presence of LoS channels.

Hence, each UAV consumes less energy and achieves longer flight time.

In this work, we consider the communication system from a content-centric viewpoint, where the

central entities are the “named contents”. This viewpoint is especially relevant to the context of 5G

and B5G networks with a huge number of subscribers, where the system is no longer a host-centric
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network but mostly a distribution network [81]. Our contributions in this work can be summarized

as follows. 1.

• We propose a network architecture that incorporates multiple cooperative UAVs to serve

ground users. In our system, we employ multicast beamforming as the interference man-

agement scheme. The UAVs serve the ground users requesting different contents via spatial

multiplexing and joint transmissions to achieve their required QoS in terms of transmission

rates. The users that experience the (minimum) required QoS are referred to as “admitted

users”.

• Since the cooperation among UAVs depends on the availability of the contents on each UAV

and the location planning, we formulate the joint problem of determining content placement,

location planning, admission strategy, and beamforming design to maximize the number of

admitted users.

• Our formulation is a mixed-integer non-convex optimization problem which is very diffi-

cult to solve in polynomial time. Thus, we propose a framework based on the concept of

difference-of-convex (DC) programming to approximate it into a series of convex problems

and successively solve them until the results converge.

• We perform extensive numerical results to show that our scheme outperforms previous com-

munication schemes proposed in the literature and offer some insights by varying some of

the system parameters. A notable trend in our results is that increasing the number UAVs re-

markably reduce the power consumption per UAVs for the same user admission. This finding

offers a possible solution to save power consumption and improve the UAVs’ lifetime, which

is a major concern in UAV communications.

The rest of the chapter is organized as follows. Section 3.2 introduces the system model. The

problem formulation is presented in 3.3. Section 3.4 proposes the solution approach. Section 3.5

presents the development of our low-complexity algorithm. Section 3.6 presents and discusses our

numerical results. Finally, conclusions are drawn in Section 3.7.

1Part of this work has been presented at the IEEE Wireless Communications and Networking Conference 2019 [82]

38



3.2 System Model

3.2.1 Spatial model

We consider a wireless communication system which employs multiple single-antenna UAVs,

each integrated with a storage device of limited size and playing the role of aerial base stations

to provide delay-tolerant wireless services to the ground users as in Fig. 3.1. Let us denote U =

{0, ...,U} as the set of UAVs , N = {1, ...,N} as the set of users within a given geographical region,

and K = {1, ...,K} as the set of contents to be requested, on which we will elaborate further in

section 3.2.2. We divide set N into multiple subsets Nk,∀k ∈ K , where Nk indicates the group

of users requesting the k-th content belonging to set K , which we will call group k from now

on. To serve ground users by the UAVs, we apply âĂIJfly-then-hover-and-transmitâĂİ operation as

in [83], where rotary-wing UAVs are a good option for deployment. In other words, based on users’

locations and content request, the UAVs fly to designated locations and hover there to transmit the

requested contents in a cooperative manner. Multiple UAVs can perform beamforming and joint

transmission based on the availability of the contents in their storage devices to improve the quality

of received signals at the user ends. We consider the relative positions of the users and UAVs to

be quasi-static within the period of service. The locations of UAVs can be dynamically adjusted at

the next period of service when users’ locations change or a new swarm of UAVs can be deployed

while the first swarm returns to some docking stations to recharge. For simplicity, each UAV is

deployed at a fixed altitude H and denote the coordinate of the i-th UAV as pi = {xi,yi,H},∀i ∈ U .

For notational convenience, let p ={pi,∀i ∈ U } be the location vector of all UAVs. Then, let

{x jk,y jk,0},∀k ∈ K denote the position of the j-th user of group k. As a result, the distance

between the i-th UAV and the j-th user of group k is di jk =
p

(x jk − xi)2 +(y jk − yi)2 +H2.

3.2.2 Content request distribution model

The K represents the library of K contents requested by ground users. K is a finite positive

integer and the content library follow a popularity order where content k is the k-th most requested

one. The random variable k that follows a Zipf distribution for which the probability mass function

is given by
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Figure 3.1: Cooperative UAVs serving users.

f (k) =
k−α

∑
K
i=1 i−α

, (3.1)

where 0 < α < 1 is the shape parameter that characterizes the Zipf distribution and is considered

a priori. The larger α is, the more likely the most popular contents are requested. In other words,

α represents the level of concentration of the request distribution around the most popular content.

The function f (k) is interpreted as the likelihood that content k is requested. For simplicity, the

size of each content is assumed to be 1 and the storage capacity at each UAV is characterized as

the maximum number of contents the UAVs can store. However, the concept of our problem can

be easily extended to inhomogeneous sizes of contents. We further assume that the content request

distribution does not change while the UAVs are serving users. This is a valid assumption regarded

by most previous literature.

3.2.3 Channel model

In this work, we consider free-space path-loss (FSPL) model with Rician small-scale fading

following the authors in [84] and [77].2

2When the UAV’s altitude is comparable to the cell radius as in [77], the probability of non-line-of-sight occurrence is
negligible. This can be easily verified using the expression of LoS probability included in some relevant channel modeling
literature such as [58].
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Let us denote hi jk as the AtG channel from the ith UAV to the jth user in the group k. Specifi-

cally, hi jk is a composition of the small-scale fading coefficient h̃i jk, E(|h̃i jk|2 = 1) and the path-loss

coefficient θi jk which is given by

hi jk(θi jk, h̃i jk) = θi jkh̃i jk, (3.2)

where the path-loss θi jk is a function of the relative distance between the i-th UAV and the j-th user

of group k and can be written as

θi jk = d−n
i jk = θ0

q
(x jk − xi)2 +(y jk − yi)2 +H2

−n
, (3.3)

where n > 2 is the path loss exponent, and θ0 is the path loss at a reference distance 1 m. We assume

h̃i jk follows a K-factor Rician distribution (K > 0). Hence, h̃i jk is composed of a deterministic

component h̄i jk ( h̄i jk = 1), and a random scattering component ĥi jk following a complex Gaussian

distribution C N (0,1). The small-scale fading coefficient h̃i jk is given by

h̃i jk =

r
K

1+K
h̄i jk +

r
1

1+K
ĥi jk, (3.4)

3.2.4 Achievable rate analysis

We denote sk,∀k ∈K as the signal with unit power, i.e., E{sks∗k}= 1 intended for the user group

requesting ck, wk = [w1k,w2k, ...,wUk]
|,∀k ∈K as the beamforming vector from the U UAVs to the

jth users of group k and h jk(θ jk, h̃ jk) = h1 jk(θ1 jk, h̃i jk), . . . ,hU jk(θU jk, h̃i jk)
| as the vector that

concatenates all the channels from U UAVs. To decide whether content k is placed in the i-th UAV,

we introduce the binary variable bik,∀k ∈K ,∀ j ∈Nk . In particular, bik = 1 enforces that content k

is stored in the i-th UAV and bik = 0 otherwise. Obviously, bik = 0 means the i-th UAV does not hold

the content k and is therefore not able to cooperatively serve the users requesting content k. Thus,

this UAV does not allocate any resource to these users. In other words, the beamforming applied on

these users from i-th UAV is 0. Similarly, we denote bk = [b1k,b2k, ...,bUk]
| and b = {bk,∀k ∈ K }
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for notational convenience. Thus, the received signal at the j-th user of group k is writen as

y jk = h jk(θ jk, h̃ jk)
†(wk ◦bk)sk + ∑

‘6=k
h jk(θ jk, h̃ jk)

†(w‘ ◦b‘)sl +n jk, (3.5)

In (3.5), the first term is the signal of interest at the j-th user of group k, while the second term is the

interfering signals (intended for the user requesting different contents) and n jk ∼ C N (0,σ2
0 ) is the

additive white Gaussian Noise (AWGN). For notational convenience, we denote w = {wk,∀k ∈ K }

and θ = θ jk,∀k ∈ K ,∀ j ∈ Nk . Given the above assumption, the signal-to-interference-plus-

noise ratio at the j-th user of group k is written as

Γ jk(w,θ , h̃ jk,b) =
(h jk(θ jk, h̃ jk))

†(wk ◦bk)
2

∑
‘6=k

(h jk(θ jk, h̃ jk))†(w‘ ◦b‘)
2
+σ2

0

, (3.6)

Then, by treating interference as noise, the achievable rate in bps/Hz at the user is

R jk(w,θ , h̃ jk,b) = log(1+Γ jk(w,θ , h̃ jkb)), (3.7)

To highlight the benefits of cooperative communication amongst limited-storage UAVs, let us per-

form some analysis on the following example:

An illustration for cooperative transmission design for limited-storage UAVs: In Fig. 3.2, we

consider a system of 5 UAVs and a group of ground users requesting 20 different contents that are

randomly distributed in the service region. We assume there are 20 contents to be requested by the

users and the storage space at each UAV is 5 contents. The contents are loaded on each UAV and

then the UAVs are dispatched to serve ground users. Note that in this example, although we assume

a random content placement scheme for ease of illustration, a more strategic content placement is

determined via the optimization problem we introduce later. The UAVs are able to serve the users

via beamforming. Since the total storage space is 25, some UAVs can accommodate copies of the

same contents and therefore can cooperate with each other to serve ground users. In Fig. 3.2, UAVs

1 and 2 store the same contents c1 and c2 and can support each other to serve the users requesting

these file via a proper design of the weights w11, w12, w21, w22. Similarly, UAVs 2, 3 and 4 all store
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Figure 3.2: An illustration for cooperative transmission of UAVs with limited storage capacity

the content c8 and thus can cooperate to serve users requesting it. The cooperation rule remains

the same for UAVs 4 and 5. Since users requesting the duplicate contents stored in multiple UAVs

benefit from the cooperation, the overall network performance is improved.

3.3 Problem Formulation

3.3.1 Formulation approach

Before formulating the problem, it is worth noting that the rate function is constituted by the

channel coefficient hi jk(θi jk, h̃i jk). However, the small-scale fading h̃i jk is a random complex number

and is impossible to obtain prior to the deployment of UAVs. Without a deterministic value of small-

scale fading, formulation of joint beamforming and location optimization cannot be done. Thus,

our proposed approach is first considering the AtG channels are composed of the path loss only. In

other words, we initially neglect the impact of small-scale fading and rewrite (3.2), (3.6), and (3.7)

as functions of merely path loss as follows.

hi jk(θi jk) = θi jk, (3.8)

Γ jk(w,θ ,b) =
(h jk(θ jk))

†(wk ◦bk)
2

∑
‘6=k

(h jk(θ jk))†(w‘ ◦b‘)
2
+σ2

0

, (3.9)

R jk(w,θ ,b) = log(1+Γ jk(w,θ ,b)), (3.10)
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With the deterministic form of the rate function (3.10), we can proceed to formulate the user ad-

mission maximization problem. Then, after solving the first problem, we can obtain the solution for

user admission decision, content placement, beamforming and UAVs’ locations. However, when

deploying UAVs following the obtained solution, the rate quality may degrade with the existence of

small-scale fading. To mitigate this potential rate loss, we introduce another supplement problem

to adjust the beamformers in each channel realization. The two formulated problems are introduced

subsequently. Note that although this approach is heuristic, the rate loss is insignificant when the

UAVs’ altitude is large since the path loss component would be the dominant factor ( K >> 1 and

| h̃i jk |≈1).

3.3.2 User admission maximization

We first start with the user admission maximization problem. Let us introduce the admission

decision variable a = a jk,∀ j ∈ Nk,∀k ∈ K , where a jk = {0,1}. a jk = 1 enforces that the j-th

user belonging to group k is admitted, and a jk = 0 otherwise. The rate quality at each user depends

on the beamforming vectors and path loss (or the UAVs’ positions). Besides, the admission decision

and the content placement, which influence the beamforming design, also affect the rate quality. As

a result, our user admission maximization problem can be written as follows

max
a,b,w,θ ,p ∑

k∈K
∑

j∈Nk

a jk (3.11a)

s.t. R jk(w,θ ,b)≥ a jkRk
min,∀ j ∈ Nk,∀k ∈ K (3.11b)

∑
k∈K

| bikwik |2≤ Pmax,∀i ∈ U (3.11c)

a jk = {0,1} ,∀ j ∈ Nk,∀k ∈ K (3.11d)

bik = {0,1} ,∀i ∈ U ,∀k ∈ K (3.11e)

∑
k∈K

bik ≤ S,∀i ∈ U (3.11f)

θ
−1/n
i jk ≥ θ̃0

q
(x jk − xi)2 +(y jk − yi)2 +H2

,∀i ∈ U ,∀ j ∈ Nk,∀k ∈ K (3.11g)

44



where constraint (3.11b) ensures a minimum rate for the admitted users, constraint (3.11c) presents

the maximum power budget for each UAV, constraint (3.11f) implies that the total number of con-

tents on each UAV should not exceed a maximum storage capacity S, constraint (3.11g) presents

the relationship between the path loss and the UAV’s position. It is noted that constraint (3.11g) is

active and equivalent to (3.3) at the optimality for problem (3.11). Proof of this claim is similar to

Appendix I in [85].

3.3.3 QoS maximization

After solving problem (3.11), the UAVs are deployed following the obtained optimal value

a∗ =
n

a∗jk,∀ j ∈ Nk,∀k ∈ K
o

, content placement b∗ = b∗ik,∀i ∈ U ,∀k ∈ K , and UAVs’ posi-

tions p∗ ={p∗
i ,∀i ∈ U }. However, with the presence of small-scale fading after deployment, the

minimum required rate Rk
min may sometimes not be satisfied. Hence, the beamforming vectors

can be adjusted at each channel realization according to the actual small-scale fading information,

which can be obtained via pilot sequences. Let us denote wn as the beamforming vectors at channel

realization n, we introduce the following problem

max
wn

∑
k∈K

∑
j∈Nk

R jk(wn) (3.12a)

s.t. R jk(wn)≥ a∗jkR̄k
min,∀ j ∈ Nk,∀k ∈ K (3.12b)

∑
k∈K

| b∗ikwik,n |2≤ Pmax,∀i ∈ U (3.12c)

The purpose of problem (3.12) is to enhance the data rate at the admitted user by adjusting the

beamforming wn based on the instantaneous channel state information (CSI) hi jk,n(θi jk, h̃i jk,n) =

θi jkh̃i jk,n. However, problem (3.12) may sometimes be infeasible if the small-scale fading is severe.

A countermeasure is to offset Rk
min in the initial problem by a small value χk, i.e., Rk

min= R̄k
min + χk.

For instance, if the actual target QoS requirement is 0.5 bps/Hz, we can set Rk
min = 0.55 and χk =

0.05. The value χk will depend on the Rician factor K, which presents the dominance of LoS

components in the channel.
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3.4 Solution Approach

First, we deal with problem (3.11). We propose the following equivalent transformation for

problem (3.11) as follows

max
a,b,w,
λ ,θ ,p

∑
k∈K

∑
j∈Nk

a jk (3.13a)

s.t. R jk(w,θ)≥ a jkRk
min,∀ j ∈ Nk,∀k ∈ K (3.13b)

| wik |2≤ bikλik,∀i ∈ U ,∀k ∈ K (3.13c)

∑
k∈K

λik ≤ Pmax,∀i ∈ U (3.13d)

(3.11d)− (3.11g)

Here, we introduce two new constraints (3.13c) and (3.13d) as a replacement for constraint (3.11c)

to free the variables b from the rate function. Thus, the new rate function in (3.13b) can be written

as R jk(w,θ) = log(1+Γ jk(w,θ)) where Γ jk(w,θ) =
|(h jk(θ jk))

†wk|2

∑
‘6=k
|(h jk(θ jk))†w‘|2+σ2

0

. It is worth noting that

we also introduce a new variable λ = {λik,∀i ∈ U ,∀k ∈ K } that indicates the soft-power level

that the UAVs applied on the user group k (the optimized power when the binary variable bik is

relaxed to continuous value). The constraints (3.13c) and (3.13d) convey the same meaning as

constraint (3.11c). The reason behind our transformation is to smoothen the achievable rate function

by removing the variable b as well as the dot-product operation. Since the new rate function, i.e.,

R jk(w,θ), is now a smooth function, our later introduced DC-based approximation, which requires

the derivation of gradient vectors, can be applied.

3.5 Low-complexity Algorithm

First and foremost, we acknowledge that problem (3.13) is non-convex because of the non-

convexity of constraints (3.13b), (3.13c), (3.11g). In this section, we propose an algorithm devel-

oped on the basis of DC-programming and successive convex approximation (SCA) [86]. Since the

rate function R jk(w,θ) is not inherently presented as a difference of two convex functions, so-called
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a DC function. We first apply DC decomposition to turn it into a DC form.

3.5.1 DC decomposition

R jk(w,θ) can be written as

R jk(w,θ)+ξ jk(kwk2 +kθk2)| {z }
f jk(w,θ)

−ξ jk(kwk2 +kθk2),

An important observation is that if the parameter ξ jk > 0 is sufficiently large, function f jk(w,θ)

becomes convex with respect to w and θ due to the dominance of the strongly convex component

ξ jk(kwk2 +kθk2). Consequently, function R jk(w,θ) turns into a DC function. Thus, we introduce

the following theorem.

Theorem 5. For ξ jk ≥ ξ 0, where ξ 0 is derived in Appendix C, f jk(w,θ) is strongly convex and

R jk(w,θ) becomes a DC function.

Proof. Please refer to Appendix C.

After applying the above decomposition, we can rewrite problem (3.13) as

max
a,b,w,
λ ,θ ,p

∑
j∈Nk

∑
k∈K

a jk (3.14a)

s.t. f jk(w,θ)−ξ jk(kwk2 +kθk2)≥

a jkRk
min,∀ j ∈ Nk,∀k ∈ K (3.14b)

(3.11c)− (3.11g)

The left-hand side (LHS) of constraint (3.14b) now has DC form. Next, we introduce the DC-based

approximation framework.
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3.5.2 The DC-based approximation method

To describe the method, let us revisit the following DC-form constraint

f (x)−g(x)≥ 0 (3.15)

where f (x) and g(x) are both convex with respect to variable x. Note that in order for constraint

(3.15) to characterize a feasible convex set, its left-hand side must be a concave function. Hence,

the convex function f (x) is the reason why constraint (3.15) is not convex. Assuming that f (x)

is differentiable, the first step of DC-based method is the linear approximation of f (x) around the

point x[‘] to convexify (3.15) into the following constraint

fT (x[‘])−g(x)≥ 0 (3.16)

(3.16) replaces f (x) with its lower-bound first-order Taylor approximation fT (x[‘]) around point

x[‘]. Hence, optimization problems with constraints following the form of (3.15) can be solved by

iterative relaxation of non-convex constraints (3.15) into a convex approximation form as in (3.16).

To apply this principle in our problem, we first acknowledge that problem (3.20) is nonconvex

because of the convex function f jk(w,θ) (with a sufficiently large value of ξ jk) on the greater side

of constraint (3.14b). Thus, we replace it by its first-order Taylor approximation Fjk(w,θ) around

point w[‘] and θ
[‘] as follows

Fjk(w,θ ;w[‘],θ [‘]) = f jk(w[‘],θ [‘])+ f̂ jk(w;w[‘],θ [‘])+ f̆ jk(θ ;w[‘],θ [‘])| {z }
F̃(w,θ ;w[l],θ [‘])

−

2ξ jk Re (w[‘])†w− w[‘]
2
+(θ [‘])†

θ − θ
[‘]

2

| {z }
F̄(w,θ ;w[‘],θ [‘])

, (3.17)

where

f̂ jk(w;w[‘],θ [‘]) =
2Re (w[‘])†H jk θ

[‘] w− (w[‘])†H jk θ
[‘] w[‘]

(w[‘])†H jk θ
[‘] w[‘]+σ2

0

−
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2Re (w[‘])†H̃ jk θ
[‘] w− (w[‘])†H̃ jk θ

[‘] w[‘]

(w[‘])†H̃ jk θ
[‘] w[‘]+σ2

0

, (3.18)

and

f̆ jk(θ ;w[‘],θ [‘]) =
2Re (θ [l])†Ω jk w[‘] θ − (θ [‘])†Ω jk w[‘] θ

[l]

(w[‘])†Ω jk θ
[‘] w[‘]+σ2

0

−

2Re (θ [‘])†Ω̃ jk w[‘] θ − (θ [‘])†Ω̃ jk w[‘] θ
[‘]

(w[‘])†Ω̃ jk θ
[‘] w[‘]+σ2

0

, (3.19)

The derivation of H jk, H̃ jk, Ω jk, and Ω̃ jk are as presented in Appendix C. After applying DC-based

approximation, we obtain the following optimization problem:

max
a,b,w,
λ ,θ ,p

∑
j∈Nk

∑
k∈K

a jk (3.20a)

s.t. Fjk(w,θ ;w[‘],θ [‘])−ξ jk(kwk2 +kθk2)

≥ a jkRk
min,∀ j ∈ Nk,∀k ∈ K (3.20b)

(3.13c), (3.13d), (3.11d)− (3.11g)

The above problem is still non-convex due to non-convex constraints (3.13c) and (3.11g) and the

binary variables a, b. The tackle this, transformations and relaxations of these constraints and

variables need to be applied.

3.5.3 Constraint transformation and relaxation.

First, we relax the binary variables a and b into continuous and replace (3.11d) and (3.11e) with

the following constraints while still maintaining the equivalence

a jk −a2
jk ≤ 0, (3.21)

0 ≤ a jk ≤ 1, (3.22)

bik −b2
ik ≤ 0, (3.23)
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0 ≤ bik ≤ 1, (3.24)

Since (3.21) and (3.23) are non-convex constraints, we replace the left-hand sides of them by their

upper-bound first-order Taylor approximation around points a[‘]jk and b[‘]jk as follows

a jk − (a[‘]jk)
2 −2(a[‘]jka jk − (a[‘]jk)

2)≤ 0, (3.25)

bik − (b[‘]ik )
2 −2(b[‘]ik aik,t − (b[‘]ik )

2)≤ 0, (3.26)

Thanks to the work [87], we acknowledge that the above constraints can render our DC-based

iterative algorithm unable to compute a feasible solution when coupled with constraints (3.21) and

(3.23). We make sure a[‘]jk and b[‘]ik are always feasible by introducing two slack variables µ jk and νik

as follows

a jk − (a[‘]jk)
2 −2(a[‘]jka jk − (a[‘]jk)

2)≤ µ jk, (3.27)

bik − (b[‘]ik )
2 −2(b[‘]ik bik,t − (b[‘]ik )

2)≤ νik, (3.28)

To maintain the equivalence of our problem, the variables µ jk and νik, associated with some penalty

parameters, will be deducted from the objective function and the optimality of the problem occurs

when µ jk and νik approach 0.

Next, with simple algebraic transformations, we can transform the constraint (3.13c) into the

following r
| wik |2 +

(bik −λik)2

4
≤ bik +λik

2
, (3.29)

After the transformation, it is obvious that (3.29) is the second-order cone representation of con-

straint (3.13c). Finally, to deal with constraint (3.11g), we replace the left-hand side by its lower-

bound first-order Taylor approximation around point θ
[‘]
i jk as follows

θ
[‘]
i jk −

1
α

θ
−1−n

n (θ −θ
[‘])≥ θ̃0

q
(x jk − xi)2 +(y jk − yi)2 +H2, (3.30)
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Let us denote M̃ = {µ jk,∀ j ∈ Nk,∀k ∈ K , Ñ = {νik,∀i ∈ U ,∀k ∈ K }. By applying the above re-

laxation and approximation, we obtain the following convex optimization problem at ‘-th iteration:

max
a,b,w,
λ ,θ ,p

∑
k∈K

∑
j∈Nk

a jk −M[‘]
∑

k∈K
∑

j∈Nk

µ jk −N[‘]
∑

k∈K
∑

i∈U

νik (3.31a)

s.t. Fjk(w,θ ;w[‘],θ [‘])−ξ jk(kwk2 +kθk2)≥

a jkRk
min,∀ j ∈ Nk (3.31b)

∑
k∈K

bik ≤ S,∀i ∈ U (3.31c)r
| wik |2 +

(bik −λik)2

4
≤

bik +λik

2
,∀k ∈ K ,∀i ∈ U (3.31d)

∑
k∈K

λik ≤ Pmax,∀i ∈ U (3.31e)

0 ≤ a jk ≤ 1,∀ j ∈ Nk,∀k ∈ K (3.31f)

a jk − (a[‘]jk)
2 −2(a[‘]jka jk − (a[‘]jk)

2)≤

µ jk,∀ j ∈ Nk,∀k ∈ K (3.31g)

0 ≤ b jk,t ≤ 1,∀i ∈ U ,∀k ∈ K (3.31h)

bik − (b[‘]ik )
2 −2(b[‘]ik bik,t − (b[‘]ik )

2)≤

νik,∀i ∈ U ,∀k ∈ K (3.31i)

(3.31j)

θ
[‘]
i jk −

1
α

θ
(−1−n)/n(θ −θ

[‘])≥

θ̃0

q
(x jk − xi)2 +(y jk − yi)2 +H2,∀ j ∈ Nk,∀k ∈ K (3.31k)

Note that in problem (3.31) the slack variables µ jk and νik, coupled with the penalty parameters

M[‘] and N[‘], have been deducted from the original objective function. It is obvious that when µ jk

and νik approach 0, the variables a jk and bik converge to either 0 or 1. The values M[‘] and N[‘]

are initiated at some small positive values and are updated by multiplying with values εM,εN > 1
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to ensure that ∑k∈K ∑ j∈Nk
µ jk and ∑k∈K ∑i∈U νik approach 0 when M[‘] and N[‘] approach some

large values Mmax and Nmax.

At the ‘-th iteration, the initial mixed-integer non-convex problem (3.11) has been approximated

into a continuous second-order cone program (SOCP), which can be handled by modern optimiza-

tion solvers [88]. Thus, the SCA method, which is widely known in the wireless communication

and signal processing community, can be applied. Algorithm 2 outlines our method to solve prob-

lem (3.11). After solving problem (3.11), values a∗, b∗,p∗ can be used to proceed to solve problem

Algorithm 2 DC-based SCA method

1: Initialize starting values of a[‘], b[‘], w[‘], θ
[‘],p[‘], M[‘], and N[‘]

2: Set ‘ := 0;
3: repeat
4: Solve the convex problem (3.31) to obtain a∗, b∗, w∗, θ

∗,p∗;
5: Set ‘ := ‘+1;
6: Update a[‘] = a∗, b[‘] = b∗, w[‘] = w∗, θ

[‘] = θ
?,p[‘]=p∗;

7: Update M[‘] = min{εMM[‘−1],Mmax} and N[‘] = min{εNN[‘−1],Nmax};
8: until Convergence of the objective function (3.31a); a∗ = a[‘], b∗ = b[‘], w∗ = w[‘], θ

∗ =
θ
[‘],p∗ = p[‘]

(3.12). Since problem (3.12) is continuous and non-convex due to the function R jk(wn), we can

apply DC decomposition and SCA the same as with function R jk(w,θ) in problem (3.11) (θ is a

now constant since we know p∗).

3.6 Numerical Results and Discussion

In this section, we present numerical results to evaluate the performance of our proposed scheme

and draw some engineering insights from adjusting the system parameters. We also compare our

scheme with non-cooperative power allocation scheme [78] and joint beamforming [82]. We first

solve problem (3.11) with a value Rk
min greater than the actual minimum required rate R̄k

min. Then,

problem (3.13) is solved with value R̄k
min to determine the optimal beamforming at each channel

realization. However, it is noted that R̄k
min and Rk

min can be roughly the same, especially when the

Rician factor K is large.

Settings: we consider a wireless communication system with a circular coverage of radius r =

100 m. There are 20 ground users that are randomly distributed within the circle. These users
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request 6 different contents whose request probability follow the Zipf distribution. Unless otherwise

stated, θ0 =−50 dB, n=2.3 , K= 12 dB, S=3, U = 6, H = 100 m and α = 0.6. We assume the flexible

LTE bandwidth of W = 20 MHz [89]. Thus, the AWGN noise power is σ2
0 =−174+10log(W )≈

−100 dBm since the UAVs are operating on the whole available bandwidth. The number of admitted

users is averaged out over 100 randomly generated small-scale fading and user distributions and is

rounded to the nearest integer. Note that although the users’ QoS requirements are usually different

from each other in practice, we consider the same minimum QoS requirement for all users for the

sake of fair evaluation. For instance, if we set the requirement of a user group very low and the

others very high, the system may only admit the group with the lower requirements and rejects the

others despite varying the parameters.

In Fig. 3.3, we investigate the system performance under five scenarios with different (mini-

mum) QoS requirements. Specifically, the QoS requirements, i.e., R̄k
min, in scenarios 1, 2, 3, 4 and

5 is 0.1, 0.2, 0.4, 0.6 and 0.8 bps/Hz, respectively. Note that the QoS requirements have been nor-

malized by W and the bitrate (in bps) is WR̄k
min. Thus, the users admitted in scenarios 1, 2, 3, 4

and 5 can experience the bitrates 2, 4, 8, 12, and 16 Mbps, respectively. These bitrates can provide

high-quality videos. For instance, the bitrates in scenarios 2, 3 and 4 are higher than the required

rates for 480p, 720p and 1080p video quality, respectively [90].3 As illustrated, the more we in-

crease the minimum rate requirements, the fewer users the system can admit considering the same

power budget. We also notice that the number of admitted users can be 0 when the power budget

is low. The reason is the effect of path loss caused by the high-altitude deployment of UAVs makes

the received signal very weak. In addition, increasing the power budget on UAVs leads to minor

improvements on user admission as the QoS requirements become higher. For example, in scenario

5, no user is admitted at 18 dBm and only 3 are admitted at 28 dBm, which is 10-time higher power

consumption. This is due to the following reasons. First, the received signals at the users experience

significant path loss due to the UAVs’ altitude and their own distance from the users. We will later

show that increasing the number of UAVs can mitigate this trend since the UAVs can move closer

to the users, especially those at the edge. Second, when the UAVs cannot support more users given

their power budget, the power is reserved to increase the rate of the admitted users due to problem

3The redundant bandwidth can be reserved for cyclic prefix, signaling overhead, and pilot overhead.
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Figure 3.3: Number of admitted users versus the maximum power budget per UAV with different
QoS requirements

(3.13).

As demonstrated in Fig. 3.3, increasing power is inefficient to enhance user admission. Thus,

in Fig. 3.4, we increase the number of UAVs and see what is the minimum overall power budget

(which is divided equally to each UAV) to admit all 20 users in each case. The QoS requirement

is the same as Scenario 3 in Fig. 3.3. It is worth mentioning that the power budget in Fig. 3.4 is

unrealistically increased up approximately 68 dBm per UAVs (70 dBm in total) for the sole purpose

of highlighting the relationship between the number of UAVs and the power needed to admit all

users. Fig. 3.4 shows that by adding 5 UAVs, the required total power can be reduced by 40 dBm

(104 times), which is very significant. This is due to the following reasons. First, increasing the

number of UAVs allows more UAVs to cooperate and boost received signal strength. Second, with

more UAVs, each one has more freedom to fly closer to the users to significantly reduce the path

loss. We also notice that this trend slows down gradually as we decrease the total power budget

since after a certain point, the cooperation cannot overcome a fixed path-loss induced by the altitude

H = 100 m when the overall power budget becomes too small. This observation offers a notable

insight that more UAVs with lower power budget working in a cooperative manner consumes much

less power than fewer UAVs high power to achieve the same user admission. Thus, employing more

cooperative UAVs may to improve UAVs’ lifetime.

In Fig. 3.5, we consider a fixed total storage capacity of 18 contents while deploying different
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Figure 3.4: Minimum total power budget to admit all users versus different numbers of cooperative
UAVs.

numbers of UAVs. The QoS requirement is the same as Scenario 3 in Fig. 3.3. As illustrated,

deploying more UAVs with lower storage capacity on each UAV results in higher user admission.

Thus, when considered as a resource, storage capacity plays a similar role to power budget per

UAVs. Thus, from a more general perspective, Overall, Fig. 3.4 and Fig. 3.5 reveal that UAVs

with limited capability (in terms of payload and power) can cooperatively work together and still

outperform UAVs with much higher capability.

In Fig. 3.6, we observe the effect of storage capacity on the system performance while keeping

the number of UAVs unchanged. The QoS requirement is as in scenario 3 of Fig. 3.3. Similar to the

impact of the number of UAVs, more storage capacity results in higher user admission. The reason

is that when we have more storage capacity, more UAVs can store the duplicate versions of the same

contents and thus increase the cooperation among UAVs.

In Fig. 3.7, we draw the comparison among different interference mitigation schemes. The QoS’

requirements are as in scenario 3 of Fig. 3.3. In the power allocation scheme, each UAV is assigned

to serve each user group. We optimized the power that each UAV allocates to its corresponding user

group and the UAVs’ positions so as to mitigate inter-group interference. Some drawbacks of the

power allocation scheme are considering no cooperation among UAVs based on content storage and

only taking into consideration the amplitude of the transmitted signal while neglecting the phase

components. Thus, the power allocation scheme performs poorly when the users are scattered. For
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Figure 3.5: Number of admitted users versus power budget per UAV with the same total storage
space and different number of UAVs.

the joint beamforming scheme [82], we also employ beamforming and location optimization as in

our scheme. However, in this case, all the UAVs serve all the users via joint transmissions. As

demonstrated in Fig 3.4, the system performance is supposed to be enhanced when more UAVs can

serve one user group. However, this is only true when we have enough storage to store most of the

contents to be requested (ideally all contents). Since we are considering a practical scenario with

limited storage capacity, the UAVs can only store the most popular contents and the number of ad-

mitted users is upper-bounded by the total number of users requesting these contents. As illustrated,

our proposed scheme outperforms the others since we are considering signal-level coordination

(beamforming), UAVs’ locations, and strategic content placement with limited storage capacity per

UAV simultaneously.

Fig. 3.8 shows the impact of different values of α in our system. The QoS requirements are

as in scenario 3 of Fig. 3.3. The value α , which has been presented in section 3.2.2, represents

the degree that the content request distribution is concentrated on the most popular contents. In

other words, the larger α , the larger the number of users requests the most common contents. As

shown in Fig. 3.8, our system performance increases with α . Since there are more users requesting

the most popular contents, it is more likely the contents are loaded in the UAVs as our objective is

to maximize the number of served users. Thus, there are more copies of the same contents in the

UAVs (constrained by the storage capacity), which enhances UAVs’ cooperation. This trend has
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been referred to as higher content reuse in previous literature [5].

3.7 Conclusion

In this chapter, we have proposed and investigated a novel network architecture enabled by mul-

tiple content-aware UAVs. By leveraging the new promising technology of UAVs and the existing

and established techniques such as distributed antenna system and multicast beamforming, we uti-

lize a system of multiple content-aware UAVs with limited storage capacity that can cooperate with
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Figure 3.8: Number of admitted users versus the maximum power budget per UAV with different
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each other to enhance the system performance. Further, by acknowledging the relationship among

the UAVs’ storage capacity, their locations, and their capability to cooperate, we formulate a novel

optimization problem to maximize the user admission, taking into consideration some practical con-

straints. Since our formulated problem is a mixed-integer non-convex optimization problem whose

search of the optimal solution cannot be guaranteed a polynomial time, we proposed a framework

based on difference-of-convex programming to approximate it into a series of mixed-integer second-

order cone programs and iteratively solve them until convergence. Our numerical results reveal the

superiority of our scheme compared to previous work from the literature and offer notable insights

into the system operation as a function of a wide range of design parameters.
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Chapter 4

Final Conclusions and Future Work

In this thesis, we have investigated the performance of cooperative communications Incorpo-

rated by two states-of-the-art technologies, namely UAVs and NOMA. It is clear that when we

endow conventional NOMA-enabled and UAV-enabled wireless networks with cooperation capa-

bility among multiple transmission and reception nodes, the network achieve higher performance

gain than without cooperation. We have also analyzed why cooperative communication benefits

in the specific networks scenarios in the Conclusion sections of Chapter 2 and Chapter 3. As a

final conclusion of the thesis, we will discuss some of the limitation of our contributions as well as

propose some promising extension for future work.

Some of the limitations and our proposed future work are as follows

• Overhead: coordination among multiple nodes requires tremendous information exchange

on control channels, which may be costly resource-wise. An example of this is the resource

allocated to channel estimation and CSI acquisitions and exchanging the information among

BSs to determine the optimal beamforming vectors in Chapter 3. As the size of the network

increases, the information required to coordinate all the nodes increase and more resource will

be allocated to overhead than the actual payload data. This has not been discussed enough

in this thesis. The key to overhead problem is to have a framework to reduce the degree of

centralization since full coordination is not practical and is often not necessary. Hence, our

future work will focus on an effective framework for our proposed problems but with partial
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coordination due to overhead constraints.

• Energy: we have concluded in the previous chapter that cooperation can reduce the com-

munication energy when we employ more nodes since this enhances the macro-diversity of

the systems. However, as we employ more coordinated nodes, the cost to install and oper-

ate these nodes also increases energy usage. Thus, a more comprehensive energy model that

captures different types of energy usage needs to be studied to practically evaluate the energy

efficiency of cooperative communication. Furthermore, in C-NOMA, we utilize mobile users

relaying nodes, which can drain their energy quickly. To this end, one solution is to com-

plement/replace the users with intelligent reflecting surfaces (IRSs), which do not require to

need energy emission to relay the transmitted signals [91].
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Appendix A

Power control for HD C-NOMA

In this section, we present the proof of theorems 1 and 2. At first, note that for any value α ∈

[0,1], constraints (2.18d) and (2.18e) can be equivalently transformed into the following inequalities.

max AH
m,n,B

H
m,n Pd

m,n ≤ α ≤CH
m,n, (A.1)

where

AH
m,n =

δ H
th (PBSγm +1)

PBSγm(δ H
th +1)

,

BH
m,n Pd

m,n =
(PBSγn +1)(δ H

th −Pd
m,nγd

m,n)

PBSγn(δ H
th +1−Pd

m,nγd
m,n)

,

CH
m,n = 1−

δ H
th (γ

SI
m +1)

PBSγm
.

(A.2)

Obviously, AH
m,n, BH

m,n, and CH
m,n define together the boundaries of the region of the feasible solutions

of α as presented in Fig. A.1. In addition, it can also be observed from equation (2.18a) that the sum

rate is an decreasing function with respect to αm,n and an increasing function with respect to Pd
m,n,

which can be confirmed through its partial derivatives. Consequently, to maximize this sum-rate

function, the smallest and feasible value of αm,n should be selected. By observing Fig. A.1, it can

be realized that the pre-selected values of αm,n are along the red and the blue lines, depending on the

value of the relaying power budget P̄d. Let Pmin
m,n denotes the power value of the intersection point

between the black and the red lines, which can be easily found by solving the equation BH
m,n =CH

m,n.

71



0 0.1 0.2 0.3 0.4 0.5 0.6
0

0.2

0.4

0.6

0.8

1

1.2

Figure A.1: Feasibility region of power control problem for HD C-NOMA.

Now, in order for the inner problem Pinner to be feasible, it is necessary that the feasibility region

(green region in Fig. A.1) is non-empty. In other words, the value ¯Pd
m,n needs to be greater then

Pmin
m,n and the upper bound CH needs to be greater than 0. Solving these two inequalities implies the

feasibility conditions in 2.19a-2.19b, which completes the proof of theorem 1.

From the above observation, it is obvious that the value Pd
m,n should be as large as possible so

that value α takes the minimum value. However, after the intersection between the red and the blue

lines, which holds at the power value Pint
m,n, i.e., when BH

m,n = AH
m,n, the value of α will be constant

even when Pint
m,n ≤ Pd

m,n. Thus, when P̄d ≤ Pint
m,n, the optimal value of Pd

m,n = P̄d and the optimal value

of α = BH
m,n P̄d . However, from a power efficiency perspective, when Pint

m,n ≤ P̄d, the optimal value

of Pd
m,n =Pint

m,n and the optimal value of α =AH
m,n =BH

m,n Pint
m,n . This scheme implies the closed-form

solutions in (2.21), which completes the proof for theorem 2.
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Appendix B

Power control for FD C-NOMA

In this section, we present the proof of theorems 3 and 4.At first, note that for any value α ∈

[0,1], constraints (2.18d) and (2.18e) can be equivalently transformed into the following inequalities.

max AF
m,n,B

F
m,n ≤ α ≤CF

m,n, (B.1)

where

AF
m,n Pd

m,n =
δ F

th(PBSγm + γSI
m Pd

m,n +1)
PBSγm(δ F

th +1)
,

BF
m,n Pd

m,n =
(PBSγn +1)(δ F

th −Pd
m,nγd

m,n)

PBSγn(δ F
th +1−Pd

m,nγd
m,n)

,

CF
m,n = 1−

δ F
th(γ

SI
m +1)

PBSγm
.

(B.2)

Obviously, AF and BF are functions of the relaying power Pd
m,n, and along with CF

m,n, they define

together the boundaries of the region of the feasible solutions of α . Precisely, the feasible region of

α is characterized by the relation presented in (B.1). Obviously, there exit feasible solutions if and

only if this region is non-empty. In order to characterize this feasible region, we use the geometric

representations of (B.1) as shown in Fig. B.1(a), Fig. B.1(b) and Fig. B.1(a)B.1(c), where b1 and b3

are the lower and upper intersections between BF
m,n and CF

m,n, respectively, and b2 is the intersection

between AF
m,n and BF

m,n. It can be easily proven that AF
m,n intersects with BF at a positive value of

Pd
m,n by solving the equation AF

m,n Pd
m,n = BF

m,n Pd
m,n . On the other hand, BF and CF may or may
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(a) No intersection.
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(b) Positive lower intersection.
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(c) Negative lower intersection.

Figure B.1: Feasibility region power control problem for FD C-NOMA.

not intersect depending on the value ∆1 in 2.24 that is arisen from solving the equation BF
m,n =CF

m,n.

There are three cases where feasible solutions exist as follows.

(1) When there is no intersection between BF
m,n and CF

m,n (Fig. B.1(a)).

(2) when the two intersections of BF
m,n and CF

m,n occur at positive values of Pd
m,n (Fig. B.1(b)).

(3) when the lower intersection of BF
m,n and CF

m,n occurs at a negative value of Pd
m,n and their

higher intersection (either at a positive or negative value of Pd
m,n) is lower than the intersection

between AF and CF (Fig. B.1(c)).

Based on this, we obtain the feasibility conditions as presented in (2.23) and it can be easily verified

that there is no feasible solutions for α otherwise, which completes the proof for theorem 3.

After determining the feasibility conditions of α , we can proceed to find the optimal power

control scheme. First, we note that the inner problem Pinner is non-convex due to constraints

(2.18d) and (2.18e). However, it is widely known that the optimal power allocation scheme that

maximizes the sum rate follows the water-filling power allocation policy. Thus, we choose the

minimum feasible value of α for maximizing the objective function of Pinner, and therefore, we

the optimal value of Pd
m,n is the one that achieves the lowest feasible α . Based on this and on Fig.

B.1(a), Fig. B.1(b) and Fig. B.1(a)B.1(c), when P̄d ≤ b2, the optimal value of Pd
m,n = P̄d and the
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optimal value of α = BF
m,n P̄d . However, when b2 ≤ P̄d, the optimal value of Pd

m,n = b2 and the

optimal value of α = AF
m,n (b2) = BF

m,n (b2), which completes the proof for theorem 4.
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Appendix C

Lipschitz Continuity and Convexity

after DC Decomposition

First, we can rewrite R jk(w,θ) as

R jk(w,θ) = log( ∑
k∈K

(h jk(θ jk))
†wk

2
+σ

2
0 )− log(∑

‘6=k
(h jk(θ jk))

†w‘
2
+σ

2
0 ), (C.1)

The gradient vector of R jk(w,θ) is defined as ∇R jk(w,θ) = ∇wR jk(w,θ);∇θ R jk(w,θ) , with

∇wR jk(w,θ) =
2w†H jk (θ)

w†H jk (θ)w+σ2
0| {z }

h̄1(w,θ)h̄2(w,θ)

−
2w†H̃ jk (θ)

w†H̃ jkw+σ2
0| {z }

h1(w,θ)h2(w,θ)

(C.2)

∇θ R jk(w,θ) =
2θ

†
Ω jk (w)

w†Ω jk (w)w+σ2
0| {z }

h̄3(w,θ)h̄2(w,θ)

−
2θ

†
Ω̃ jk (w)

w†Ω̃ jk (w)w+σ2
0| {z }

h3(w,θ)h2(w,θ)

(C.3)

In (C.2), we define Ĥ jk (θ) = h jk(θ jk)(h jk(θ jk))
† to support the notational purpose of

H jk (θ) = Bdiag Ĥ jk (θ) , . . . ,Ĥ jk (θ)| {z }
Uelements

and H̃ jk (θ) = Bdiag Ĥ jk (θ) , . . . ,0, ..,Ĥ jk (θ)| {z }
Uelements

, where 0

appears at the k-th element. In (C.3), we define ω jk (wk) = wk ◦ hk, ω
0
jk = ω jk (w)(ω jk (w))† to

support the notational purpose of Ω jk (w) =∑k∈K ω
0
jk and Ω̃ jk (w) =∑l∈K \k ω

0
jl . Then, we attempt
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to find Lipschitz constants for ∇wR jk(w,θ) and ∇θ R jk(w,θ). First, we have

h̄1(w,θ)− h̄1(w(0),θ (0)) = k2w†H jk (θ)−2w(0)†H jk θ
(0) +

2w†H jk θ
(0) −2w†H jk θ

(0) k ≤ 2w†(H jk (θ)−H jk θ
(0) )

+ 2(w−w(0))†H jk θ
(0) ≤ 2kwk Bdiag h jk(θ jk)−h jk(θ jk) h jk(θ jk)

†

F

+2kwk Bdiag h jk(θ
(0)
jk ) h jk(θ jk)−h jk(θ

(0)
jk )

†

F
+2 w−w(0) H jk (1/H) F

≤ 2kwk2U h jk(1/H) h̃ jk ∞
θ jk −θ

(0)
jk +2 w−w(0) H jk (1/H) F ≤

A1 θ −θ
(0) + w−w(0) (C.4)

with

A1 = max 4U2Pmax h jk(1/H) h̃ jk ∞
,2 H j (1/H) F

In other words, the Lipschitz constant of h̄1(v) is A1. Similarly, we can derive

h̄2(w,θ)− h̄2(w(0),θ (0)) ≤ B1 θ −θ
(0) + w−w(0) (C.5)

where B1 = 1/N2
0 (A1/2+UPmax H j (1/H) F . Using (C.4) and (C.5), we can find the Lipschitz

constant A1 of h̄1(w,θ)h̄2(w,θ) as

h̄1(w,θ)h̄2(w,θ)− h̄1(w(0),θ (0))h̄2(w(0),θ (0)) ≤ 2UPmax H jk (1/H) F B1 +1/N0A1| {z }
A1

×

θ −θ
(0) + w−w(0) (C.6)

Similarly, we can derive the Lipschitz constant of h̄3(w,θ) as

h̄3(w,θ)− h̄3(w(0),θ (0)) ≤C1 kθ −θ
(0)k+ w−w(0) (C.7)

where C1 = max
n

4U2/H h̃ jk
2
∞

Pmax,2UPmax h̃ jk ∞

o
. Then, we can also find the Lipschitz con-

stant B1 of h̄3(w,θ)h̄3(w,θ) as
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h̄3(w,θ)h̄2(w,θ)− h̄3(w(0),θ (0))h̄2(w(0),θ (0))

≤ 2U/H2UPmax h̃ jk ∞
B1 +1/N0C1| {z }

B1

× θ −θ
(0) + w−w(0) (C.8)

By following the same steps, we can also conclude that the Lipschitz constants for the terms

hk(w,θ),k = 1 . . . ,3 are A1,B1,C1, respectively. Finally, we have

∇vR jk(w,θ)−∇vR jk(w(0),θ (0)) ≤ ξ0 θ −θ
(0) + w−w(0) (C.9)

where ξ0 = 2×max{A1,B1}. We now prove Theorem 5. According to (C.9), R jk(v,θ) is ξ0âĂŞsmooth.

Thus, we have

kR jk(w,θ)−R jk(w(0),θ (0))−∇vR jk(w(0),θ (0))|([w,θ ]− [w(0),θ (0)])k

≤ ξ0

2
(||θ −θ

(0)||2 + ||w−w(0)||2) (C.10)

which means

R jk (w,θ)≥−ξ0

2
( θ −θ

(0)
2
+ w−w(0)

2
)+

R jk(w(0),θ (0))+∇R jk(w(0),θ (0))|([w,θ ]− [w(0),θ (0)]) (C.11)

Because of the strong convexity of ξ jk(kwk2 +kθk2), we have

ξ jk(kwk2 +kθk2)≥ ξ jk w(0)
2
+ θ

(0)
2
)+2ξ jk[w(0),θ (0)]|([w,θ ]− [w(0),θ (0)])

+
ξ jk

2
( θ −θ

(0)
2
+ w−w(0)

2
) (C.12)

From the two inequalities (C.11) and (C.12), we obtain

f jk(w,θ)≥
ξ jk −ξ0

2
(||θ −θ

(0)||2 + ||w−w(0)||2)+ f jk(w(0),θ (0))+
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∇ f jk,t(w,θ)(w(0),θ (0))|([w,θ ]− [w(0),θ (0)])

which means that R jk(w,θ) is strongly convex.
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