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Abstract

Learning Through Text-Image Pairs and Image Sequences

Qicheng Lao, Ph.D.
Concordia University, 2019

Many machine learning systems for artificial intelligence are biologically inspired, for example,

the artificial neural networks (ANNs) have similar architecture as human brains, and convolutional

neural networks (CNNs) are inspired by the observations from early study on animal’s visual cortex

system. The above two examples (ANNs and CNNs) are inspirations at the level of creating fun-

damental tools (e.g., neural networks) for a machine learning system. Another level of inspirations

can come from the way human learn or respond that builds on top of the existing powerful learning

tools, i.e., brains. In this thesis, we will focus on another type of inspiration that also belongs to the

second level. It is based on the common practice that for an efficient learning or an optimal decision,

human integrate all sources of available information in multiple views and leverage the reasoning

of the underlying connections among them, i.e., multi-view learning. We address several prob-

lems in both medical and non-medical domains, including text-to-image synthesis, cell phenotype

classification, histopathological malignancy diagnosis and disease progression learning, from the

perspective of multi-view learning with an emphasis on learning the underlying connections among

the multiple distinct feature sets representing the given multi-view data (i.e., image sequences in a

unimodal setting and text-image pairs in a multi-modal setting).
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Chapter 1

Introduction

1.1 Motivation

Many machine learning systems for artificial intelligence are biologically inspired, for example,

the artificial neural networks (ANNs) have similar architecture as human brains, where a neuron

takes input signal from many other neurons, processes the information and fires its own signal after

activation to downstream neurons; And convolutional neural networks (CNNs) are inspired by the

observations from early study on animal’s visual cortex system [8], which contains different types

of cells that are sensitive to their specialized receptive fields, with different sizes from small to large,

systematically covering the entire visual field.

The above two examples (ANNs and CNNs) are inspirations at the level of creating fundamental

tools (e.g., neural networks) for a machine learning system. Another level of inspirations can come

from the way human learn or respond that builds on top of the existing powerful learning tools,

i.e., brains. In fact, this level of inspirations widely exists with or without awareness, and also

results in various machine learning topics that are currently under active research, such as transfer

learning [9, 10, 11] and multi-task learning [12, 13, 14], respectively based on the fact that human

usually learn a new task based on previous knowledge, and can respond towards multiple tasks

simultaneously. Unlike the first level of inspiration, the second one is more intuitive and implicit,

and it also relies on the success of the first level. In other words, a complete machine learning system

includes a learning tool and how this tool is used. Quite often the latter also shapes the tool itself,

and the two together can form a positive feedback loop for an overall better system, similar to the

evolution of human intelligence. One great example of the second level inspirations reshaping the

learning tool is the integration of attention mechanism into many neural networks such as recurrent

neural networks (RNNs), where the attention reflects how human visual perception differentiates

high resolution information from low resolution information.
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This thesis will focus on another type of inspiration that also belongs to the second level. It is

based on the common practice that for an efficient learning or an optimal decision, human integrate

all sources of available information in multiple views and leverage the reasoning of underlying

connections among them, i.e., multi-view learning [4, 15, 16]. The available information can be

present within a single modality or across multiple modalities, such as image, text and audio data.

For example, in a unimodal setting (e.g., all views in image modality), the multi-view data would

comprise sequences of images for a certain kind of object or concept in multiple views, with each

view encoding different feature sets, either independent or complementary, such as different view-

points of a 3D object, or different magnification levels of a 2D image; in a multi-modal setting (e.g.,

views in both image and text modality), the multi-view data could be given as pairs of image and its

corresponding text descriptions, and the challenge is to transform both image and text data into the

same latent feature space for the subsequent tasks. This is illustrated in Figure 1.1 with one example

for learning through image sequences (left, Figure 1.1) and one example for learning through text-

image pairs (right, Figure 1.1). As shown on the left side of the figure, the malignancy diagnosis of

histopathological images can be transformed into a multi-view learning problem, where each view

is at a different magnification level from the same whole-side image, and as a result, the images in

multiple views can form image sequences; on the right side of the figure, the text-image matching

problem essentially deals with the joint learning of the two modalities, and the learned representa-

tions could later on be used in the similarity analysis for image ranking or retrieval, image captioning

and text-to-image synthesis tasks.

Multi-view learning has been widely applied in many domains such as cross-media retrieval,

natural language processing and video analysis [4], where most applications have explicit multi-

view data, for example, in language translation, the text representations in different languages nat-

urally agree with the concept of multi-view. In other cases, however, the unstructured data often

makes the concept of multi-view not as obvious, and it is required that one reshape the original

data into associated sequences or pairs of data for the multi-view learning approaches to be appli-

cable. Another challenge concerns the learning of underlying connections among data originated

from multiple sources or multi-view data originated from the same source. Since we are still at the

very early stage of machine learning as compared to human intelligence, there exists no such a uni-

fied framework that fits universally all the task scenarios; therefore, the solutions to many machine

learning systems are often problem-based at the current time.

In this thesis, we address several problems in both medical and non-medical domains, using

a multi-view learning approach with the emphasis on learning the underlying connections among

the multiple distinct feature sets representing the given multi-view data (i.e., image sequences in a

unimodal setting and image-text pairs in a multi-modal setting).
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Figure 1.1: Examples of learning through image sequences (i.e., all views in the image modality in a
unimodal setting) (left) and text-image pairs (i.e., views in both text and image modalities in a multi-
modal setting) (right). On the left side, the histopathological malignancy diagnosis problem can be
transformed into a multi-view learning problem, where each view is at a different magnification
level from the same whole-side image; on the right side, the text-image matching problem is a
multi-view learning problem with each view in a different modality.

1.2 Thesis Outline

The outline of this thesis is listed as follows.

Chapter 2 gives a general background on several deep learning methods that are used in this thesis,

including convolutional neural network, long short-term memory network and generative adver-

sarial neural network. It also summarizes in a high level the two general categories of current

multi-view learning techniques, namely multi-view representation alignment and multi-view repre-

sentation fusion.

Learning through text-image pairs

• Chapter 3 points out an unrecognized problem of current state-of-the-art methods for text-

to-image synthesis, and introduces a dual adversarial inference mechanism to learn represen-

tations that are aligned among multiple views in a multi-modal setting (i.e., text and image

modalities), given the paired text-image data. The learned representations include not only

the content information that is present in both views, but also the style information that is

present in the image view while missing in the text view. The dual adversarial inference is

demonstrated to improve the performance of the text-to-image synthesis task.
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Learning through image sequences

• Chapter 4 provides an example application of multi-view learning for cell phenotype classi-

fication problem, in which each view is explicitly defined by each channel capturing indepen-

dent features of cell phenotypes (i.e., cell components). In this case, the image sequences are

constructed by combining images of each individual channel.

• Chapter 5 presents a case-based approach for histopathological malignancy diagnosis, where

a case is defined as a sequence of histopathological images at multiple magnification levels.

Given that each magnification level represents a set of features that is complementary to

each other, it is shown that a better representation of histopathological images can be learned

through the joint learning of image sequences from multiple magnification levels.

• Chapter 6 studies the disease progression problem that is commonly exist in medical im-

age recognition. To better solve this problem, disease progression learning is introduced to

emphasize the learning of underlying connections among multiple stages of a disease, with

each stage being a sequential view of the disease. Disease progression learning is evaluated

on a diabetic retinopathy staging problem, and shows significant improvement in the staging

accuracy.

Chapter 7 concludes this thesis with a review of the main contributions, and also provides discus-

sions on the possible directions for future research work.

In summary, we address several problems in both medical and non-medical domains, including

text-to-image synthesis, cell phenotype classification, histopathological malignancy diagnosis and

disease progression learning, from the perspective of multi-view learning. Based on the number

of modalities that the data is presented in, we divide this thesis into two main parts: (1) learning

through text-image pairs in a multi-modal setting (i.e., views in both text and image modalities),

and (2) learning through image sequences in a unimodal setting (i.e., all views in the image modal-

ity). In addition, we cover examples in both categories of multi-view representation alignment and

multi-view representation fusion. More specifically, the text-to-image synthesis requires the repre-

sentations to be aligned as matched or mismatched text-image pairs while the disease progression

learning aligns the representations from different disease stages in a sequential order. For the cell

phenotype classification problem and the histopathological malignancy diagnosis problem on the

other hand, we focus on the fusion of the learned representations from multiple views for a better

generalized representation of the data.
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1.3 Summary of Contributions

The main contributions of this thesis are as follows.

In Chapter 3, we propose dual adversarial inference for the text-to-image synthesis problem.

This is the first time an attempt has been made to explicitly learn two variables that are disentan-

gled for content and style in the context of text-to-image synthesis using inference. By learning

disentangled representations of content and style, we can generate images that respect the content

information from a text source while controlling style by inferring the style information from a

style source. We show that capturing these subtleties is important to learn richer representations of

the data, and by incorporating inference we improve on the state-of-the-art in image quality while

maintaining comparable variability and visual-semantic similarity when evaluated on the Oxford-

102, CUB and COCO datasets. The related paper:

• Qicheng Lao, Mohammad Havaei, Ahmad Pesaranghader, Francis Dutil, Lisa Di Jorio and

Thomas Fevens. Dual Adversarial Inference for Text-to-Image Synthesis. In IEEE Interna-

tional Conference on Computer Vision, ICCV 2019.

In Chapter 4, we propose to solve the image-based cell phenotype classification problem using

deep residual network and its variants via multi-channel learning. Instead of using segmented im-

ages of individual cell as data samples, our approach uses the raw image with multiple cells directly,

thus avoids the time-consuming segmentation step and improves the efficiency. We demonstrate the

potential of applying deep residual network and its variants in high-content screening (i.e., cell phe-

notype classification) that can overcome issues associated with analyzing high-content screening

data, such as exhaustive preprocessing and inefficient learning. The related papers:

• Qicheng Lao and Thomas Fevens. Cell Phenotype Classification using Deep Residual Net-

work and Its Variants. International Journal of Pattern Recognition and Artificial Intelli-

gence, IJPRAI 2019, doi: 10.1142/S0218001419400172.

• Qicheng Lao, Haoran Sun and Thomas Fevens. Segmentation-Free Cell Phenotype Clas-

sification using Deep Residual Neural Networks. In International Conference on Pattern

Recognition and Artificial Intelligence, ICPRAI 2018.

In Chapter 5, we transform a histopathological malignancy diagnosis problem into a multi-view

learning problem by constructing the image sequences from multiple magnification levels. Our

proposed case-based approach makes a diagnosis decision based on features learned in combination

at multiple magnification levels, which can help to build a more reasonable and reliable computer

aided diagnosis system. The related paper:
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• Qicheng Lao and Thomas Fevens. Case-Based Histopathological Malignancy Diagnosis us-

ing Convolutional Neural Networks. In British Machine Vision Conference, BMVC 2017.

In Chapter 6, we propose to leverage disease progression learning to emphasize the learning of

underlying connections among multiple stages of a disease for medical image recognition problems.

We experiment with long short-term memory network to model the disease progression after feature

extraction using a shared vision model (i.e., convolutional neural network) for the images from each

stage. We show that by leveraging disease progression learning, the disease staging accuracy can be

improved. The related paper:

• Qicheng Lao, Thomas Fevens and Boyu Wang. Leveraging Disease Progression Learning

for Medical Image Recognition. In IEEE International Conference on Bioinformatics and

Biomedicine, BIBM 2018.
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Qicheng Lao
Conception and design of the study, experimental work, data analysis,

writing the original draft, editing and proofing
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Qicheng Lao
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8



Chapter 2

Background

In this chapter, we first give a general background on multiple deep learning methods including

convolutional neural network, long short-term memory network and generative adversarial neural

network in Section 2.1. Next, in Section 2.2, we present two categories of multi-view learning

methods: multi-view representation alignment and multi-view representation fusion.

2.1 Deep Learning Methods

Deep learning is a group of machine learning algorithms that involve much more levels of compo-

sition, i.e., learned functions or learned concepts, compared to traditional machine learning [17].

Learning such great amount of levels of composition typically requires big data and powerful com-

putation. Recently, the availability of large datasets and the emergence of Graphics Processing Units

(GPUs) with library supports (CUDA, OpenCL) have fueled the development of deep learning, mak-

ing it the state-of-the-art for visual object detection, speech recognition, language understanding and

many other artificial intelligent tasks. More details about the development of deep learning can be

found in the survey paper [18]. In this section, we introduce three popular deep learning methods

that are used in this thesis: convolutional neural network (Section 2.1.1), long short-term memory

network(Section 2.1.2) and generative adversarial neural network (Section 2.1.3).

2.1.1 Convolutional neural network

Convolutional neural network (CNN) is one of the deep learning approaches specialized in image-

based tasks (e.g., classification, segmentation), which has been widely demonstrated to outperform

traditional state-of-the-art machine learning algorithms [1]. As a special type of multi-layer neural

network, CNN contains from several up to hundreds of convolutional layers inside the network.

It was first introduced by LeCun as LeNet for hand-written digit recognition, and the purpose is
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to recognize visual patterns directly from images with minimal preprocessing [19]. Indeed, one

of the biggest advantages of CNN, compared to other traditional approaches, is that for CNN, all

features used for classification are automatically learned by the network itself. Thus there is no need

to extract predefined hand-crafted features, which is a quite difficult and time-consuming step for

most practical problems.

While LeNet started the era of convolutional neural networks, AlexNet [1] is the first popular

CNN model that was used on a large-scale dataset of natural images for general purpose classifi-

cation tasks. Compared to five-layer LeNet, AlexNet has eight layers, thus is slightly deeper, and

besides that, it also uses new techniques such as Local Response Normalization, Dropout, Rectified

Linear Unit (ReLU) for the nonlinearity activation function, and data augmentation techniques to

improve the performance. The techniques are explained in details as follows.

Local Response Normalization Inspired by lateral inhibition in neuroscience where the activa-

tion of a neuron is also affected by its neighboring neurons, local response normalization is imple-

mented in AlexNet by the following formula:

bix,y = aix,y/

(
k + α

min(N−1,i+n/2)∑
j=max(0,i−n/2)

(ajx,y)
2

)β
, (2.1)

where aix,y is the source output of kernel i at position (x, y), bix,y is the response-normalized output,

and the constants k, n, α and β are hyper-parameters. The summation runs over n size neighbor-

hood, where N is the total number of kernels in that layer. Despite its usage in AlexNet, local

response normalization has been replaced by Batch Normalization [20] or other normalization tech-

niques nowadays .

ReLU Nonlinearity Instead of using traditional saturating nonlinearities such as Sigmoid:

f(x) =
1

1 + e−x
(2.2)

or Tanh:

f(x) =
ex − e−x

ex + e−x
, (2.3)

AlexNet works with Rectified Linear Unit (ReLU) (Figure 2.1(a)):

f(x) = max(0, x). (2.4)

It is shown that not only ReLU speed up the training, but also has a great impact on the model

performance especially for deep models trained on large datasets. As demonstrated in Figure 2.1(b),
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Figure 2.1: (a) Rectified Linear Unit activation function; (b) Convergence comparison between
ReLU and Tahn activation (Extracted from [1]).

Figure 2.2: Neural networks before and after applying dropout. Extracted from [2].

a convolutional neural network with ReLUs learns six times faster than an equivalent network with

Tanh activation.

Dropout Dropout is another effective regularization technique to prevent over-fitting [2]. AlexNet

also adopts Dropout with a probability of 0.5, which means half of the hidden neurons will be

dropped out and not participating the forward-pass or back-propagation. Figure 2.2 illustrates the

idea of dropout.

After AlexNet, the CNN models tend to be deeper and deeper in order to achieve even better

performance, among which VGGNet [21] and GoogleLeNet [22] are examples. Most of the recent

successful applications in visual recognition tend to exploit very deep models, suggesting that the

depth of convolutional neural networks has a crucial importance in the model performance [21,

23, 24]. However, deep models are difficult to train. One notorious problem is known as gradient

vanishing or exploding, which has been largely alleviated by various normalization techniques, such

as Batch Normalization [20]. When deep models finally start to converge, another problem has also

been noticed on multiple datasets, where both the training and testing accuracy degrade rapidly with
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Figure 2.3: A unit of residual learning block with a residual mapping F(x) and an identity mapping
x. Extracted from [3].

the increase of model depth.

To solve the accuracy degradation problem with deep models, residual network (ResNet) has

been developed by He et al. [3], where the network contains residual units parallel to normal convo-

lutional layers for residual learning (Figure 2.3). DenotingH(x) as the desired underlying mapping

to be fit by a neural network, where x is the input to the network, a residual function could be de-

fined as F(x) := H(x) − x (assuming that the dimensions of the input x and output y = H(x)

are the same). Thus the original mappingH(x) becomes F(x) + x. This reformulation divides the

original mapping into two parts: the residual mapping F(x) and the identity mapping x. Instead of

optimizing the original mapping H(x) directly, it could be easier to optimize the residual mapping

F(x), as the degradation problem suggests that the difficulties may come from the approximation

of identity mapping. In the extreme cases, for example, if the identity mapping is optimal already, it

would be much easier for the residual to approximate zero than to fit an identity mapping by stacked

nonlinear layers. The residual learning can be mathematically formulated as the following:

y = F(x, {Wi}) + x, (2.5)

where F denotes the residual mapping function. In cases where the dimensions of x and y mis-

match, a linear projection Ws can be performed on the input x in order to match the dimensions:

y = F(x, {Wi}) +Wsx. (2.6)

New designs of the residual unit have also been proposed to improve the generalization thus giving

improved accuracy [25]. And more recently, several ResNet based architectures are developed, each

of which improves previous state-of-the-art performance on the benchmark datasets. By simply

widening the residual blocks, wide residual network (WRN) has been proven much more effective

than deep residual network, for example, a 16-layer WRN can achieve similar performance as a
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Figure 2.4: Comparison of the original residual network (ResNet) and its variants, including wide
residual network (WRN), aggregated deep residual network (ResNeXt) and pyramidal residual net-
work (PyramidNet).

1000-layer regular ResNet while the former is much faster to train [26]. Another way to increase

the width of residual network is through aggregated residual transformation, resulting in aggregated

deep residual network (ResNeXt) [27]. Deep pyramidal residual network (PyramidNet), on the

other side, uses the strategy to increase the number of filters gradually like a pyramid as the layer

goes deeper [28]. The comparison of ResNet and its variants (WRN, ResNeXt and PyramidNet) is

shown in Figure 2.4.

2.1.2 Recurrent neural network

Recurrent neural network (RNN) is another type of neural networks that has cycles designed to

remember past information for time series data. The carrying memory can be represented by hidden

state denoted as h, and at the time step t, the hidden state can be computed as:

ht = σ(WhXt +Wrht−1), (2.7)

where Xt is the input for the current time step, and ht−1 is the hidden state from the previous time

step. The network is parameterized by two weight matrices Wh and Wr (note that the bias terms

are ignored for simplicity). The output y at time step t is then given by:

yt = σ(Woht). (2.8)

Figure 2.5 illustrates the computation graph of the unfolded RNN. The problem of vanilla RNN lies

in its inability to capture long-term dependency as the time step t goes large, due to the gradient

vanishing or exploding problem when the network is trained by the back propagation through time

(BPTT) algorithm [29, 30]. Consider the gradient of the error Et at time step t concerning the
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Figure 2.5: Recurrent neural network. x: inputs; y: outputs; h; hidden states; W : weights

weights W = [Wh,Wr], it can be written as:

∂Et
∂W

=
∑

1≤k≤t

(
∂Et
∂ht

∂ht
∂hk

∂hk
∂W

)
(2.9)

=
∑

1≤k≤t

(
∂Et
∂ht

( ∏
k<i≤t

∂hi
∂hi−1

)
∂hk
∂W

)
(2.10)

=
∑

1≤k≤t

(
∂Et
∂ht

( ∏
k<i≤t

diag(σ′(WhXi +Wrhi−1))Wr

)
∂hk
∂W

)
(2.11)

=
∑

1≤k≤t

(
∂Et
∂ht

(
W t−k
r

∏
k<i≤t

diag(σ′(WhXi +Wrhi−1))

)
∂hk
∂W

)
. (2.12)

If Wr is small, then the term W t−k
r gets vanished as the gap between time step t and k gets large,

and as a result, ∂Et
∂W −→ 0. In such case, the networks’ weights W stop getting updated when using

the gradient descent (GD) algorithm:

W ←−W − α ∂Et
∂W

≈W. (2.13)

To overcome this problem and stabilize the gradients, multiple strategies have been proposed, in-

cluding truncated back-propagation (i.e., stop the forward-pass and back-propagation at certain time

steps), input reversal (i.e., reverse the order of the input sequence), identity initialization [31] and

gradient clipping (i.e., set a maximum value for the gradient, shown in Algorithm 2.1) [30]. Among

them, long short-term memory (LSTM), which has been proposed by Hochreiter and Schmidhuber

[32], is one of the most popular solutions. LSTM is a variant of recurrent neural network, where

memory cell (shown in Figure 2.6) is specially designed with three different gates (input gate i,
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Algorithm 2.1: Gradient clipping by norm

1 ĝ ← ∂E
∂θ

2 if ‖ĝ‖ ≥ threshold then
3 ĝ ← threshold

‖ĝ‖ ĝ

4 end

forget gate f and output gate o) to control the information flow:

it = σg(WiXt + Uiht−1), (2.14)

ft = σg(WfXt + Ufht−1), (2.15)

ot = σg(WoXt + Uoht−1). (2.16)

Based on the above three gates, the candidate cell state ĉ, cell state c and hidden state h are then

given as the following:

ĉt = σc(WcXt + Ucht−1), (2.17)

ct = ft ◦ ct−1 + it ◦ ĉt, (2.18)

ht = ot ◦ σh(ct), (2.19)
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where σg is sigmoid function (Equation 2.2), and σc, σh can be hyperbolic tangent function (Equa-

tion 2.3). With the integration of cell state, the gradient at time step t now turns into:

∂Et
∂W

=
∑

1≤k≤t

(
∂Et
∂ct

∂ct
∂ck

∂ck
∂W

)
(2.20)

=
∑

1≤k≤t

(
∂Et
∂ct

( ∏
k<j≤t

∂cj
∂cj−1

)
∂ck
∂W

)
, (2.21)

where the recursive derivative part is changed to:

∂cj
∂cj−1

= fj + ijσ
′
c(·)Uc

∂hj−1
∂cj−1

+
∂cj
∂ij

∂ij
∂hj−1

∂hj−1
∂cj−1

+
∂cj
∂fj

∂fj
∂hj−1

∂hj−1
∂cj−1

. (2.22)

Therefore, the network can learn to adjust the value of fj to be close to 1, in order to bring the value

of ∂cj
∂cj−1

to be close to 1, thus preventing the gradients from vanishing or exploding.

Although there are several further variants of LSTM have been proposed such as gated recurrent

unit (GRU) [33], a large-scale experiment has shown that none of those variants can significant

improve the standard LSTM [34].

2.1.3 Generative adversarial network

The generative adversarial network (GAN) [35] framework has been proven to be one of the most

successful generative models with numerous promising results for image generation. Inspired by

the game theory, it is designed with two adversarial components: (1) a generator G that generates

plausible images x̃ by mapping a prior distribution (e.g.,N (0, 1)) to the generated data distribution

pg in the image space:

x̃ = G(z), z ∼ pz(z); (2.23)

and (2) a discriminator D that tries to distinguish the generated images from real images x (x ∼
pdata). The overall framework is shown in Figure 2.7. The two models are trained alternatively to

compete with each other as a minimax game by optimizing the following objective function:

min
G

max
D

V (D,G) = Ex∼pdata [logD(x)] + Ez∼pz [log(1−D(G(z)))], (2.24)

where the generator is trained to minimize the above objective function while the discriminator is

trained to maximize it. Theoretically, the GAN models converge when the discriminator and the

generator reach a Nash equilibrium. The optimal discriminator for any given G is:

D∗G(x) =
pdata(x)

pdata(x) + pg(x)
(2.25)
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Figure 2.7: Generative adversarial network. A generator G generates plausible images x̃ from a
prior distribution pz(z), and a discriminator D distinguishes between the generated images x̃ and
real images x.

that maximizes the objective function in Equation 2.24, which can be rewritten as:

V (D,G) =

∫
x
pdata(x) log(D(x))dx+

∫
z
pz(z) log(1−D(G(z)))dz (2.26)

=

∫
x
pdata(x) log(D(x)) + pg(x) log(1−D(x))dx. (2.27)

Replacing D(x) by D∗G(x) and integrating Equation 2.25, the objective function can be further

formulated as:

C(G) = Ex∼pdata [logD∗G(x)] + Ez∼pz [log(1−D∗G(G(z)))] (2.28)

= Ex∼pdata [logD∗G(x)] + Ex∼pg [log(1−D∗G(x))] (2.29)

= Ex∼pdata [log
pdata(x)

pdata(x) + pg(x)
] + Ex∼pg [log

pg(x)

pdata(x) + pg(x)
] (2.30)

= − log(4) +KL

(
pdata‖

pdata + pg
2

)
+KL

(
pg‖

pdata + pg
2

)
(2.31)

= − log(4) + 2 · JSD(pdata‖pg). (2.32)

Therefore, minimizing the GAN objective function (Equation 2.24) is equivalent to minimizing

the Jensen-Shannon divergence between pdata and pg, given the condition that the discriminator is

trained well. Alternative divergence measures have also been proposed by defining a general form

of divergences [36]:

Df (P‖Q) =

∫
χ
q(x)f

(
p(x)

q(x)

)
dx, (2.33)

where the divergence is determined by function f . When f is defined as:
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f(u) = u log u− (u+ 1) log(u+ 1), (2.34)

Df (pdata‖pg) recovers Equation 2.32. In practice, in order for the generator to get gradients in the

early stage of the training, it is required to train the generator to maximize log(D(G(z))) instead

of minimizing log(1−D(G(z))). However, despite this, GAN training is often unstable [37], and

various techniques have been proposed to improve GAN training, such as injecting noise to the

generated images [37] and label smoothing [38].

Arguing that the training difficult may come from the design of the original GAN objective

function, Wasserstein GAN (WGAN) has been proposed to use Wasserstein distance W (p, q) as the

objective [39]. The minmax optimization is then updated to:

min
G

max
D∈F

Ex∼pdata [D(x)]− Ex̃∼pg [D(x̃)], (2.35)

where F is the set of 1-Lipschitz functions. To enforce the Lipschitz constraint on D, WGAN

applies a clipping strategy to keep the weights of the discriminator within a certain range. An

alternative way to enforce the Lipschitz constraint is to use gradient penalty as been proposed in

WGAN-GP [40], updating the objective to:

Ex̃∼pg [D(x̃)]− Ex∼pdata [D(x)] + λEx̂∼px̂ [(‖∇x̂D(x̂)‖2 − 1)2]. (2.36)

This is based on the fact that a differentiable function is 1-Lipschtiz if and only if it has gradients

with norm at most 1 everywhere.

Other popular and fundamental GAN models include (1) conditional GAN (CGAN), where a

conditioning factor encoding the desired properties of generated images is given as additional input

to the generatorG, and (2) auxiliary classifier GAN (ACGAN), where the discriminatorD is trained

to give the probability distribution over the class labels in addition to the source labels (i.e., fake or

real). The objective function of CGAN is:

min
G

max
D

V (D,G) = Ex∼pdata [logD(x)] + Ez∼pz [log(1−D(G(z, c)))], (2.37)

where c is the conditioning factor. And the objective function of ACGAN is:

LACGAN
D = LGAN

D + Ex∼p(x|c)[− log p(c|x)] + Ez∼pz [− log p(c|G(z, c))], (2.38)

LACGAN
G = LGAN

G + Ez∼pz [− log p(c|G(z, c))], (2.39)

where LGAN
D and LGAN

G are the original GAN objective functions that are defined in Equation 2.24.
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2.2 Multi-View Representation Learning

Multi-view representation learning aims to learn the representations of the given multi-view data

that are useful to the subsequent tasks. Due to the great success of deep learning methods in single-

view representation learning, approaches based on deep neural networks have also been explored

in multi-view representation learning settings. Based on the use case of learned representations,

current multi-view representation learning approaches can be divided into two main categories:

multi-view representation alignment and multi-view representation fusion [4]. As seen from Fig-

ure 2.8, the goal of multi-view representation alignment is to align the features that are learned from

different views, while in multi-view representation fusion, the model aims to learn a unified rep-

resentation that contains features from different views. In this section, we introduce several multi-

view representation learning approaches in both categories (multi-view representation alignment in

Section 2.2.1 and multi-view representation fusion in Section 2.2.2).

2.2.1 Multi-view representation alignment

In multi-view learning, a group of methods are based on canonical correlation analysis (CCA) [41],

which can be used for the modeling of the relationships between different sets of variables. Given

a pair of data in two views with N samples, X = [x1, . . . ,xN ] and Y = [y1, . . . ,yN ], where

xi ∈ RDx and yi ∈ RDy for i = 1, . . . , N , CCA computes two linear projections wx ∈ RDx

and wy ∈ RDy , such that the correlation between the two views are maximized. The correlation

coefficient is given by:

ρ =
wT
xXY

Twy√
(wT

xXX
Twx)(wT

y Y Y
Twy)

. (2.40)

Alternatively, it can also be written as:

max
wx,wy

wT
xXY

Twy

s.t. wT
xXX

Twx = 1,wT
y Y Y

Twy = 1. (2.41)

The maximization of the correlations between the two views in CCA approach can be viewed as

the alignment of the two views. An extension of CCA with deep neural networks (referred as deep

CCA) has been proposed in [42], where two deep neural networks f and g are used to extract

features from each view, and with additional regularization, the canonical correlation formula is
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Figure 2.8: Multi-view representation learning approaches can be divided into two main categories:
multi-view representation alignment (a) and multi-view representation fusion (b). Multi-view rep-
resentation alignment aims to align the features that are learned from different views, while multi-
view representation fusion focuses on learning a unified representation that contains features from
different views. Extracted from [4].

proposed as:

max
Wf ,Wg ,U ,V

1

N
tr(UT f(X)g(Y )TV )

s.t. UT

(
1

N
f(X)f(X)T + rxI

)
U = I,

V T

(
1

N
g(Y )g(Y )T + ryI

)
V = I,

uTi f(X)g(Y )Tvj = 0, for i 6= j, (2.42)

where Wf and Wg are the weights for networks, U = [u1, . . . ,uL] and V = [v1, . . . ,vL] are the

CCA directions, with L denoting the feature length. The performance of deep CCA can be further

improved by adding an autoencoder regularization term (i.e., reconstruction loss), resulting in the

following objective:

min
Wf ,Wg ,U ,V

− 1

N
tr(UT f(X)g(Y )TV )

+
λ

N

N∑
i=1

(‖xi − p(f(xi))‖2 + ‖yi − q(g(yi))‖2)

s.t. UT

(
1

N
f(X)f(X)T + rxI

)
U = I,

V T

(
1

N
g(Y )g(Y )T + ryI

)
V = I,

uTi f(X)g(Y )Tvj = 0, for i 6= j, (2.43)
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where p and g are the decoders for f and g respectively.

In addition to the CCA based alignment, multi-view features can also be simply aligned with a

distance metric such as Euclidean distance as the objective:

min
Wf ,Wg

1

N

N∑
i=1

‖f(xi)− g(yi)‖22. (2.44)

To maximize the similarity between unmatched pairs and minimize the similarity between matched

pairs, the following objective function based on similarity measure has also been proposed for

visual-semantic representation learning [43]:

∑
i 6=j

max(0,m− sim(xi,yi) + sim(xi,yj)), (2.45)

where sim(·) is the function for similarity measurement and m is the margin distance.

2.2.2 Multi-view representation fusion

In multi-view representation fusion, the goal is to learn a unified representation h from all the given

views, such that h is optimal for the subsequent task. For example, given n views [x1,x2, . . . ,xn],

the model learns:

h = φ(x1,x1, . . . ,xn), (2.46)

and h integrates all knowledge of the data.

Similar to multi-view representation alignment, deep autoencoder has also been applied in the

case of multi-view representation fusion. In order for the features to be fused, multiple layers in the

autoencoder network are designed to be shared among different views so that shared representations

can be learned. Given paired data in two views xi and yi, where i = 1, 2, . . . , N , the loss function

is defined as follows:

L =
∑
i

(
Lrecon(xi, g(f(xi,yi))) + Lrecon(yi, g

′(f(xi,yi)))
)
, (2.47)

where Lrecon is the reconstruction loss, e.g., ‖xi−g(f(xi,yi))‖2 in the case of l2 loss, f denotes the

feature encoder and g is the decoder. The fused representation h can be obtained by h = f(x,y).

In a supervised learning setup where the labels are available, multi-view representation fusion

has also been widely explored using convolutional neural networks, especially for tasks such as

3D object recognition [44] and action recognition in the video [45]. It has been shown that multi-

view representation learning has advantages in performance, since it integrates different feature sets

from the multi-view data, therefore giving a more general and robust representation compares to the
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single-view learning. In general, there are several ways to fuse the features from multiple views,

common strategies include average fusion (Equation 2.48), sum fusion (Equation 2.49), max fusion

(Equation 2.50) and concatenation fusion (Equation 2.51):

haverage =
1

N

N∑
i=1

xi, (2.48)

hsum =

N∑
i=1

xi, (2.49)

hmax = max(x1,x2, . . . ,xN ), (2.50)

hcat = [x1,x2, . . . ,xN ]. (2.51)

Some of the above strategies fit naturally with the pooling layers that are commonly used in CNN

architectures, such as averaging pooling and max pooling.

22



Chapter 3

Dual Adversarial Inference for
Text-to-Image Synthesis

In this chapter, we address the text-to-image synthesis problem with the emphasis on learning in-

formation that is present in one view (e.g., image) but missing in another view (e.g., text), given the

paired image-text data. Synthesizing images from a given text description involves engaging two

types of information: the content, which includes information explicitly described in the text (e.g.,

color, composition, etc.), and the style, which is usually not well described in the text (e.g., location,

quantity, size, etc.). However, in previous works, it is typically treated as a process of generating

images only from the content, i.e., without considering learning meaningful style representations.

We aim to learn two variables that are disentangled in the latent space, representing content and style

respectively. We achieve this by augmenting current text-to-image synthesis frameworks with a dual

adversarial inference mechanism. Through extensive experiments, we show that our model learns,

in an unsupervised manner, style representations corresponding to certain meaningful information

present in the image that are not well described in the text. The new framework also improves the

quality of synthesized images when evaluated on Oxford-102, CUB and COCO datasets.

3.1 Introduction

The problem of text-to-image synthesis is to generate diverse yet plausible images given a text

description of the image and a general data distribution of images and matching descriptions. In

recent years, generative adversarial networks (GANs) [35] have asserted themselves as perhaps the

most effective architecture for image generation, along with their variant Conditional GANs [46],

wherein the generator is conditioned on a vector encompassing some desired property of the gener-

ated image.

23



A common approach for text-to-image synthesis is to use a pre-trained text encoder to produce a

text embedding from the description. This vector is used as the conditioning factor in a conditional

GAN-based model. The very first GAN model for the text-to-image synthesis task [47] uses a

noise vector sampled from a normal distribution to capture image style features left out of the text

representation, enabling the model to generate a variety of images given a certain textual description.

StackGan [48] introduces conditioning augmentation as a way to augment the text embeddings,

where a text embedding can be sampled from a learned distribution representing the text embedding

space. As a result, current state-of-the-art methods for text-to-image synthesis generally have two

sources of randomness: one for the text embedding variability, and the other (noise z given a normal

distribution) capturing image variability.

Having two sources of randomness is, however, only meaningful if they represent different fac-

tors of variation. Problematically, our empirical investigation of some previously published methods

reveals that those two sources can overlap: due to the randomness in the text embedding, the noise

vector z then does not meaningfully contribute to the variability nor the quality of generated images,

and can be discarded. This is illustrated qualitatively in Figure 3.1 and quantitatively in Figure 3.5

(Section 3.4).

In this work we aim to learn a latent space that represents meaningful information in the con-

text of text-to-image synthesis. To do this, we incorporate an inference mechanism that encourages

the latent space to learn the distribution of the data. To capture different factors of variation, we

construct the latent space through two independent random variables, representing content (‘c’) and

style (‘z’). Similar to previous work [47], ‘c’ encodes image content which is the information in

the text description. This mostly includes color, composition, etc. On the other hand, ‘z’ encodes

style which we define as all other information in the image data that is not well described in the text.

This would typically include location, size, pose, and quantity of the content in the image, back-

ground, etc. This new framework allows us to better represent information found in both text and

image modalities, achieving better results on Oxford-102 [49], CUB [50] and COCO [51] datasets

at 64×64 resolution.

The main goal of this work is to learn disentangled representations of style and content through

an inference mechanism for text-to-image synthesis. This allows us to use not only the content

information described in the text descriptions but also the desired styles when generating images.

To that end, we only focus on the generation of low-resolution images (i.e., 64×64). In the literature,

high-resolution images are generally produced by iterative refinement of lower-resolution images

and thus we consider it a different task, more closely related to generating super-resolution images.

To the best of our knowledge, this is the first time an attempt has been made to explicitly separate

the learning of style and content for text-to-image synthesis. We believe that capturing these sub-

tleties is important to learn richer representations of the data. As shown in Figure 3.2, by learning
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Figure 3.1: Generated images from previous state-of-the-art method (Baseline), fixing the noise
vector z in the baseline method (Fix z) and removing the noise vector z in the baseline method
(Remove z). The removal of the randomness from the noise source by either fixing z or removing
z does not affect the variability nor the quality of generated images, indicating that the noise vector
z has no contribution in the synthesis process.

disentangled representations of content and style, we can generate images that respect the content

information from a text source while controlling style by inferring the style information from a

style source. It is worth noting that although we hope to learn the style from the image modality, the

style information could possibly be connected to (or leaked into) some text instances. Despite this,

the integration of the style in the model eventually depends on how well it is represented in both

modalities. For example, if certain types of style information are commonly present in the text, then

according to our definition, those types of information are considered as content. If only a few text

instances describe that information however, then it would not be fully representative of a shared

commonality among texts and therefore would not be captured as content, and whether it can be

captured as style depends on how well it is represented in the image modality. On the other hand,

we would also like to explore modalities other than text as the content in our future work using the

proposed method, which may bring us closer to image-to-image translation [52] if we choose both

modalities to be image.

The contributions of this work are twofold: (i) we are the first to learn two variables that are

disentangled for content and style in the context of text-to-image synthesis using inference; and (ii)

by incorporating inference we improve on the state-of-the-art in image quality while maintaining
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Content sources  
from  

text descriptions 

This flower has petals that are
pink and has yellow stamen.

This flower has petals that are
yellow and has dark lines. 

This flower has white petals as
well as a pedicel.

Style sources

inferred z ̂ 

Location Size Quantity

Yellow/Orange

Red/Pink

Blue/Purple

White

Multiple
flowers

Top
located

inferred content ( )c

̂ 

inferred style ( )z

̂ 

(a)

(b)

Figure 3.2: (a) Controlling the style (in columns) of generated images given a text description as
the content (in rows). Columns 1-4 show locations (e.g., left, right and top) of the content in the
image; Columns 5-7 and columns 8-10 represent size and quantity of the content respectively. (b)
The learned content and style features through our dual adversarial inference, visualized by t-SNE.
The inferred content is clustered solely on color (one dominant factor that is described in the text),
while the inferred style shows a more diffused cluster pattern, with local clusters such as multiple
flowers and top-located flowers.

comparable variability and visual-semantic similarity when evaluated on the Oxford-102, CUB and

COCO datasets.

3.2 Literature Review

Text-to-image synthesis methods Text-to-image synthesis has been made possible by Reed et

al. [47], where a conditional GAN-based model is used to generate text-matching images from the

text description. Zhang et al. [48] use a two-stage GAN to first generate low-resolution images in

stage I and then improve the image quality to high-resolution in stage II. By using a hierarchically-

nested GAN (HDGAN) which incorporates multiple loss functions at increasing levels of resolution,
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Zhang et al. [53] further improve the state-of-the-art on this task in an end-to-end manner. Several

attempts have been made to leverage additional available information, such as object location [54],

class label [55, 56], attention extracted from word features [57, 58] and text regeneration [58]. Hong

et al. [59] propose another approach by providing the image generator with a semantic structure

that is sequentially constructed with a box generator followed by a shape generator; however, their

approach would not be applicable for single-object image synthesis. Compared to all previous

work, our method incorporates the inference mechanism into the current framework for text-to-

image synthesis, and by doing so, we explicitly force the model to simultaneously learn separate

representations of content and style.

Reed et al. [47] have also investigated the separation of content and style information. However,

their learning of style is detached from the text-to-image framework, and the parameters of the

image generator are fixed during the style learning phase. Therefore, their concept of content and

style separation is not actually leveraged during the training of the image generator. In addition,

their work uses a deterministic text embedding, which cannot plausibly cover all content variations,

and as a result, one can assume that information belonging to the content could severely contaminate

the style. In our work, we learn style from the data itself as opposed to the generated images. This

allows us to learn style while updating the generator and effectively incorporate style information

from the data into the generator.

Adversarial inference methods Various papers have explored learning representations through

adversarial training. Notable mentions are BiGANs [60, 61] where a bidirectional discriminator

acts on pairs (x, z) of data and generated points. While these models assume that a single random

variable z encodes data representations, in this work we extend the adversarial inference to two ran-

dom variables that are disentangled with each other. Our model is also closely related to [62], where

the authors incorporate an adversarial reconstruction loss into the BiGAN framework. They show

that the additional loss term results in better reconstructions and more stable training. Although

Dumoulin et al. [61] show results for conditional image generation, in their model the condition-

ing factor is discrete, fully observed and not inferred through the inference model. In our model

however, ‘c’ can be a continuous conditioning variable that we infer from the text and image.

Relation to InfoGAN While the matching-aware loss (Section 3.3.1) used in many text-to-image

works can also be viewed as maximizing mutual information between the two modalities (i.e., text

and image), the way it is approximated is different. InfoGAN [63] uses the variational mutual

information maximization technique, whereas the matching-aware loss uses the concept of matched

and mismatched pairs. In addition, InfoGAN concentrates all semantic features on the latent code c,

which contains both content and style, whereas in this work, we only maximize mutual information
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on the content since we consider text as our content.

3.3 Methods

3.3.1 Preliminaries

We start by describing text-to-image synthesis. Let ϕt be the text embedding of a given text descrip-

tion associated with image x. The goal of text-to-image synthesis is to generate a variety of visually-

plausible images that are text-matched. Reed et al. [47] first propose a conditional GAN-based

framework, where a generatorGx takes as input a noise vector z sampled from p(z) = N (0, 1) and

ϕt as the conditioning factor to generate an image x̃ = Gx(z, ϕt). A matching-aware discriminator

Dx,ϕt is then trained to not only judge between real and fake images, but also discriminate between

matched and mismatched image-text pairs. The minimax objective function for text-to-image (sub-

script denoted as t2i) framework is given as:

min
G

max
D

Vt2i(Dx,ϕt , Gx) = E(xa,ta)∼pdata [logDx,ϕt(xa, ϕta)]

+
1

2

{
E(xa,tb)∼pdata [log(1−Dx,ϕt(xa, ϕtb))]

+ Ez∼p(z),ta∼pdata [log(1−Dx,ϕt(Gx(z, ϕta), ϕta))]
}
, (3.1)

where (xa, ta) is a matched pair and (xa, tb) is a mismatched pair.

To augment the text data, Zhang et al. [48] replace the deterministic text embedding ϕt in

the generator with a latent variable c, which is sampled from a learned Gaussian distribution

p(c|ϕt) = N (µ(ϕt), Σ(ϕt)), where µ and Σ are functions of ϕt parameterized by neural net-

works. For simplicity in notation, we denote p(c|ϕt) as p(c). As a result, the objective function

(3.1) is updated to:

min
G

max
D

Vt2i(Dx,ϕt , Gx) = E(xa,ta)∼pdata [logDx,ϕt(xa, ϕta)]

+
1

2

{
E(xa,tb)∼pdata [log(1−Dx,ϕt(xa, ϕtb))]

+ Ez∼p(z),c∼p(c),ta∼pdata [log(1−Dx,ϕt(Gx(z, c), ϕta))]
}
. (3.2)

In addition to the matching-aware pair loss that guarantees the semantic consistency, Zhang et

al. [53] propose another type of adversarial loss that focuses on the image fidelity (i.e., image loss),
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further updating (3.2) to:

min
G

max
D

Vt2i(Dx, Dx,ϕt , Gx) = Exa∼pdata [logDx(xa)]

+ Ez∼p(z),c∼p(c)[log(1−Dx(Gx(z, c)))]

+ E(xa,ta)∼pdata [logDx,ϕt(xa, ϕta)]

+
1

2

{
E(xa,tb)∼pdata [log(1−Dx,ϕt(xa, ϕtb))]

+ Ez∼p(z),c∼p(c),ta∼pdata [log(1−Dx,ϕt(Gx(z, c), ϕta))]
}
, (3.3)

where Dx is a discriminator distinguishing between images sampled from pdata and those sampled

from the distribution parameterized by the generator (i.e., pmodel).

Consider two general probability distributions q(x) and p(z) over two domains x ∈ X and

z ∈ Z , where q(x) represents the empirical data distribution and p(z) is usually specified as a

simple random distribution, e.g., a standard normal N (0, 1). Adversarial inference [60, 61] aims to

match the two joint distributions q(x, z) = q(z|x)q(x) and p(x, z) = p(x|z)p(z), which in turn

implies that q(z|x) matches p(z|x). To achieve this, an encoder Gz(x) : ẑ = Gz(x),x ∼ q(x) is

introduced in the generation phase, in addition to the standard generator Gx(z) : x̃ = Gx(z), z ∼
p(z). The discriminator D is trained to distinguish joint pairs between (x, ẑ) and (x̃, z). The

minimax objective of adversarial inference can be written as:

min
G

max
D

V (D,Gx, Gz) = Ex∼q(x),ẑ∼q(z|x)[logD(x, ẑ)]

+ Ex̃∼p(x|z),z∼p(z)[log(1−D(x̃, z))]. (3.4)

3.3.2 Dual adversarial inference

As described in Section 3.3.1, the current state-of-the-art methods for text-to-image synthesis can be

viewed as variants of conditional GANs, where the conditioning is initially on ϕt itself [47] and later

on updated to the latent variable c sampled from a distribution learned through ϕt [48, 53, 57, 58].

The generator then has two latent variables z and c: z ∼ p(z), c ∼ p(c) (left, Figure 3.3). The

priors can be Gaussian or non-Gaussian distributions such as the Bernoulli distribution 1. To learn

disentangled representations for style (z) and content (c) and to enforce the separation between

these two variables, we incorporate dual adversarial inference into the current framework for text-

to-image synthesis (right, Figure 3.3). In this dual inference process, we are interested in matching

the conditional q(z, c|x) to the posterior p(z, c|x), which under the independence assumption can

1In this work, we experiment with both Gaussian and Bernoulli distributions for p(c) (More details in Section 3.4).
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Figure 3.3: Overview of the current state-of-the-art methods (left top) and our proposed method
(right) for text-to-image synthesis at low-resolution scale. By default, the current state-of-the-art
methods adopt conditioning augmentation (CA), which introduces variable c ∼ p(c|ϕt), in addi-
tion to variable z ∼ N (0, 1) as the inputs for the image generator Gx. The removal of z (left
bottom) does not affect the model performance (viz. Figure 3.5 for quantitative evaluations). In our
method (right), we incorporate the inference mechanism, where Gz,c encodes both z and c, and the
discriminator D(x,z)/(x,c) distinguishes between joint pairs. For the cycle consistency, sampled ẑ
and ĉ are also used to reconstruct x′.

be factorized as follows:

q(z, c | x) = q(z | x)q(c | x), (3.5)

p(z, c | x) = p(z | x)p(c | x). (3.6)

This formulation allows us to match q(z|x) with p(z|x) and q(c|x) with p(c|x), respectively.

Similar to previous work [60, 61], we achieve this by matching the two pairs of joint distributions:

q(z,x) = p(z,x), (3.7)

q(c,x) = p(c,x). (3.8)

The encoder for our dual adversarial inference then encodes both z and c: ẑ, ĉ = Gz,c(x),x ∼
q(x), while the generator decodes z and c sampled from their corresponding prior distributions into

an image: x̃ = Gx(z, c), z ∼ p(z), c ∼ p(c). To compete with Gx and Gz,c, the discrimination

phase also has two components: the discriminator Dx,z is trained to discriminate (x, z) pairs sam-

pled from either q(x, z) or p(x, z), and the discriminator Dx,c for the discrimination of (x, c) pairs

sampled from either q(x, c) or p(x, c). Given the above setting, the original adversarial inference
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objective (3.4) is updated as:

min
G

max
D

Vdual(Dx,z, Dx,c, Gx, Gz,c) = Ex∼q(x),ẑ,ĉ∼q(z,c|x)[logDx,z(x, ẑ) + logDx,c(x, ĉ)]

+Ex̃∼p(x|z,c),z∼p(z),c∼p(c)[log(1−Dx,z(x̃, z)) + log(1−Dx,c(x̃, c))].

(3.9)

3.3.3 Cycle consistency

In unsupervised learning, cycle-consistency refers to the ability of the model to reconstruct the orig-

inal image x from its inferred latent variable z. It has been reported that bidirectional adversarial

inference models often have difficulties in reproducing faithful reconstructions as they do not ex-

plicitly include any reconstruction loss in the objective function [60, 61, 62]. The cycle-consistency

criterion, as having been demonstrated in many previous works such as CycleGAN [64], DualGAN

[65], DiscoGAN [66] and augmented CycleGAN [67], enforces a strong connection between do-

mains (here x and z) by constraining the models (e.g., encoder and decoder) to be consistent with

one another. Li et al. [62] show that the integration of the cycle-consistency objective stabilizes the

learning of adversarial inference, thus yielding better reconstruction results.

With the above in mind, we integrate cycle-consistency in our dual adversarial inference frame-

work in a similar fashion to [62] . More concretely, we use another discriminatorDx,x′ to distinguish

between x and its reconstruction x′ = Gx(ẑ, ĉ), where ẑ, ĉ = Gz,c(x), by optimizing:

min
G

max
D

Vcycle(Dx,x′ , Gx, Gz,c) = Ex∼q(x)[logDx,x′(x,x)]

+ Ex∼q(x),(ẑ,ĉ)∼q(z,c|x)[log(1−Dx,x′(x, Gx(ẑ, ĉ)))]. (3.10)

We later show in an ablation study (Section 3.4.7) that using l2 loss for cycle-consistency leads to

blurriness in the generated images, which agrees with previous studies [65, 68].

3.3.4 Full objective

Taking (3.3), (3.9), (3.10) into account, our full objective is:

min
G

max
D

Vfull(D,G) = Vt2i(Dx, Dx,ϕt , Gx)

+ Vdual(Dx,z, Dx,c, Gx, Gz,c)

+ Vcycle(Dx,x′ , Gx, Gz,c), (3.11)

where G and D are the sets of all generators and discriminators in our method: G = {Gx, Gz,c}
and D = {Dx, Dx,ϕt , Dx,z, Dx,c, Dx,x′}.

31



Note that in addition to the latent variable c, the encoded ẑ and ĉ in our method are also sampled

from the inferred posterior distributions through the reparameterization trick [69], i.e., ẑ ∼ q(z|x)

and ĉ ∼ q(c|x). In order to encourage smooth sampling over the latent space, we regularize

the posterior distributions q(z|x) and q(c|x) to match their respective priors by minimizing the KL

divergence. We apply a similar regularization term to p(c), e.g., λDKL(p(c) || N (0, 1)) for a normal

distribution prior, as done in previous text-to-image synthesis works [48, 53]. Our preliminary

experiments 2 showed that without the above regularization, the training became unstable and the

gradients typically explode after certain number of epochs.

3.4 Experiments and Results

3.4.1 Proof-of-concept study

To evaluate the effectiveness of our proposed dual adversarial inference on the disentanglement of

content and style, we first validate our proposed method on a toy dataset: MNIST-CB [70], where

we formulate the digit generation problem as a text-to-image synthesis problem by considering the

digit identity as the text content. In this setup, digit font and background color represent styles

learned in an unsupervised manner through adversarial inference. We add a cross-entropy regular-

ization term to the content inference objective since our content in this case is discrete (i.e., one-hot

vector for digit identity). As shown in Figure 3.4 (a), the content and style are disentangled in the

generation phase, where the generator has learned to assign the same style to different digit iden-

tities when the same z is used. More importantly, the t-SNE visualizations (Figure 3.4 (b)) from

our inferred content and style (ĉ and ẑ) indicate that our dual adversarial inference has successfully

separated the information on content (digit identity) and style (font and background color). This is

further validated in Figure 3.4 (c) where we show our model’s ability to infer style and content from

different image sources and fuse them to generate hybrid images, using content from one source

and style from the other.

3.4.2 Text-to-image setup

Once validated on the toy example, we move to the original text-to-image synthesis task. We eval-

uate our method based on model architectures similar to HDGAN [53], one of the current state-of-

the-art methods for text-to-image synthesis, making HDGAN our baseline method. The architecture

designs are the same as described in [53], keeping in mind that we only consider the 64×64 resolu-

tion. More implementation, dataset and evaluation details are described as follows.
2We also experimented with minimizing the cosine similarity between ẑ and ĉ, but did not observe improved perfor-

mance in terms of the inception score and FID.
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Figure 3.4: Disentangling content and style on MNIST-CB dataset. (a) Generated samples given
digit identities as the content c. Each column uses the same style z sampled from N (0, 1). (b) The
t-SNE visualizations of inferred content ĉ and inferred style ẑ. (c) Reconstructed samples using
inferred content ĉ (in rows) and inferred style ẑ (in columns) from image sources.

Implementation details For the encoder Gz,c, we first extract a 1024-dimension feature vector

from a given image x (note that the text embeddings are also 1024-dimension vectors), and apply

the reparameterization trick to sample ẑ and ĉ. To reduce the complexity of our models, we use the

same discriminator for both Dx,z and Dx,c in our experiments, thus re-denoted as D(x,z)/(x,c), and

the weights are shared between Dx and Dx,ϕt . By default, λ = 4. For the training, we iteratively

train the discriminators Dx,ϕt , D(x,z)/(x,c), Dx,x′ and then the generators Gx, Gz,c for 600 epochs

(Oxford-102 and CUB) or 200 epochs (COCO), with Adam optimization [71]. The initial learning

rate is set to 0.0002 and decreased to half of the previous value for every 100 epochs.

Datasets The Oxford-102 dataset [49] contains 8,189 flower images from 102 different categories,

and the CUB dataset [50] contains 11,788 bird images belonging to 200 different categories. For

both datasets, each image is annotated with 10 text descriptions provided by [72]. Following the
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same experimental setup as used in previous works [47, 48, 53], we preprocess and split both

datasets into disjoint training and test sets: 82 + 20 classes for the Oxford-102 dataset and 150

+ 50 classes for the CUB dataset. For the COCO dataset [51], we use the 82,783 training images

and the 40,504 validation images for our training and testing respectively, with each image given 5

text descriptions. We also use the same text embeddings pretrained by a char-CNN-RNN encoder

[72].

Evaluation metrics Three quantitative metrics are used to evaluate our method: Inception score

[38], Fréchet inception distance (FID) [73] and Visual-semantic similarity [53]. Inception score

focuses on the diversity of generated images. We compute inception score using the fine-tuned

inception models for both Oxford-102 and CUB datasets provided by [48]. FID is a metric which

calculates the distance between the generated data distribution and the real data distribution, through

the feature representations of the inception network. Similar to previous works [48, 53], we generate

∼ 30,000 samples when computing both inception score and FID. Visual-semantic similarity mea-

sures the similarity between text descriptions and generated images. We train our neural distance

models for 64×64 resolution images similar to [53] for 500 epochs. In the testing phase, we gener-

ate ∼ 30,000 images at 64×64 resolution and compute the visual-semantic similarity scores based

on the trained neural distance models. The real images are also used to compute the visual-semantic

similarity scores as the ground truth.

It has been noticed in our experiments and also reported by others [74] that, due to the variations

in the training of GAN models, it is unfair to draw a conclusion based on one single experiment that

achieves the best result; therefore, in our experiments, we perform three independent experiments

for each method, with averages reported as final results.

3.4.3 Quantitative results

Inception score and FID

To get a global overview of how our method, the baseline method and its variants (by either fixing

or removing the noise vector z) behave throughout training, we evaluate each model in 20 epoch

intervals. Figure 3.5 shows inception score (left axis) and FID (right axis) for both Oxford-102 and

CUB datasets. Consistent with the qualitative results presented in Figure 3.1, we quantitatively show

that by either fixing or removing z, the baseline models retain unimpaired performance, suggesting

that z has no contribution in the baseline models. However, with our proposed dual adversarial

inference, the model performance is significantly improved on FID scores for both datasets (red

curves, Figure 3.5), indicating the proposed method’s ability to produce better-quality images. Table

3.1 (Inception score) and 3.2 (FID) summarize the comparison of the results of our method to the
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Figure 3.5: Inception score (left axis, top curves) and FID (right axis, bottom curves) for the baseline
method, its variants (fix z and remove z) and our method on Oxford-102 (left) and CUB (right)
datasets. Each curve is the mean of three independent experiments. Higher inception score and
lower FID mean better performance.

Table 3.1: Comparison of inception score at 64×64 resolution scale. Higher inception score means
better performance.

Method
Inception Score

Oxford-102 CUB COCO

GAN-INT-CLS [47] 2.66 ± 0.03 2.88 ± 0.04 7.88 ± 0.07
GAWWN [54] — 3.10 ± 0.03 —
StackGAN [48, 75] 2.73 ± 0.03 3.02 ± 0.03 8.35 ± 0.11
HDGAN [53] — 3.53 ± 0.03 —

HDGAN mean* 2.90 ± 0.03 3.58 ± 0.03 8.64 ± 0.37
Ours mean* 2.90 ± 0.03 3.58 ± 0.05 8.94 ± 0.20
* mean calculated on three experiments at five different epochs (600, 580, 560,
540, 520), or three different epochs (200, 190, 180) for COCO dataset

baseline method and also other reported results of previous state-of-the-art methods for the 64 ×
64 resolution task on the three benchmark datasets: Oxford-102, CUB and COCO. Our method

achieves the best performance based on the mean scores for both metrics on all datasets; on the FID

score, it shows a 5.2% improvement (from 40.02 to 37.94) on the Oxford-102 dataset, and a 10.6%

improvement (from 20.60 to 18.41) on the CUB dataset.

Visual-semantic similarity

Table 3.3 shows the comparison of the baseline method, our method and the ground truth. Similar

to inception score and FID, we provide mean scores for visual-semantic similarity metric based on

three independent experiments at five different epochs (600, 580, 560, 540 and 520). As shown in
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Table 3.2: Comparison of FID at 64×64 resolution scale. Lower FID means better performance.

Method
FID

Oxford-102 CUB COCO

GAN-INT-CLS [47] 79.55 68.79 60.62
GAWWN [54] — 53.51 —
StackGAN [48, 75] 43.02 35.11 33.88
HDGAN [53] — — —

HDGAN mean* 40.02 ± 0.55 20.60 ± 0.96 29.13 ± 3.76
Ours mean* 37.94 ± 0.39 18.41 ± 1.07 27.07 ± 2.55

* mean calculated on three experiments at five different epochs (600, 580, 560,
540, 520), or three different epochs (200, 190, 180) for COCO dataset

Table 3.3: Visual-semantic similarity. Higher visual-semantic similarity score means better perfor-
mance.

Method
Dataset

Oxford-102 CUB

Ground Truth 0.422 ± 0.117 0.382 ± 0.154

HDGAN mean* 0.248 ± 0.136 0.263 ± 0.164

Ours mean* 0.246 ± 0.139 0.251 ± 0.168

* mean calculated on three experiments at five different epochs

the table, our method achieves comparable results for visual-semantic similarity compared to the

baseline method.

3.4.4 Qualitative results

In this subsection, we present qualitative results on text-to-image generation and interpolation anal-

ysis based on inferred content (ĉ) and inferred style (ẑ).

Generation First, we visually compare the quality and diversity of images generated from our

method against the baseline. Figure 3.6 shows one example for each dataset, illustrating that our

method is able to generate better-quality images compared to the baseline method, which agrees

with our quantitative results in Table 3.1 and 3.2.

We provide more text-to-image generation examples in Figure 3.7. For each method, we gener-

ate three groups of images given a certain text description: 1) use a fixed z and sample c from p(c)
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This flower is pink and
green in color, with

petals that are spiky.

GT Baseline

A large bird has a white
belly, long tarsus, and

webbed black feet.

Ours

A man holding a bat to
hit an incoming baseball

during as game.

Figure 3.6: Examples of generated images on Oxford-102 (top), CUB (middle) and COCO (bottom)
datasets.

Figure 3.7: Examples of generated images on Oxford-102 dataset compared with the baseline
method using three different strategies: 1) use a fixed z and sample c from p(c) to show the role
of c in the generated images; 2) use a fixed c and sample z from p(z) to examine how z con-
tributes to image generation; 3) sample both z and c from p(z) and p(c) respectively to evaluate the
overall performance. Note that p(c) is conditioned on the text description. The conditioning text
descriptions and their corresponding images are shown in the left column.
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(d) Background

Figure 3.8: Examples of reconstructed images by interpolation of inferred content ĉ and inferred
style ẑ from sources to targets. The learned style information includes: (a) quantity, (b) pose, (c)
size and (d) background.

to show the role of c in the generated images; 2) use a fixed c and sample z from p(z) to examine

how z contributes to image generation; 3) sample both z and c from p(z) and p(c) respectively to

evaluate the overall performance. Note that p(c) is conditioned on the text description as defined

in Section 3.3.1. As seen in Figure 3.7, our model generates better-quality images and gives more

meaningful variability in style compared to the baseline, when we keep the content information

constant and only sample from the latent variable z. This is not surprising due to the fact that the

generator has learned to match changes in z with style. Note that for most of the ‘easy’ tasks (im-

ages that are easy for the generator to synthesize), visual comparison does not reveal significant

differences between the baseline and our method.
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Interpolation To make sure we are not overfitting, and to investigate whether we have learned a

representative latent space, we look at interpolations of projected locations in the latent space. In-

terpolations also enable us to examine whether the model has indeed learned to separate style from

content in an unsupervised way. To do this, we provide the trained inference model with two images:

the source image and the target image, and extract their projections ẑ and ĉ for interpolation analy-

sis. As shown in Figure 3.8, the rows correspond to reconstructed images of linear interpolations in

ĉ from source to target image and the same for ẑ as displayed in columns. The smooth transitions

of both the content represented by ĉ from the left to right and the style represented by ẑ from the

top to bottom indicate a good generalization of our model representing both latent spaces, and more

interestingly, we find promising results showing that ẑ is indeed controlling some meaningful style

information, e.g., the number and pose of flowers, the size of birds and the background (Figure 3.8).

3.4.5 Disentanglement constraint

Despite promising results evidenced by many such examples as shown in Figure 3.8, we notice

that the information captured by inferred style (ẑ) is not always consistent and faithful when we

use Gaussian priors for both content and style. Inspired by the theories from independent compo-

nent analysis (ICA) for separating a multivariate signal into additive subcomponents [76], we use

a Bernoulli distribution for the content representation to satisfy the non-Gaussian constraint. This

provides us with a better disentanglement of content and style. Note that an alternative approach

for ICA has also recently been explored in [77]. As shown in Figure 3.9 and Figure 3.10, our mod-

els learn to synthesize images by combining content and style information from different sources

while preserving their respective properties (e.g., color for the content; and location, pose, quantity,

etc. for the style), which suggests the disentanglement of content and style. Note that the content

information can either directly come from a text description (top, Figure 3.9 and Figure 3.10) or be

inferred from an image source (bottom, Figure 3.9 and Figure 3.10). More examples and discussions

are provided in Section 3.4.6.

Higgins et al. [78] and Zhang et al. [79] have proposed quantitative metrics for the disentan-

glement analysis which involve classification of the style attributes or comparison of the distance

between generated style and true style. However, in our case, the dataset does not contain any la-

beled attribute that can be used to evaluate a captured style. As a result, their proposed metrics

would not be suitable in our case. One possible solution would be to artificially create a new dataset

that has the same content over multiple known styles. We leave this exploration for future work.
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This flower is pink and yellow in
color, and has petals that are
ruffled and spotted.

This flower has thick and pointed
petals in shades of bright red.

This flower has a large purple
petal with a white colored anther.

This flower has petals that are
purple with white stamen.

This flower has white petals
as well as a pedicel.

This flower has petals that are
yellow and are very thin.

This flower has petals that are
yellow and has dark lines.

This flower petals is light
bluish and purplish color.
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Content	sources
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Content	sources	
from	

text	descriptions
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Location Size & Pose Quantity
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Location Size & Pose Quantity
Style	sources

Style	sources

Figure 3.9: Disentangling content (in rows) and style (in columns) on Oxford-102 dataset by using
content sources either from text descriptions (top) or images (bottom). More results are provided in
Figure 3.15 (Section 3.4.6).
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This bird is red with white on its
side and a tan beak.

A small green and yellow bird
with a tiny beak.

This is a bright yellow bird with a
black crown and a grey beak.

This interesting bird has a red
breast and crest with a short bill.
White belly and throat and blue
crown and back with black primaries.

A very small bird with a long tan
beak and a blue back.

This bird has wings that are brown
and has a red belly and head.

inferred ��

^

Location & Pose Background (branch)
Style	sources

Figure 3.10: Disentangling content (in rows) and style (in columns) on CUB dataset by using con-
tent sources either from text descriptions (top) or images (bottom). More results are provided in
Figure 3.16 (Section 3.4.6).
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Figure 3.11: Example of inferred style controlling the number of petals, and the pose of flowers
from facing towards upright to facing front.

3.4.6 More examples on disentanglement analysis

In this subsection, we provide more results and discussions on the disentanglement analysis with the

Bernoulli constraint (see Section 3.4.5). This includes more interpolation results based on inferred

content (ĉ) and inferred style (ẑ), and style transfer results based on real images and synthetic

images with specifically engineered styles.

Interpolations on content and style

For interpolations, we provide our trained inference model with two images: the source image and

the target image, to extract their projections ẑ and ĉ in the latent space. As shown in Figure 3.11,

Figure 3.12, Figure 3.13 and Figure 3.14, the rows correspond to reconstructed images of linear

interpolations in ĉ from source to target image and the same for ẑ as displayed in columns. The

source images are shown in the top left corner and the target images are shown in the bottom right

corner. The figures demonstrate that our proposed dual adversarial inference is able to separate the

learning of content and style, and moreover, the learned style ẑ indeed represents certain meaningful

information. In particular, Figure 3.11 shows an example of style controlling the number of petals,

and the pose of flowers from facing towards upright to facing front; Figure 3.12 shows a smooth

transition of style from a single flower to multiple flowers; Figure 3.13 shows the changing of the

bird pose from sitting to flying; and finally Figure 3.14 shows the switch of the bird pose from facing

towards right to facing towards left and the emergence of tree branches in the background.
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Figure 3.12: Example of inferred style controlling the number of flowers, from a single flower to
multiple flowers.
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Figure 3.13: Example of inferred style controlling the pose of birds from sitting to flying.
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Figure 3.14: Example of inferred style controlling the pose of birds from facing towards right to
facing towards left and the emergence of tree branches in the background.

More style transfer results

Here, we provide more style transfer results in Figure 3.15 (Oxford-102) and Figure 3.16 (CUB).

Each column uses the same style inferred from a style source, and each row uses the same text

description as the content source. The style sources that are shown in the top row, and the corre-

sponding real images for the content sources are shown in the leftmost column.

Style interpolations with synthetic style sources

To further validate the disentanglement of content and style, we artificially synthesize images that

have certain desired known styles, e.g., a flower or multiple flowers located in different locations

(top left, top right, bottom left or bottom right), and perform linear interpolation of ẑ from two

different style sources. As shown in Figure 3.17, the flower can move smoothly from one location

to another, and the number of flowers can grow smoothly from one to two, suggesting that a good

representation of style information has been captured by our inference mechanism.
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Figure 3.15: Disentangling content (in rows) and style (in columns) on Oxford-102 dataset by
using content sources from text descriptions. The style sources are shown in the top row, and the
corresponding real images for the content sources are shown in the leftmost column.
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Figure 3.16: Disentangling content (in rows) and style (in columns) on CUB dataset by using con-
tent sources from text descriptions. The style sources are shown in the top row, and the correspond-
ing real images for the content sources are shown in the leftmost column.
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This flower is white and yellow in color, with only one large petal.

Flower is big and round petals are orange and the pistil is orange.

This flower has light, purple petals and a bee on it's stigma.

This flower has a light purple bottom petal with three other petals that are dark purple with green streaks.

This flower has petals that are white and are bunched together.

The petals on this flower are orange with a purple pistil.

Figure 3.17: Style interpolations with synthetic style sources: the moving flowers and the growing
quantities of flowers.
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Table 3.4: Ablation study on CUB dataset. Note that the ablation on Vdual requires us to remove
Vcycle as well, and it eventually turns into Vt2i only, which is the baseline method (results shown in
Table 3.1 and 3.2).

Method Inception Score FID

ours 3.58 ± 0.05 18.41 ± 1.07

ours without Vt2i 3.31 ± 0.04 20.65 ± 0.47

ours without Vcycle 3.53 ± 0.06 19.29 ± 0.90

l2 loss for Vcycle 1.73 ± 0.15 149.8 ± 16.4

Figure 3.18: Examples of generated images by using either adversarial loss or l2 loss for the cycle
consistency.

3.4.7 Ablation study

In our method, we have multiple components, each of which is optimized by its corresponding

objective. The previous works [47, 48, 53] for text-to-image synthesis use the discriminator Dx,ϕt

to discriminate whether the image x matches its text embedding ϕt. However, with the integration

of adversarial inference, where a new discriminator Dx,c is designed to match the joint distribution

of (x, ĉ) and (x̃, c), we now question whether the discriminator Dx,ϕt is still required, given the

fact that c is learned from ϕt. To answer this question, we remove the objective Vt2i(D,G) from

our method, and as seen in Table 3.4, the performance on the CUB dataset significantly drops for

both inception score and FID, indicating that Dx,ϕt is not redundant in our method by providing

strong supervision over the text embeddings. Similarly, we examine the role of cycle-consistency

loss in our method by removing Vcycle(D,G) from the objective. We observe a slight drop in

both inception score and FID (Table 3.4), suggesting that cycle-consistency can further improve the

learning of adversarial inference, which is in agreement with [62]. It is also worth mentioning that

our method without cycle-consistency still achieves better FID scores than the baseline method on

the CUB dataset (Table 3.2 and Table 3.4), which additionally supports our proposal to integrate

the inference mechanism in the current text-to-image framework. Note that, in this work, we use

three terms in our final objective function: Vt2i, Vdual and Vcycle. Without Vdual, we would not be
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able to learn an inference procedure on the stochastic variables z and c, which are required for the

reconstruction when computing Vcycle in our setup. Therefore, the ablation on Vdual requires us to

remove Vcycle as well, and it eventually turns into Vt2i only, which is the baseline method (results

shown in Table 3.1) and 3.2.

We also examine the model performance by using l2 loss for cycle-consistency instead of the

adversarial loss Vcycle(D,G) defined in Section 3.3.3. The resulting degradation in quality is un-

expectedly dramatic (Table 3.4). Figure 3.18 shows the generated images using adversarial loss

compared with those using l2 loss, and it is clear that the latter gives blurrier images. A similar

effect is observed when using l1 loss. The quantitative results are shown in Table 3.4.

3.5 Conclusion

In this chapter, we incorporate a dual adversarial inference procedure in order to learn disentangled

representations of content and style in an unsupervised way, which we show improves text-to-image

synthesis. It is worth noting that the content is learned both in a supervised way through the text

embedding and in an unsupervised way through the adversarial inference. The style, however, is

learned solely in an unsupervised manner. Despite the challenges of the task, we show promising

results on interpreting what has been learned for style. With the proposed inference mechanism,

our method achieves improved quality and comparable variability in generated images evaluated on

Oxford-102, CUB and COCO datasets.
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Chapter 4

Multi-Channel Learning for Cell
Phenotype Classification

In this chapter, we aim to solve the cell phenotype classification problem using deep residual net-

work (ResNet) and its variants via multi-channel learning, in which each view is explicitly defined

by each channel capturing independent features of cell phenotypes (i.e., cell components), and we

can construct the image sequences by simply combining images from each individual channel. Cell

phenotype classification is an image-based method that can be used for drug high-content screening,

in which complex cell states associated with chemical compound treatment can be characterized.

Previous work on cell phenotype classification typically requires a routine yet cumbersome step of

single cell segmentation before the classification task. In this work, we present a segmentation-

free method for image-based cell phenotype classification using ResNet and its variants. The cell

images are samples treated with annotated compounds that can be mainly grouped into three clus-

ters, giving three classes to be classified. Instead of single-cell phenotype classification, we use the

raw images without segmentation for our training and evaluation directly. Compared to previous

reference work, we significantly simplify the data preprocessing step and accelerate the training

while still achieving high accuracy. Our trained models achieve a 98.2% accuracy rate on the three

classes classification problem (three compound clusters only), and a 93.8% accuracy rate on the

four classes classification problem (three compound clusters plus the mock class) based on five-fold

cross-validation.
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4.1 Introduction

Cell phenotypes are complexes of morphological features that are present in cell microscopy im-

ages. Multiplex cytological profiling assay provides a way to capture a wide range of cell pheno-

types by painting the cells in multiple channels with as many fluorescent labels as possible [80].

This image-based cell profiling has great potential in applications such as chemical compound char-

acterization and future drug discovery through a high-content screening approach. However, with

the huge amount of image data acquired and high dimensional features to represent each image, it

still remains a big challenge for computer vision algorithms to process the massive image data and

perform cell phenotype classification with high accuracy but still within an appropriate computation

time.

With recent emerging algorithms and technologies in deep learning, object recognition and im-

age classification have made impressive breakthroughs for various applications. Convolutional neu-

ral network (CNN) is one of the deep learning approaches specialized in image-based classifica-

tion tasks, which has been widely demonstrated to outperform traditional state-of-the-art machine

learning algorithms, not only for natural images [1] but also for high-content microscopy images

[81, 82]. Among various architectures that have been proposed, deep residual network (ResNet) is

currently the basis of many popular state-of-the-art convolutional neural network models for image

recognition, and its recent variants include wide residual network (WRN), aggregated deep residual

network (ResNeXt) and deep pyramidal residual network (PyramidNet). The comparison of differ-

ent ResNet-based architectures is shown in Figure 2.4 (Chapter 2). In this work, we demonstrate the

potential application of deep residual network and its variants in high-content screening (i.e. cell

phenotype classification) that can overcome issues associated with analyzing high-content screening

data, such as exhaustive preprocessing and inefficient learning.

4.2 Literature Review

Deep learning has been applied to various tasks in high-content screening, such as cell-cycle recon-

struction [83], protein subcellular localization [82], and cell phenotype classification [81]. However,

none of the previous works considers residual learning in their model selection. The first CNN ap-

plication for cell phenotype classification in high-content drug screening was reported in 2016 by

Dürr and Sick [81], where the authors segmented individual cells from the raw microscopy images

and then used an AlexNet based CNN model to classify single cells into different phenotypes (see

Figure 4.1(a)). Note that while the authors only focused on single-cell phenotype classification,

an applicable high-content screening system would still require a final voting algorithm in order to

determine the whole-image cell phenotype. The performance of CNN has also been compared to
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(a) (b)

Figure 4.1: Pipelines for cell phenotype classification. (a) Previous method with single cell segmen-
tation; (b) Our proposed segmentation-free method.

various traditional methods, and it has been shown that not only CNN could save time and costs be-

cause of its feature self-learning ability, but also achieve the best performance with overall accuracy

of 93.4% for four classes classification problem (three compound clusters plus the mock class). It

is also mentioned in the paper that for three classes classification problem (three compound clusters

only), CNN gives a performance of 97.3%.

To the best of our knowledge, it is also the only CNN application to this problem so far. How-

ever, the authors only worked on single-cell phenotype classification but did not consider CNN

performance on whole-image cell phenotype classification.

4.3 Methods

In this section, we first present our motivation for this work in Section 4.3.1, and then introduce

the dataset that we use for cell phenotype classification (Section 4.3.2). The details of data prepro-

cessing steps are shown together with data augmentation in Section 4.3.3. Finally, we describe in

Section 4.3.4, 4.3.5 and 4.3.6, the architectures of the CNN models used in this work, including

AlexNet, ResNet and several latest variants of ResNet (WRN, ResNeXt and PyramidNet).

4.3.1 Our motivation

The previous work by Dürr and Sick [81] requires a crucial step of single cell segmentation before

the classification task, which can take a considerable amount of time and resources. In addition,

although the previous method gives quite good performance, we argue that there are still at least

three potential problems:

• First, single cell phenotype may sometimes be mislabeled. This is because the cells are

highly diverse in response to compound treatment, therefore, compound treatment may induce
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changes in certain cells but not necessary all the cells in the same plate. For example, a cell

plate treated with fenbendazole for a certain period of time does not necessarily mean that

all of the single cells segmented from that plate will render fenbendazole-like phenotype.

Considering the high variability in biological systems, it is possible that certain cells may not

respond or be resistant to fenbendazole, thus the actual phenotype of those cells remains the

same as the mock class, rather than the fenbendazole-like phenotype.

• Second, some compound induced phenotypes may only be reflected in the interactions of

cells, e.g., cell aggregation, in which case single-cell phenotype based method will fail to

work.

• Third, the treatment of compounds that are lethal to cells can result in massive cell death,

making single cell segmentation impossible.

With the above concerns in mind, we propose here a segmentation-free method for image-

based cell phenotype classification using CNN models with residual learning. As is shown in Fig-

ure 4.1(b), we use the raw images with multiple cells as our samples directly for the training and

evaluation. Note that although CNN models generally do not require a segmentation step for the

classification task, for biomedical image classification tasks, it is quite common to preprocess the

data before the training of a CNN model for better performance, e.g.,, single cell segmentation for

cell phenotype classification or the use of patch strategy for high resolution image classification.

Our work sheds lights on the use of more advanced networks as an alternative choice to avoid the

time-consuming data preprocessing step.

4.3.2 BBBC022v1 dataset

We use image set BBBC022v1 [80], available from the Broad Bioimage Benchmark Collection

[84]. The image set provides images of cultured U2OS cells (Human Bone Osteosarcoma Epithe-

lial Cell Line) treated with 1600 known bioactive chemical compounds for a certain period of time.

The images were acquired in five channels, with each channel representing one or two cell com-

ponents respectively: Hoechst 33342 (Nucleus), Concanavalin A (Endoplasmic Reticulum), SYTO

14 (Nucleoli), WGA + Phalloidin (Golgi and Actin) and MitoTracker Deep Red (Mitochondria).

A different chemical compound treatment can induce a specific pattern change in cell morphology,

which can be captured in multiple channels as cell phenotype. Therefore, this image set provides a

basis for testing cell phenotype classification methods with respect to their ability to discriminate a

wide range of complex cell phenotypes. More details about the cell profiling assay and compound

induced cell phenotypes can be found here [80]. As will be explained in Subsection 4.3.3 below,
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Figure 4.2: Typical five-channel image samples split in separate channels for each cluster. Each
channel represents one or two cell components respectively: Hoechst 33342 (Nucleus), Con-
canavalin A (Endoplasmic Reticulum), SYTO 14 (Nucleoli), WGA + Phalloidin (Golgi and Actin)
and MitoTracker Deep Red (Mitochondria).

only a part of the dataset is used for this chapter. Figure 4.2 shows typical five-channel image

samples for different compound clusters that will be described in Subsection 4.3.2.

Data label

Compounds can be mainly clustered into three classes based on their mechanism-of-action and pre-

vious study on image-based cell profile similarity using hierarchical clustering [80]. We use the

same clustering strategy for our data labels in this chapter. More specifically, Cluster A contains

three compounds: fenbendazole, oxibendazole and paclitaxel, and it represents tubulin modulators;

Cluster B contains five neuronal receptor modulators, including fluphenazine, fluphenazine dihy-

drochloride, metoclopramide, metoclopramide monohydrochloride and procaine hydrochloride; and

Cluster C contains five compounds that are structurally related cardenolide glycosides, which are
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Table 4.1: Chemical compound clusters.

Cluster Compounds Sample size

A Fenbendazole, Oxibendazole, Paclitaxel 108

B
Fluphenazine, Fluphenazine Dihydrochloride,

Metoclopramide, Metoclopramide Monohydrochloride,
Procaine Hydrochloride

180

C Lanatoside C, Peruvoside, Digitoxin, Neriifolin, Digoxin 216

Mock No compound treatment 1215

lanatoside C, peruvoside, digitoxin, neriifolin and digoxin. Table 4.1 is the summary of compound

clusters.

4.3.3 Data preprocessing and augmentation

To select cell images that can be used for this chapter, we search through the whole BBBC022v1

dataset. For each five-channel image sample, we first check its associated compound name in the

metadata file that is provided together with the dataset. If and only if the compound is found to be

included in Cluster A, Cluster B or Cluster C, we retrieve the corresponding five channel-separated

images from the dataset. We then resize the images from original resolution 520×696 to 100×100.

After this data cleaning step, we are able to have 2520 cell images in total, corresponding to 504 five-

channel image samples, with 108 in Cluster A, 180 in Cluster B and 216 in Cluster C. The retrieved

dataset is randomly split into five folds for further cross-validation experiments. During each run of

cross-validation, one fold is chosen for testing (20%), and the rest of them (80%) are further split

into two parts: training (60%) and validation (20%) to train and select the model for evaluation on

the testing set. For the four classes classification problem, we include the mock samples in addition

to the other three clusters during the data retrieval, and repeat the same above data preprocessing

steps to obtain the image data for training, validation and testing, while the images are resized to

a slightly higher resolution (200×200) to keep more subtle details, as the trained model based on

lower resolution (100×100) images does not give good performance during our initial trial. There

are in total 1215 five-channel image samples selected for the mock class.

Unlike the approach used by Dürr and Sick [81], we do not perform single cell segmentation

in our data preprocessing, rather, we consider the whole raw images, without segmentation, as our

samples directly. This improvement saves a great amount of time and work for both training and

evaluation.

It is well known that deep networks typically require a large amount of training samples to

achieve satisfactory performance. Due to the limited number of image samples we have for each
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of the three compound clusters, real-time augmentation is also performed on our training dataset

during the training phase. We augment our training dataset by 1) random rotation from −90◦ to

90◦, 2) random translation within±10% of image pixels both horizontally and vertically, 3) random

flip both horizontally and vertically. The randomly augmented image samples are used to train our

convolutional neural networks without overfitting the models.

4.3.4 AlexNet

In order to classify the image samples, we first start with a simple AlexNet model, which consists of

five convolutional layers and three fully connected layers. Each convolutional layer is followed by

a ReLU activation layer, and a 2×2 max-pooling layer is respectively added at the end of the first,

second and fifth activation layers. Two batch normalization layers are present in the network, one

after the first pooling layer and the other after the second pooling layer. We change the kernel depths

for the five convolutional layers to 32, 64, 128, 128, and 64 respectively, while the kernel sizes are

kept the same as the original architecture [1]. The convolutional layers are then followed by three

fully connected layers with 256, 256 and 3 nodes and finally activated by softmax as the output. For

the four classes classification problem, 4 nodes are used instead for the last fully connected layer.

4.3.5 ResNet

The introduction of residual connections into convolutional neural network makes ResNet currently

the basis of many state-of-the-art CNN models. Similar to our previous work [85], we also train an

18-layer ResNet model (ResNet-18) integrated with the latest design of residual unit, which is pro-

posed to make the model easier to train and also has better performance [25]. The basic residual unit

consists of six sequential components: Batch Normalization, ReLU, Convolution, Batch Normal-

ization, ReLU and Convolution. The identity shortcut is used when the input and output dimensions

are the same, otherwise, we consider the projection shortcut to match the dimensions by using a

convolutional layer. Figure 4.3(a) shows the two types of residual units used in this chapter, one

with identity shortcut (left) and the other with projection shortcut (right). The overall architecture

is shown in Figure 4.3(b).

4.3.6 ResNet variants

For a fair comparison of ResNet variants with the basic ResNet, we fix the number of layers to 18

for all models, therefore resulting in WRN-18, ResNeXt-18 and PyramidNet-18 respectively. By

default, we use 16, 32, 32 and 64 as the number of filters for the four stages of all networks (each

stage has two residual blocks, one with identity shortcut and the other with projection shortcut) in

the comparison. Due to the limitation of computation resources, the widening factor k for WRN-18
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(a) (b)

Figure 4.3: (a) Residual unit with identity shortcut (left) and projection shortcut (right); (b) Overall
architecture of the ResNet used in the chapter.

is only set to 2 or 4. For example, if k = 2, the number of filters for the four stages will be 32,

64, 64 and 128 respectively. For ResNeXt-18, the cardinality, which denotes the size of aggregated

transformations, is set to 4. Finally, for PyramidNet-18, although the authors [28] propose two ways

to increase the number of feature maps (additive-based and multiplicative-based), we only consider

the simple additive-based version in this chapter as the following:

Dn =

{
starting filter number + α, if n = 1

Dn−1 + α, if n > 1
(4.1)

where Dn is the number of filters for the nth residual block, and α is the step factor, which is 6 in

our case, determined by the number of residual blocks, starting and ending filter numbers.
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4.4 Experiments and Results

All models are implemented using Keras, a deep learning library written in python with either

TensorFlow or Theano as a backend. Our AlexNet has about 10.7 million trainable parameters while

ResNet-18 has about 11.1 million. To optimize the weights, we use stochastic gradient descent for

all models, with a batch size of 100 to compute the gradients using back propagation. The initial

learning rate is set to 0.001, decay by 1e-6 over each update, and Nestrov momentum is set to 0.9. To

speed up the training, we also monitor on validation accuracies and use the early stopping strategy.

All experiments are done on 12 Intel Core i7-6850K processors with a NVIDIA GeForce GTX

1080/PCIe/SSE2 GPU with CUDA 8.0 installed in a Ubuntu 16.04 LTS, except for the comparison

experiments, we use NVIDIA GeForce GTX TITAN X GPU to satisfy the memory requirements.

4.4.1 Three classes classification problem

We first start with the three classes classification problem (three compound clusters only) to get an

initial idea about the performance of our proposed segmentation-free method. In order to compare

the performance of AlexNet and ResNet, five-fold cross-validation is performed in the experiments.

The overall accuracy is computed by averaging the accuracies evaluated on the testing sets in five

runs. Table 4.2 shows the accuracies from five-fold cross-validation experiment on both AlexNet

and ResNet-18. ResNet-18 has an overall accuracy of 98.2%, which outperforms AlexNet at 91.3%.

In addition, our proposed segmentation-free method using ResNet gives a comparable result on

whole-image cell phenotype classification with three compound clusters, compared to what has

been reported by Dürr and Sick [81], where an AlexNet based CNN model achieves a performance

of 97.3% for single-cell phenotype classification, also with three compound clusters.

We also investigate the misclassified samples by our trained ResNet-18, and summarize them

as confusion matrices in Figure 4.4. In total, 9 out of 504 samples are misclassified. It is noticed

that almost all of the mis-classifications are related to Cluster A, which is within our expectation

since we have much fewer samples in Cluster A than Cluster B and Cluster C. It’s possible that our

trained model may require more samples to learn discriminative features representing phenotypes

that are induced by Cluster A compounds.

4.4.2 Four classes classification problem

Next, we further evaluate our segmentation-free method on the four classes classification problem

(three compound clusters plus the mock class), where we also compare the performance, efficiency

and applicability of our method with previous method of Dürr and Sick [81] in detail. Table 4.3

shows the performance comparison and Table 4.4 shows the efficiency and applicability comparison.
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Table 4.2: Comparison of performance among different methods based on five-fold cross-validation
(three classes classification).

#1 (%) #2 (%) #3 (%) #4 (%) #5 (%) Average (%)

Dürr and Sick [81]a - - - - - 97.2%
Ours with AlexNet 92.1% 94.1% 89.1% 91.1% 90.0% 91.3%
Ours with ResNet-18 99.0% 99.0% 100% 98.0% 95.0% 98.2%
aAlexNet based model.

Figure 4.4: The confusion matrices of ResNet-18 model from five-fold cross-validation (three
classes classification).

Overall, our method with ResNet-18 gives a comparable performance to that of Dürr and Sick [81]

while it significantly improves the efficiency and applicability. The total modeling time required

for the previous method [81] is the time for data preprocessing (mostly for segmentation) plus 3.75

hours for the training, assuming the epoch number is set to 100 (although Dürr and Sick [81] used

500 epoches.). As is shown in Table 4.4, not only our method saves time in not doing segmentation,

but also in the training, as we have much fewer whole-image training samples as compared to

single-cell images. Our method with ResNet-18 is able to give an accuracy of 93.8% with 0.83

hours training time.

In terms of applicability, our method does not require an overhead step in segmentation in order

for the image data to be fit with the trained classifier, and no further voting step or other similar

algorithm is needed during the prediction, which is required in previous method [81], i.e., to merge

the results from multiple single-cell phenotype classifications.
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Table 4.3: Comparison of performance among different methods based on five-fold cross-validation
(four classes classification).

#1 (%) #2 (%) #3 (%) #4 (%) #5 (%) Average (%)

Dürr and Sick [81]a - - - - - 93.4%
Ours with AlexNet 86.6% 82.3% 87.2% 93.3% 82.2% 86.3%
Ours with ResNet-18 95.6% 94.8% 92.2% 94.5% 92.1% 93.8%
aAlexNet based model.

Table 4.4: Comparison of performance, efficiency and applicability among different methods (four
classes classification).

Methods Performance
Parameter number Accuracy (%)

Dürr and Sick [81]a ∼1.3 million 93.4%

Ours with AlexNet ∼10.7 million 86.3%

Ours with ResNet-18 ∼11.1 million 93.8%

Efficiency: Preprocessing and training timeb

Dürr and Sick [81]a segmentation time + 3.75h

Ours with AlexNet 2.83h

Ours with ResNet-18 0.83h

Applicability
Segmentation required Voting algorithm required

Dürr and Sick [81]a Yes Yes

Ours with AlexNet No No

Ours with ResNet-18 No No
aAlexNet based model.
bTime calculated assuming 100 epoches in the training phase.
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Figure 4.5: Model performance in terms of accuracy versus dataset size used for training. ×1 stands
for the original size.

4.4.3 Performance comparison of ResNet with its variants

With the compelling performance achieved by ResNet, we finally explore the possibility of using

its variants to further improve the performance on the four classes classification problem. Before

the comparison experiments, we also investigate the importance of data augmentation on the final

performance and to what extent the model performance can still benefit from data augmentation.

Given a dataset of size M , we can artificially increase the size to M × t by increasing the training

steps per epoch t times, therefore we train our ResNet-18 for different step numbers for each epoch

as shown in Figure 4.5 for a total number of 100 epoches. We can see that the accuracy increases

with the growing of dataset size, and saturates at the stage where the dataset size is five times of the

original size. We therefore use t = 5 for all the networks in the following comparison experiments.

In addition to WRN-18, ResNeXt-18 and PyramidNet-18, we also include wide PyramidNet-18,

which is a wide version of PyramidNet-18 for the comparison. All training details are kept the same

as described above, and again five-fold cross-validation is used. Table 4.5 shows the performance

comparison of all residual networks for the four classes classification problem. Unexpectedly, al-

though all networks give relatively better performance on the four classes classification problem

compared to AlexNet, none of them outperforms the basic ResNet-18. One possible explanation

could be the overfitting problem due to the limited training data size and the ResNet variants are

tend to be more complex models than the basic ResNet (the use of data augmentation is helpful but

still very limited). Moreover, it should be noted that both WRN-18 (k=2) and wide PyramidNet-18

(k=2) give similar performance as the ResNet-18, suggesting the potential of residual learning for

the cell phenotype classification task.
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Table 4.5: Comparison of performance among different residual networks (four classes classifica-
tion). The networks include regular ResNet, WRN, ResNeXt, PyramidNet and Wide PyramidNet
(a combination of WRN and PyramidNet). All networks are experimented with 18 layers.

#1 (%) #2 (%) #3 (%) #4 (%) #5 (%) Average (%)

Dürr and Sick [81]a - - - - - 93.4%
AlexNet 86.6% 82.3% 87.2% 93.3% 82.2% 86.3%
ResNet-18 95.6% 94.8% 92.2% 94.5% 92.1% 93.8%
WRN-18 (k=2) 95.3% 93.6% 93.0% 94.8% 91.8% 93.7%
WRN-18 (k=4) 94.5% 93.3% 91.0% 92.4% 93.6% 93.0%
ResNeXt-18 92.2% 92.4% 94.5% 93.3% 91.5% 92.8%
PyramidNet-18 93.6% 94.2% 92.7% 92.4% 93.6% 93.3%
Wide PyramidNet-18 (k=2) 93.6% 91.3% 94.5% 93.6% 94.5% 93.5%
aAlexNet based model.

4.5 Conclusion

In this chapter, we present a segmentation-free method for whole-image cell phenotype classifi-

cation using both AlexNet and ResNet. Our results show that the latter has better performance.

Compared to previous work [81] that uses single cell segmentation before training and evaluation,

our pipeline is much more efficient since less data preprocessing is required. Moreover, our im-

plemented ResNet-18 model also gives a comparable performance with accuracy rate of 93.8% on

the four classes classification problem (three compound clusters plus the mock class) and 98.2%

on the three classes classification problem (three compound clusters only) on BBBC022v1 dataset.

Finally, we also explore the possibility of using several recent ResNet variants to further improve

the performance.

The three compound clusters used in this work and previous work [80, 81] are known clusters

that can lead to different phenotypes. However, BBBC022v1 dataset still contains a large number

of chemical compounds that are not part of the above three clusters. Future work can be focus on

the identification of new compound clusters in an unsupervised learning manner and then the re-

validation with supervised learning methods. Moreover, to further increase the performance, more

complex learning models can be explored.
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Chapter 5

Case-Based Histopathological
Malignancy Diagnosis

In practice, histopathological diagnosis of tumor malignancy often requires a human expert to scan

through histopathological images at multiple magnification levels, after which a final diagnosis can

be accurately determined. However, previous research on such classification tasks using convo-

lutional neural networks primarily determine a diagnosis for a single magnification level. In this

chapter, we propose a case-based approach for histopathological malignancy diagnosis, where a

case is defined as a sequence of histopathological images at multiple magnification levels. Each

magnification level represents a set of features that is complementary to each other, therefore by

using multi-view representation fusion technique, a better representation of histopathological im-

ages could be learned through the joint learning of image sequences from multiple magnification

levels. Effectively, through mimicking what a human expert would actually do, our approach makes

a diagnosis decision based on features learned in combination at multiple magnification levels.

Our results show that the case-based approach achieves better performance than the state-of-the-art

methods when evaluated on BreaKHis, a histopathological image dataset for breast tumors.

5.1 Introduction

Histopathology is regarded as the gold standard method for cancer diagnosis, including almost all

types of cancers, such as breast, lung, colon and prostate cancer [86, 87, 88]. Suspicious tissues

are biopsied and the biopsy undergoes fixation, sectioning, and finally mounting on a slide. The

biopsy section then is subjected to haematoxylin and eosin (H&E) staining which is a routinely used

staining procedure that enhances tissue structure and cell morphology. A pathologist would then

thoroughly examine the H&E stained slides under a microscope at multiple magnification levels,
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searching for morphological signatures indicating the onset or progression of cancerous tissues

whose presence determines whether the tumor should be diagnosed as benign or malignant. The

whole process, however, can be very time-consuming, since it is often required that the pathologist

switch between magnification levels and jump among different image locations [89]. In addition, the

diagnosis from a pathologist can sometimes be subjective and heavily dependent on the experience

of the pathologist [88].

In order to address the above problems, computer aided diagnosis (CAD) systems have been

proposed to facilitate cancer diagnosis, not only to reduce labor work for the pathologist, but also

to improve objectivity and consistency. Despite the work that has been done in the last few decades

[87, 88, 90, 91], tumor malignancy classification remains still a challenge for most automatic cancer

diagnosis applications due to the tremendous complexity of histopathological images, which can be

due to various reasons including the staining variations in specimen treatment process [92] and the

diversity of tissue characteristics in different cancers. Therefore, a robust and reliable CAD system

for cancer diagnosis has to be designed to capture all discriminative features in histopathological

images effectively. However, as has been pointed out by many researchers [87, 88, 90, 93], when

using traditional classification approaches, the feature engineering step can be very difficult that

requires a fair amount of expert domain knowledge.

Recently, a wide variety of new deep learning technologies [1, 94], such as the convolutional

neural network (CNN), first developed by LeCun et al. [95], have achieved great success on various

computer vision and pattern recognition tasks. Indeed, CNN has become the state-of-the-art method

for image based classification problems, consistently outperforming traditional machine learning

methods. More importantly, CNN can automatically extract discriminative features from images

by itself. As a result, no hand-crafted feature engineering step is required anymore, which saves

considerable efforts in most applications including histopathological image classification. In this

work, we present our proposed case-based approach for histopathological malignancy diagnosis

based on deep residual neural networks.

5.2 Literature Review

Due to its superior performance compared to traditional machine learning methods, CNN has been

widely applied to histopathological cancer diagnosis problems. Cireşan et al. [96] use CNN to

detect mitosis in breast cancer histological images and won the ICPR 2012 mitosis detection com-

petition. Sirinukunwattana et al. [97] propose a spatially constrained CNN for nucleus detection

and then a Neighboring Ensemble Predictor (NEP) coupled with CNN for nucleus classification in

colon caner histological images, and achieve the highest average F1 score for this problem com-

pared to other methods. Although both of the above two papers are not directly working on tumor
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malignancy classification, their results could undoubtedly benefit cancer diagnosis, since both mito-

sis and nuclear characteristics are important indicators for cancerous tissue detection. Direct work

on malignancy classification have also been published. For example, Cruz-Roa et al. [98] show that

a CNN classifier achieves a balanced accuracy of 84.23% for the detection of invasive ductal carci-

noma, where the best performance of methods using handcrafted features and classifiers is 78.74%.

Similarly, Litjens et al. [99] also demonstrate that CNN improves the efficacy of prostate cancer

diagnosis.

We note that the previous work mentioned above on histopathological image classification us-

ing convolutional neural networks are done on whole slide images (WSI), and the patches used for

training are extracted from the original images at a certain fixed magnification level. However, an

experienced pathologist would not choose to determine a diagnosis decision based on a single mag-

nification level. In practice, it is often required that the pathologists evaluate the histopathological

slides at multiple magnification levels [89, 100], as different magnifications give different features.

For instance, lower magnification gives global texture information and tissue structure while higher

magnification resolve more on cellular morphology and sub-cellular details [87]. Sometimes it is

difficult to determine a diagnosis merely based on a single magnification level. Only by integrating

all the features at multiple magnification levels, a confident diagnosis can be determined.

Recently, an image dataset BreaKHis is released [101], which provides histopathological im-

ages of breast tumor at multiple magnification levels (40×, 100×, 200× and 400×). Both tradi-

tional methods using handcrafted features [101] and CNN method [93] have been applied on this

dataset for malignancy classification, and it has been shown that by combining different CNNs using

fusion rules, the CNN performance has an improvement of 6% in classification accuracy, compared

to traditional methods. However, one disadvantage of this paper [93], is that four CNN classifiers

have to be trained, with one classifier specialized for each of the four magnifications. Seeking to

find a better solution to this problem, Bayramoglu et al. [102] propose a magnification indepen-

dent approach with both single-task (malignancy) and multi-task (malignancy and magnification)

classification, where they ignore magnification information of the image and train a unique CNN

classifier for all magnifications. Although the performance is slightly impaired, it indeed improves

the efficiency. Recently, Jiang et al. [103] use a variation of ResNet, SE-ResNet (a Squeeze and Ex-

citation network), to achieve accuracies between 90.66% and 93.81% over the full eight classes

of the BreaKHis dataset. Nevertheless, when evaluated on the testing sets, all previous works

[93, 102, 103] on BreaKHis dataset using CNN fail to determine a diagnosis for a patient based

on features from multiple magnification levels at the same time. Instead, they give separate classifi-

cation accuracy for each individual magnification, independent to other available magnifications.
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Figure 5.1: A typical histopathological case of breast tumor with different magnifications: 40×,
100×, 200× and 400×.

5.3 Methods

In order to build a more reasonable and reliable computer aided diagnosis system, we propose a

case-based approach for histopathological malignancy classification, where a case is defined as a

sequence of images including one or more images from each of all the available levels of magni-

fication for a certain dataset. For example, for the BreaKHis dataset, a typical case could consist

of one or more images at each of the following magnifications in order: 40×, 100×, 200× and

400× (Figure 5.1). A trained classifier should be able to learn all the features from different mag-

nification images, and give a unique and more accurate result based on all information given (e.g.,

tissue structure at lower magnification, cell phenotype at higher magnification), equivalent to how

an histopathological expert would choose to perform analysis at multiple magnification levels.

In this section, we first present our algorithm that constructs a case-based image set from any

given histopathological image dataset with multiple magnifications and malignancies (Subsection

5.3.1). We then introduce a CNN model to classify our histopathological cases (Subsection 5.3.2).

Finally, we describe the three performance metrics that will be used for the evaluation of histopatho-

logical case-based classification (Subsection 5.3.3).

5.3.1 Case-based image set initialization

Histopathological image datasets are often given as images in multiple separated magnifications,

but not as cases. Therefore, the first step is to build an appropriate number of histopathological

cases based on the given dataset. To limit the size of the input set, the cases will include exactly

one image from each magnification level. Algorithm 5.1 describes the initialization of a case-based

image set from the original dataset with multiple magnifications and malignancies. Put simply, for

each case build, the algorithm randomly chooses one image from each subset of images that belong

to different magnifications, with the restriction that all images in the same case must have the same

malignancy label, which will also be the final class label for the resulting case. For simplicity,

we illustrate in Algorithm 5.1, assuming that two types of malignancy (benign and malignant) and

four levels of magnification (40×, 100×, 200× and 400×) are available, which is the case for
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Algorithm 5.1: Case-based image set initialization
Input : image sets IMalignancy×Magnification, where Malignancy is the set of

malignancy types, e.g., {benign, malignant}, and Magnification is the set of
magnifications, e.g., {40, 100, 200, 400}

Output : X ← data, y← label
Parameters: k = expected number of output cases

1 Initialize i = 0;
2 foreach mal ∈ Malignancy do
3 Initialize countermal = 0 ;
4 Initialize new current combination Xi;
5 repeat
6 foreach mag ∈ Magnification do
7 randomly pick an image from image set I(mal, mag) and add to Xi;
8 end
9 if current combination Xi not in X then

10 add Xi to X;
11 yi = mal;
12 i += 1;
13 countermal += 1;
14 end
15 until countermal ≥ k/|Malignancy|;
16 end

BreaKHis dataset. However, this algorithm can be applied to any number of malignancy types and

magnification levels.

The only parameter passed to the algorithm is the expected number of output cases k (which

we assume to be a multiple of the number of types of malignancy). In training set initialization, we

want this set size, which we will denote as ktrain, to be relatively large in order to avoid over-fitting

our model later on, but also not too large due to limited computational resources and running time.

Therefore, this parameter needs to be fine-tuned for different problem settings as we will show in

more detail in Section 5.4.

Algorithm 5.1 can be applied to both training and testing sets, depending on the inputs of image

sets. Note in the training phase, a case consists of one single image from each magnification level,

but not necessary from the same particular patient. The images can be randomly selected from

different patients as long as they share the same malignancy. This is why the patient information

does not come in Algorithm 5.1. However, in the testing phase, we may want the cases to be patient

specific, which can be achieved by setting patient specific images as the input to Algorithm 5.1.

After the whole process, the initialized case-based image sets are ready for training or evaluation.
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5.3.2 ResNet-based classifier

We choose to use deep residual neural networks (ResNets) to classify the histopathological cases.

ResNets are a special kind of convolutional neural networks that have residual units in parallel to

regular convolutional layers. The design of residual units are quite flexible such that they can also

be further engineered in order to get better performance [3, 25]. We start with a simple 18-layer

ResNet model (ResNet-18), as this model can be easily adapted to even deeper models (e.g., 152

layers) if required. The overall architecture of ResNet-18 is shown in Figure 4.3 (Chapter 4).

The model contains two types of residual units: the residual unit with an identity shortcut and

the residual unit with a projection shortcut. The only difference between these two types is that in

the projection shortcut, an additional convolutional layer is required due to the change of dimension

from input to output. Each residual unit contains six sequential components: Batch Normalization,

Rectified Linear Unit (ReLU), Convolution, Batch Normalization, ReLU and Convolution. An

average pooling layer is used before the final fully connected layer.

5.3.3 Metrics

Spanhol et al. [93] have introduced two ways to report method performances for medical image

classification: image recognition rate and patient recognition rate. Here, to accommodate for our

case-based approach, however, we use a case level metric instead of an image level metric. The case

recognition rate is defined as follows:

Case Recognition Rate =
Nrec

Nall
, (5.1)

where Nall is the total number of all cases constructed for the testing set, and Nrec is the number of

correctly classified cases.

Unlike the case recognition rate, the patient recognition rate takes patient information into ac-

count. For each patient p in the testing set, let Npall be the total number of cases that belong to patient

p, and Nprec be the number of correctly classified cases for patient p, then the patient recognition

rate can be defined as [93]:

Patient Recognition Rate =

∑
p(Nprec/Npall)

Total Number of Patients
. (5.2)

In addition to the above two recognition rates, we also give a new metric defined at the diagnosis

level. First, we give a final diagnosis to each patient in the testing set based on a simple voting

strategy where we assume that the diagnosis is benign if the ratio of benign to malignant cases for
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the patient p is above a threshold, malignancy threshold:

Patient Diagnosis p =

benign, if
Npbenign

Npall
> malignancy threshold

malignant, otherwise,
(5.3)

where Npbenign
is the number of cases that are diagnosed as benign for patient p. For example, if

malignancy threshold is set to 0.5, the patient p is assigned a diagnosis of benign if more than half

of the cases for patient p are classified as benign. Based on the diagnoses assigned to the patients,

diagnosis accuracy for the classification is defined as the follows:

Diagnosis Accuracy =
Number of Correctly Diagnosed Patients

Total Number of Patients
. (5.4)

We believe the diagnosis accuracy metric should be emphasized more for future research on

histopathological diagnosis problems, as it is of utmost clinical importance that a computer-aided

diagnosis system be able to give a final diagnosis for a patient, and based on the accuracy at which

the diagnosis is correct or not, we can judge its performance.

5.4 Experiments and Results

This section evaluates our case-based approach for histopathological diagnosis that is proposed in

Section 5.3.

5.4.1 Dataset

To test the proposed case-based approach for histopathological diagnosis, we use the BreaKHis

database [101], a recently released dataset of breast tumor histopathological images. BreaKHis

contains both benign and malignant breast tumor images, which were collected from 82 patients

at multiple magnification levels (40×, 100×, 200× and 400×). Each patient may have a different

number of images for each magnification. In total, there are 2480 benign and 5429 malignant

images, with each image acquired in three channels (RGB).

Besides the histopathological images, BreaKHis also provides a five-fold protocol for testing.

We use the same testing protocol as previous work [93, 102], where the whole dataset is split into

training (70%) and testing (30%) set for five trials, such that none of the images associated with the

patients in the training set are used in the testing set. In the end, 54 out of the total of 82 patients

are grouped into the training set, and the rest of the 28 patients are used as evaluation samples for

all the five folds.

The BreaKHis images are originally of size 700×460×3. To speed up the processing times and
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lessen the memory requirements, the images are resized to 100×100×3 for both the training and

testing sets.

5.4.2 Implementation

With all images from BreaKHis, we implement Algorithm 5.1 to build histopathological cases for

both the training and testing sets. To find the best parameter ktrain for Algorithm 5.1 when initializing

the training sets, we utilize fold 1 for a series of experiments by setting the number of output cases

over a range of values from 100 to 40,000 as shown in Figure 5.2. After comparing the case-level

accuracies for the different sizes of training sets, we choose the smallest size of the training set that

gives the best accuracy as our final ktrain. Note that for some of the smaller sizes of the training

sets, we repeat some of the experiments independently three or five times since the performance

of trained model can vary a lot for these sizes. The final chosen parameter ktrain for training set

initialization achieves a balance between computational resource requirement and performance. On

the other hand, for testing set initialization, we simply use ktest = 30,000 for the size of the testing

sets as evaluation on thirty thousands cases gives a quite stable estimation of model performance

according to our trial experiments.

For all experiments, we implement our classifier ResNet using Keras, a deep learning library

written in python with either TensorFlow or Theano as a backend [104]. We use Theano as the

backend in this chapter. To optimize the weights, we use stochastic gradient descent, with a batch

size of 100 to compute the gradients using back propagation. The initial learning rate is set to

0.001, decay by 1e-6 over each update, and Nestrov momentum is set to 0.9. We train our neural

network for 100 epoches. All experiments are done on 4 Intel Xeon(R) E3-1271 v3 processors with

a NVIDIA Quadro K2000/PCIe/SSE2 GPU with CUDA 7.5 installed in a Ubuntu 16.04 LTS.

5.4.3 Results

First, regarding the choice of ktrain, as is shown in Figure 5.2, with the increase of the total number

of cases used for training, the testing accuracy also increases and finally reaches the plateau. When

the model is trained on only 100 cases, there is a large variation in model performance based on

five independently conducted experiments. In the worst case, for 100 cases, the performance is not

much better than a random guess. However, the model performance is significantly improved when

trained on a large number of cases. In addition, the variation becomes smaller as well. From the

bottom plot in Figure 5.2, we can see that the curve starts to converge when the number of cases

is increased to 5, 000, and reaches a maximum at around 10, 000. To understand the effect of the

choice of ktrain on the running time, when setting ktrain equal to 40, 000, the total training time

required for a single fold is around 900 seconds per epoch, while it is 2 seconds per epoch for ktrain
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Figure 5.2: Performance in terms of case-level accuracy versus number of histopathological cases
ktrain used for training. Top table shows the testing accuracies in each experiment; The bottom plot
is the visualization of the table.

set to 100. By setting our parameter ktrain equal to 10, 000, we significantly reduce the running time

by around four times, from 900 seconds to 226 seconds, when compared to ktrain equal to 40, 000,

without sacrificing accuracy. Therefore, we choose to set our parameter ktrain equal to 10, 000 in

training set initialization algorithm for all the following experiments.

With the parameters ktrain and ktest set, we can then thoroughly evaluate our case-based approach

based on five-fold testing protocol, using the metrics that we described in Subsection 5.3.3. For each

fold, we first build the case-based training and testing sets using Algorithm 5.1, by setting ktrain =

10,000 for the training set and ktest = 30,000 for the testing set. Note that both the training and

testing sets are balanced in terms of the different malignancy types. After the models are trained,

we then evaluate the model performance using the following three metrics: case recognition rate,

patient recognition rate, and diagnosis accuracy. For the diagnosis of benign or malignant, we set

malignancy threshold to 0.5. Table 5.1 shows the final results.

Our case-based approach gives average accuracies of 91.48% (case-level), 86.36% (patient-

level) and 88.57% (diagnosis-level) on the testing sets. As we are the first to use case-level and

diagnosis-level accuracies, we can’t compare the results for these metrics to previous results. How-

ever, based on patient-level accuracy, our case-based approach (86.36%) outperforms the multi-task

CNN method (82.13%, average of four magnifications) [102] and the magnification independent
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Table 5.1: Performance of case-based approach for histopathological malignancy diagnosis based
on three metrics: case-level accuracy (Equation 5.1), patient-level accuracy (Equation 5.2) and
diagnosis-level accuracy (Equation 5.4).

Accuracy Type Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average

Case Recogn. Rate 0.9246 0.8596 0.9355 0.9220 0.9323 0.9148
Patient Recogn. Rate 0.8731 0.8424 0.8753 0.8090 0.9182 0.8636
Diagnosis Accuracy 25/28 23/28 26/28 23/28 27/28 0.8857

Figure 5.3: The confusion matrices of case-based approach for histopathological malignancy diag-
nosis in five folds.

single-task CNN method (83.25%, average of four magnifications) [102], and achieves a compa-

rable performance to the best results obtained from the combination of four patch image extrac-

tion strategies and three fusion rules using a patch-based method for specific magnifications (40×:

90.0%; 100×: 88.4%; 200×: 84.6%; 400×: 86.1%) [93].

We further investigate the misclassified patients in terms of malignancy diagnosis for all five

folds, and summarize the results as confusion matrices in Figure 5.3. In total, 16 out of 140 patient

samples over the five folds are misclassified, with a false positive rate of 5.0% and a false negative

rate of 6.43%.

5.5 Conclusion

In this chapter, we propose a case-based approach for histopathological malignancy diagnosis using

deep residual neural networks. We first introduce an algorithm for case-based image set initial-

ization for both training and testing based on histopathological images at multiple magnification

levels, and then present a ResNet-based classifier and three metrics to report method performances

for medical image classification. Finally, we evaluate our proposed approach using the breast tumor

histopathological image dataset BreaKHis. Our results show that the case-based approach achieves

better performance than the state-of-the-art methods. Moreover, we believe our case-based approach
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is a more reasonable way for histopathological malignancy classification since it makes diagnosis

decision based on features learned at multiple magnifications. Another principle advantage of our

work over the previous work [93, 102] is that our method gives a single diagnosis for the patient,

whereas in the previous work four potentially differing diagnoses are given for the same patient,

one for each of four magnification levels. To be clinically applicable, these latter approaches would

then require a final voting step or similar diagnosis selection step which are not discussed in their

papers [93, 102]. For future work, more complex deep CNN architectures will be investigated.
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Chapter 6

Disease Progression Learning

Medical images often have intrinsic characteristics that can be leveraged for neural network learn-

ing. For example, images that belong to different stages of a disease may continuously follow a

certain progression pattern. In this chapter, we propose a novel method that leverages disease pro-

gression learning for medical image recognition. The disease progression learning emphasizes on

the learning of the underlying connections among multiple stages of a disease, with each stage be-

ing a sequential view of the disease. In our method, sequences of images ordered by disease stages

are learned by a neural network that consists of a shared vision model for feature extraction and a

long short-term memory network for the learning of stage sequences. Auxiliary vision outputs are

also included to capture stage features that tend to be discrete along the disease progression. Our

proposed method is evaluated on a public diabetic retinopathy dataset, and achieves about 3.3%

improvement in disease staging accuracy, compared to the baseline method that does not use dis-

ease progression learning. This proposed approach could be generally applied to any medical image

recognition problems that involve disease progression.

6.1 Introduction

Many medical image recognition problems are associated with disease progression, for example, to

predict survival time based on brain tumor images (e.g., short-term survival, medium-term survival

and long-term survival) [105], or a disease staging problem. As illustrated in Figure 6.1(a, b, c), the

disease staging problem commonly exists across multiple modalities, including but not limited to

classifying breast histopathological images into normal, benign, in-situ or invasive [5]; MRI images

of white matter into mild, moderate or severe based on age-related changes [6]; and retinal fundus

images into no-diabetic-retinopathy (NDR), simple-diabetic-retinopathy (SDR), pre-proliferative-

diabetic-retinopathy (PPDR) or proliferative-diabetic-retinopathy (PDR) [7]. Although there is a
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stage difference memory driven by the disease progression, most previous research works only

consider each different stage as an independent class, and the memory information from the stage

sequence is not explicitly represented in the neural network.

In this paper, we propose a novel method that leverages disease progression learning for medical

image recognition. Concretely, given any medical recognition problem that is associated with a dis-

ease progression, we use long short-term memory (LSTM) to model the disease progression. To the

best of our knowledge, we are the first to use LSTM for the learning of stage sequence along the dis-

ease progression for medical image recognition, with each stage represented by feature vectors that

are extracted from a well-established vision model (e.g. GoogleNet or ResNet). Auxiliary outputs

from the vision model are also adopted in order to capture stage features that may not be continuous

along the disease progression. Our proposed method is evaluated on a diabetic retinopathy dataset,

where it shows a performance increase of around 3.3% in disease staging accuracy, compared to the

baseline method that is similar but without disease progression learning.

6.2 Literature Review

Deep learning has been widely applied to medical image recognition since its great success in

natural image recognition, and has achieved state-of-the-art performance in various areas such as

anatomical structure identification, lesion detection and classification [106, 107]. Unlike general

object classification, medical images often have intrinsic characteristics that can be exploited to fa-

cilitate neural network learning for improved results. For example, medical recognition tasks on

images acquired from computed tomography (CT) or magnetic resonance imaging (MRI) generally

favor a 3D convolutional neural network (CNN) over a 2D CNN, due to the additional spatial infor-

mation in three dimensions [108, 109]. Another example of neural networks that exploit medical

intrinsic information is the BrainNetCNN, where special edge-to-edge, edge-to-node and node-to-

graph convolutional filters are designed to leverage topological locality of brain networks for the

prediction of neurodevelopmental outcomes [110].

LSTM is a widely-used network that is powerful for sequential data learning, as it has memory

units that efficiently remember previous steps [32]. There are previous publications using LSTM

for medical data, but mostly based on diagnostic text reports [111], 3D image stacks [112, 113],

or clinical measurements/admissions [114, 115, 116], among which, some also use the concept of

disease progression modeling [115, 116]. However, all previous work either do not clearly define

stage classes for a disease progression, or still consider each stage as an independent class and the

sequence learning only occurs within each individual stage class. I.e., there is no explicit learning of

the stage sequence itself, other than learning of temporal sequence (e.g., a series of clinical events),

or spatial sequence (e.g., 3D MRI/CT images).
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Figure 6.1: Examples of disease progression with different stages: (a) Breast cancer with five
stages: normal, benign proliferation, atypical hyperplasia, in-situ and invasive [5]; (b) Aging re-
lated changes in white matter with three severity grades: mild, moderate and severe[6]; (c) Diabetic
retinopathy with four stages: no-diabetic-retinopathy (NDR), simple-diabetic-retinopathy (SDR),
pre-proliferative-diabetic-retinopathy (PPDR) and proliferative-diabetic-retinopathy (PDR) [7]; (d)
Cyclic form of the stage sequence.

6.3 Methods

Here, we present our method for disease progression learning.

6.3.1 Disease progression learning

Given a disease progression with K sequential stages S = {Sk, k = 0, 1, ...,K − 1}, with Sk >

Sk−1 for each k ∈ (0,K − 1], where the greater-than sign indicates a disease progression, meaning

stage Sk is a subsequent stage of Sk−1, e.g., {NDR, SDR, PPDR, PDR} for diabetic retinopathy

and {normal, benign, in-situ, malignant} for epithelial cancers, we want the neural network to learn

disease stage progression by presenting the network with a sequence of images ordered by disease

stage as the input x = [IS0 , IS1 , ..., ISK−1 ], where ISk is a randomly selected image that belongs

to stage Sk, and the corresponding output is simply the ordered full sequence of all disease stages:

y = [S0, S1, ..., SK−1]. However, with the above design, all the input samples would share the same

output y that is fixed by the disease stage progression, making the network training meaningless. To

overcome this problem, we artificially define S0 > SK−1 to make the stage sequence cyclic (Figure

6.1(d)), so that multiple ordered full sequences of all disease stages can be generated. Therefore,

[S1, S2, ..., SK−1, S0], for example, is also considered as a valid ordered full sequence containing

all stages for a certain disease. As a result, the notation of stage sequence for a training sample can
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Figure 6.2: The architecture of our proposed network. Given the input of an image sequence x =
[IS0 , IS1 , ..., ISn−1 ], the proposed method contains a vision model (e.g., GoogleNet or ResNet) for
the feature extraction, followed by a LSTM model for the purpose of disease progression learning.
Auxiliary vision outputs are also included to capture stage features that tend to be discrete along the
disease progression.

be updated more formally by the introduction of a modulo operation as the following:

(x,y) = ( [ISi+0 (mod K) , ISi+1 (mod K) , . . . , ISi+K−1 (mod K) ],

[Si+0 (mod K), Si+1 (mod K), . . . , Si+K−1 (mod K)] ) ,
(6.1)

where i ∈ [0,K − 1] can be considered as the step shift size, indicating the starting stage of a

sequence, and K is the total number of disease stages. For simplicity of notation and explanation,

we use the stage sequence of i = 0 as an illustration in the following.

As shown in Figure 6.2, the proposed method contains a vision model (e.g., GoogleNet or

ResNet) for the feature extraction, followed by a LSTM model for the purpose of disease progres-

sion learning. The vision model extracts a feature vector zSk ∈ RC from its corresponding input

image ISk for each disease stage Sk, and then the concatenated feature vector sequence of all stages

z = [zS0 , zS1 , ...,zSK−1 ] ∈ RK×C is given as the input to LSTM. The LSTM maintains a hidden

state hSk ∈ RG and a cell state cSk ∈ RG, which are updated at each stage step k ∈ (0,K − 1]:

hSk , cSk = LSTM(zSk ,hSk−1 , cSk−1). (6.2)

The hidden state sequence of all stages h = [hS0 ,hS1 , ...,hSK−1 ] ∈ RK×G is collected from the
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multi-output LSTM to learn a softmax classifier F , which finally outputs the hypotheses ŷ of the

true stage labels y:

ŷ = F(h;θ), (6.3)

where θ is the parameter for classifier F . Note that ŷ = [ŷS0 , ŷS1 , ..., ŷSK−1 ] ∈ RK×K , where

each sequence element represents a probability distribution over K stage labels for its corresponding

stage. Also, it is worth noting that although for the simplicity of notation, we denote both h and

ŷ as vector sequences of all stages, the softmax classifier F is actually applied to each individual

hidden state hSk independently to obtain its corresponding hypothesis ŷSk .

Our loss function is a weighted summation of cross entropy losses at all stages:

Loss(ŷ,y) =

K−1∑
k=0

αk · l(ŷSk , Sk), (6.4)

where αk is the loss weight for each stage output and

l(ŷSk , Sk) =

K−1∑
j=0

− log ŷSk
j · δ(Sk = Sj) (6.5)

is the cross entropy loss function, with ŷSk
j denoting for the probability value of image ISk belonging

to the stage label Sj .

6.3.2 Auxiliary vision outputs

In addition to disease progression learning, the network should also be able to capture stage-wise

discriminative features that tend to be discrete among different stages along the disease progression,

e.g., features that only appear in a certain disease stage. Given this thought, we also design auxiliary

outputs directly from the vision model extracted features z with another softmax classifier Fv on

top of the vision model:

ŷv = Fv(z;θv). (6.6)

To distinguish the two classifiers on top of LSTM model (Fl) and vision model (Fv), Equation 6.3

is updated as:

ŷl = Fl(h;θl). (6.7)

Similarly to LSTM outputs, the loss for auxiliary vision outputs is also defined as the weighted

summation of cross entropy losses at all disease stages. Taking both losses into account, the final
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loss function for our proposed network is:

Loss(ŷl, ŷv,y) =
K−1∑
k=0

(
αk · l(ŷSk

l , Sk) + βk · l(ŷSk
v , Sk)

)
. (6.8)

The loss weights αk and βk for each stage should be chosen depending on each individual disease

progression. A heuristic choice is that more weight should be given to βk if the stage features tend

to be more discrete.

6.3.3 Non-regression disease stage sequence

In the context of disease progression learning (Section 6.3.1), we artificially define S0 > SK−1 to

make the stage sequence cyclic, so that more variations of stage sequences can be generated for a

particular disease to facilitate the neural network training. However, it is a bit counter-intuitive at

the first thought to define S0 > SK−1, which violates the concept of monotonic disease progression.

Alternatively, we could also use other approaches that do not require any similar assumptions, such

as non-regression disease stage sequence, where the sequence can still start with any arbitrary dis-

ease stages and the disease simply stops progression when it reaches its final stage. In this way, the

order of disease stages is still maintained without the assumption defined in the cyclic strategy. For

example, [S1, S2, ..., SK−2, SK−1, SK−1] is also a valid non-regression stage sequence. Therefore,

a training sample of non-regression disease stage sequence can be formulated as the following:

(x,y) = ( [ISmin(i+0,K−1) , ISmin(i+1,K−1) , ..., ISmin(i+K−1,K−1) ],

[Smin(i+0,K−1), Smin(i+1,K−1), ..., Smin(i+K−1,K−1)] ) ,
(6.9)

where i ∈ [0,K − 1] is the step shift size, indicating the starting stage of a sequence, and K is the

total number of disease stages.

6.3.4 Testing phase

In the testing phase, given an image Itest, an artificial image sequence is generated by repeating

Itest forK iterations, and then the sequence is fed into the trained network. Due to the design of our

network, we have two options to predict its stage label based on either LSTM output ŷl or vision

output ŷv (see Figure 6.2). In both cases, only the first stage output in the sequence is reported as

the final predicted label. Note that the input image sequence can be started with any arbitrary stage

as we described earlier in Section 6.3.1 and Section 6.3.3. Therefore a faked sequence starting with

Itest can still result in a reasonable prediction of stage label for Itest based on its corresponding first

stage output, although the rest stage outputs are invalid since there is no disease progression in the
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input sequence.

6.3.5 Baseline network

The baseline network for this study is the same vision model followed by the same softmax classifier

Fv as used in our proposed network, except that the input is a single image, similar to most previous

research work on medical image classification.

For a fair comparison, we also make sure that both networks are trained on exactly the same

amount of augmented data, which we will describe in detail in Section 6.4.2, to rule out the possi-

bility that a superior performance could be gained simply due to larger training samples, given the

fact that the input size of our proposed network is K times bigger than that of the baseline network.

6.4 Experiments and Results

6.4.1 Dataset

To evaluate our proposed network, we choose to use a recently published dataset on diabetic retinopa-

thy [7], which contains fundus photographs of four stages. The dataset has two sets of class labels

based on whether to grade with wider retinal area: Davis grading of one figure and Davis grading

of concatenated figures, and we use the former in our experiments. There are in total 9939 images,

with 6561 of NDR, 2113 of SDR, 460 of PPDR and 805 of PDR.

Unlike previous work [7], we address the data imbalance problem by undersampling by a ran-

dom selection of 460 images from each stage class for each independent experiment, and moreover,

all the images are resized to 200 × 200 instead of 1272 × 1272 to speed up training, since it is not

our purpose here to compete with the result in [7], but rather to investigate the advantage of disease

progression learning in stage classification.

Out of the final resulting dataset, 10% of the data is randomly reserved for testing, and the

rest is further split into two parts: 90% for training and 10% for validation. Data augmentation is

performed on the training set by only using random rotations from −5◦ to 5◦ without shifts or flips,

as all the images share the same position.

6.4.2 Implementation details

We examine two types of vision models in our experiments: GoogleNet and ResNet-50, both of

which were pretrained on ImageNet. The freeze layer is set to 64 for GoogleNet and 36 for ResNet-

50. We use C = 256 for the dimension of extracted feature vectors, G = 256 for the LSTM model

and α = β = 1 ∈ RK . All models are implemented in Keras with Theano backend, and trained
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Table 6.1: Performance comparisons of the baseline method and our proposed method trained on
cyclic stage sequences (with both vision outputs and LSTM outputs).

Vision model Steps a Method Accuracy

GoogleNet
Inception v3

100
BASELINE 57.0± 3.2%

OURS(VISION OUTPUT) 59.4± 3.1%
OURS(LSTM OUTPUT) 59.2± 3.3%

500
BASELINE 59.5± 3.3%

OURS(VISION OUTPUT) 63.1± 2.7%
OURS(LSTM OUTPUT) 62.9± 3.0%

ResNet-50

100
BASELINE 57.3± 6.4%

OURS(VISION OUTPUT) 60.7± 5.4%
OURS(LSTM OUTPUT) 60.7± 5.7%

500
BASELINE 58.1± 4.8%

OURS(VISION OUTPUT) 61.4± 3.8%
OURS(LSTM OUTPUT) 61.7± 3.9%

aTraining steps per epoch.

using stochastic gradient descent, with the initial learning rate set to 0.001, decay by 1e-6 over each

update, and Nestrov momentum is set to 0.9.

For each independent experiment, we evaluate the proposed network and baseline network on

the same random split of the dataset. We repeat the above comparison experiment for 20 times, each

with a different split. To make sure both networks are trained on the same amount of augmented

data, the same number of iteration steps per epoch (i.e., 100 steps and 500 steps) is used in the

training, until the validation loss does not drop for ten epochs (patience = 10, with the maximum

number of epochs set to 100). In order to compensate the input size difference (i.e., one-image input

against four-image input), the batch size for the baseline network training is set to 64 and decreased

to 16 for our proposed network. Note that this is the only difference in hyper-parameter settings for

the training of the two networks.

6.4.3 Results

Table 6.1 shows the performance comparison of our proposed method and the baseline method,

with both results of GoogleNet Inception v3 and ResNet-50 as the vision model. As shown in the

table, our proposed method outperforms the baseline across all experimental settings that are used

in this chapter (choices of vision model and training steps per epoch), and on average, there is about

3.3% accuracy gain (2.4%, 3.6%, 3.4% and 3.6% for each setting respectively). However, we do not

observe a significant performance difference between vision outputs and LSTM outputs (59.4% vs

59.2%, 63.1% vs 62.9%, 60.7% vs 60.7% and 61.4% vs 61.7%) for our proposed method, probably
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Figure 6.3: Confusion matrices of the baseline method (left) and our proposed method (right) using
GoogleNet as the vision model with 500 training steps per epoch.

due to the joint training of our model, so that the LSTM backpropagates the gradients to CNN to

force it to learn features that are more stage-relevant, thus improving the vision outputs.

For both methods, accuracy performance can be improved with an increased number of training

steps per epoch, which is within our expectation since more steps means more data augmentation.

The best performance in our performed experiments is 63.1% for our proposed method and 59.5%

for the baseline method, both of which are using GoogleNet Inception v3 pretrained on ImageNet

with 500 training steps per epoch, and the confusion matrices are given in Figure 6.3. It is also noted

that most of the misclassified samples are located in NDR and SDR, which is reasonable since the

two stages are often quite indistinguishable from a clinical perspective.

We believe that there is still room for performance improvement on this particular diabetic

retinopathy problem by doing more data augmentation, using oversampling instead of undersam-

pling (i.e., to make full use of images in the dataset), and using the original high resolution images.

However, the purpose of this chapter is to present and validate the idea of disease progression learn-

ing, and we leave the optimization for our next study.

To further test the alternative design of disease progression learning using non-regression stage

sequences, we perform the comparison experiments using the same above settings, except that the

model is trained on non-regression stage sequences (described in Section 6.3.3), instead of cyclic

stage sequences (described in Section 6.3.1). As shown in Table 6.2, the non-regression stage

sequence fails to outperform cyclic stage sequence in all experiment settings, and in some case

(GoogleNet and 100 training steps per epoch), it is even worse compared to the baseline method.

The best result achieved by non-regression stage sequence is 61.8%, which is still worse than that

of cyclic sequence 63.1%.

Based on the above results, we argue that despite being counter-intuitive at first thought, the
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Table 6.2: Performance comparisons of the baseline method and our proposed method trained on
non-regression stage sequences (with both vision outputs and LSTM outputs).

Vision model Steps a Method Accuracy

GoogleNet
Inception v3

100
BASELINE 57.5± 2.9%

OURS(VISION OUTPUT) 56.2± 3.8%
OURS(LSTM OUTPUT) 55.7± 4.4%

500
BASELINE 59.1± 3.5%

OURS(VISION OUTPUT) 61.8± 2.7%
OURS(LSTM OUTPUT) 60.9± 2.5%

ResNet-50

100
BASELINE 56.5± 5.8%

OURS(VISION OUTPUT) 58.1± 5.0%
OURS(LSTM OUTPUT) 59.6± 4.3%

500
BASELINE 58.2± 3.5%

OURS(VISION OUTPUT) 60.5± 2.5%
OURS(LSTM OUTPUT) 60.1± 2.8%

aTraining steps per epoch.

cyclic strategy is merely to facilitate the training, which allows for cyclic variations of the training

data that then de-emphasizes the first class as the first node, etc. This in turn allows the same disease

progression sequence to be used for more training data. Since the change will be very abrupt from

the last node to the first node, the learning will still retain the last node’s characteristics as being

substantially distinct from the first node of the sequence.

6.5 Conclusion

In this chapter, we present a novel method for medical image recognition by leveraging disease

progression learning, where stage sequences are learned by LSTM after feature extraction with a

shared vision model for the images from each stage. Compared to the baseline method that is a

pure vision model, our proposed method has an average of 3.3% accuracy increase based on our

performed experiments, when evaluated for the problem of disease staging on a diabetic retinopathy

dataset.
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Chapter 7

Conclusions

Inspired by the fact that human typically integrate all sources of available information in multiple

views for an efficient learning or an optimal decision, multi-view learning has been a popular re-

search topic in machine learning. In this thesis, we address several problems in both medical and

non-medical domains from the perspective of multi-view learning, with the emphasis on learning the

underlying connections among different views. The problems addressed are text-to-image synthe-

sis, cell phenotype classification, histopathological malignancy diagnosis and disease progression

learning. The given multi-view data associated with the above problems can be present within a sin-

gle modality or across multiple modalities, e.g., image and text. Therefore, the thesis can be divided

into two parts based the number of modalities that the data is presented in: (1) learning through

text-image pairs in a multi-modal setting (i.e., views in both text and image modalities), and (2)

learning through image sequences in a unimodal setting (i.e., all views in the image modality).

In the first part of the thesis (learning through text-image pairs), we address the problem of

text-to-image synthesis, where we propose a dual adversarial inference mechanism to learn rep-

resentations that are aligned between the two views (text and image), given the paired text-image

data. The learned representations include not only the content information that is present in both

views, but also the style information that is present in the image view while missing in the text view.

We demonstrate the disentanglement of content and style with our proposed method, and show the

importance of incorporating an inference mechanism in the model performance; In the second part

of the thesis (learning through image sequences), it is often the case that the original data must be

reshaped into associated sequences in order for the multi-view learning approaches to be applica-

ble, where each element in the sequence represents a distinct view. The feature sets representing

the given multi-view data could be either independent or complementary to each other, depending

on the problem setting. We address the cell phenotype classification problem by considering cell
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component channels as different views of cell phenotype, the histopathological malignancy diagno-

sis problem by constructing image sequences from different magnification levels, and the disease

progression learning problem by considering each disease stage as a sequential view of the disease.

From the multi-view representation learning point of view, we cover examples in both categories

of multi-view representation alignment and multi-view representation fusion. More specifically, the

text-to-image synthesis requires the representations to be aligned as matched or mismatched text-

image pairs, while the disease progression learning aligns the representations from different disease

stages in a sequential order. The cell phenotype classification and histopathological malignancy

diagnosis problems on the other hand, focus on the fusion of the learned representations from mul-

tiple views for a better generalized representation of the data. The distinct feature sets from multiple

channels in cell phenotype classification are independent to each other, since they give information

on different cell components, and certain cell component may be sufficient to determine a specific

cell phenotype. In histopathological malignancy diagnosis, the feature sets from multiple magnifi-

cation levels are complementary to each other, since all of them must be taken into consideration

before a final diagnosis decision can be accurately determined.

Future perspectives

Modalities other than text-image pairs We propose a dual adversarial inference mechanism in

Chapter 3 and validate the idea in the framework of text-to-image synthesis, where only two modal-

ities are involved, i.e., text and image. However, this method could also be applied to modalities

other than text and image. Therefore, as a future work, we would like to extend our work in the

areas such as text-to-speech or speech-to-text tasks. In addition, the number of modalities can grow

beyond two, depending on real-life use cases.

More views in image sequences We show the potential of leveraging disease progression learning

for medical image recognition problems in Chapter 6. However, being constrained by the available

datasets, we construct image sequences consisting only four disease stages, thus limiting the power

of disease progression learning. One of the future work could be focused on validating our approach

in a long sequence, where a continuous progression pattern is more evident.
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[81] Oliver Dürr and Beate Sick. Single-cell phenotype classification using deep convolutional

neural networks. Journal of biomolecular screening, 21(9):998–1003, 2016.

[82] Oren Z Kraus, Ben T Grys, Jimmy Ba, Yolanda Chong, Brendan J Frey, Charles Boone, and

Brenda J Andrews. Automated analysis of high-content microscopy data with deep learning.

Molecular systems biology, 13(4):924, 2017.
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Shridar Ganesan, Natalie Shih, John Tomaszewski, and Anant Madabhushi. Automatic detec-

tion of invasive ductal carcinoma in whole slide images with convolutional neural networks.

In SPIE medical imaging, pages 904103–904103. International Society for Optics and Pho-

tonics, 2014.

[99] Geert Litjens, Clara I Sánchez, Nadya Timofeeva, Meyke Hermsen, Iris Nagtegaal, Iringo

Kovacs, Christina Hulsbergen-Van De Kaa, Peter Bult, Bram Van Ginneken, and Jeroen Van

Der Laak. Deep learning as a tool for increased accuracy and efficiency of histopathological

diagnosis. Scientific reports, 6, 2016.

[100] David Romo, Juan D Garcı́a-Arteaga, Pablo Arbeláez, and Eduardo Romero. A discriminant
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