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Abstract

Model Predictive Control Strategies For Constrained Unmanned Vehicles

Shima Savehshemshaki

This thesis deals with two control problems for unmanned vehicles, namely battery shortage

prevention for electric unmanned vehicles and collision avoidance strategy for constrained multi

unmanned vehicle systems.

In the battery shortage prevention problem, we design a novel control architecture, equipped

with a battery manager module, capable of avoiding energy shortage by appropriately imposing

time-varying upper bounds on the vehicle’s maximum acceleration. Here, the dual-mode control

paradigm known as set-theoretic model predictive control is applied to couple the reference

tracking and the battery shortage problems. First, we offline design a conservative maximum

acceleration profile capable of assuring that the electric unmanned vehicle will reach the desired

target without incurring into a battery shortage along the given path. Then, online, by following

a receding horizon approach, we show that the battery manager can enhance the performance

by using the current battery’s state-of-charge. Moreover, a simulation example is presented to

clarify and show the proposed control framework’s potential and features.

In the collision avoidance problem, we deal with vehicles moving in a shared environment

where each UV follows a trajectory given by a local planner. We assume that the planners are

uncoordinated and each vehicle is subject to different constraints and disturbances. In this con-

text, we design a new centralized traffic manager that, in conjunction with ad-hoc designed local

model predictive controller, can ensure the absence of collisions while minimizing the total vehi-

cle’s stops occurrences. In particular, in a receding horizon fashion, the traffic manager exploits

available previews on the successive vehicle’s waypoints to speed-up or speed-down the vehicles

and minimize the chance of collisions. Moreover, by exploiting basic set-theoretic arguments,

traffic manager can impose a vehicle to stop and safely prevent collisions whenever necessary.

Finally, two different simulation examples are presented to better illustrate the capability of the

proposed solution.
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Chapter 1

Introduction

In the past decades, Unmanned Vehicles (UV) have attracted significant attention, and there has

been increasingly rapid progress in their technology both in academia and industry [1, 2]. On

the other hand, transportation electrification has been attaining growing attention because people

have been encouraged to find a clean, safe, and efficient solution for their mobility due to global

warming, limited fossil fuel resources, and the increasing oil price [3], [4].

Hence, research endeavours have undoubtedly been spurred by the improved congestion,

emission, utilization and safety of road networks that UVs and Electric Unmanned Vehicles

(EUVs) would provide rather than the traditional transportation systems. To obtain a fully au-

tomated transportation system, different aspects must be addressed [5]. To name a few: each

vehicle must be able to track a reference signal and reach the desired goal [6–8]; motion planning

and obstacle avoidance solutions are needed to navigate in potentially unknown obstacle scenar-

ios [9]; formation control tools are needed to guarantee coordination among vehicles [10–13];

absence of collisions must be ensured [14–16]. Besides, when EUVs are considered, then bat-

tery management systems are required to prevent battery shortage along the path [17, 18].
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1.1 Literature Review

If collision avoidance and battery management systems are of interest, then receding horizon

Model Predictive Control (MPC) solutions are particularly appealing given their capability to

handle disturbances and constraints explicitly [19–21]. In particular, MPC solutions exploit the

dynamic model of a plant and the available measurements to predict the system’s future evo-

lution over a finite prediction horizon. Such predictions are then used to compute the control

actions by solving a constrained optimization problem that takes care of future costs, distur-

bances, and constraints [22, 23]. Detailed studies about existing MPC solutions can be found in

the survey papers [24–26] and references therein.

Robust MPC strategies are of particular interest for the control problems addressed in this

thesis. Robust MPC solutions are used in control problems where the plant dynamics are sub-

ject to model uncertainties and/or bounded disturbances [27]. In this setup, robust MPC schemes

search for optimal admissible state-feedback control actions that minimize a given cost function

for the worst-case realization of uncertainties and disturbances [28]. The main drawback of such

a paradigm is that the resulting optimization problem is often computationally demanding and

not suitable for systems with fast dynamics. To mitigate such a drawback, the explicit MPC

scheme has been developed in [29, 30]. Explicit MPC allows to pre-calculate the MPC opti-

mization problems offline for a given range of operating conditions of interest. By exploiting

multi-parametric programming techniques, explicit MPC computes the optimal control action

offline as an "explicit" function of the state and reference vectors. Then, online control action

computation diminishes to a simple function evaluation that can be obtained by means of a

lookup table [31]. Despite the mentioned online computational advantages, explicit strategies

are only applicable for systems with a small number of states and inputs, few constraints, and

short time horizons [32]. Furthermore, the resulting control actions are typically very conserva-

tive.
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In [33–35], a different MPC solution, namely Set-Theoretic Model Predictive Control (ST-

MPC), has been proposed to provide a compromise between the offline (explicit MPC) and

online MPC schemes. ST-MPC, by exploiting set-theoretic arguments, is capable of decreasing

the computational demand of traditional robust MPC controllers [36]. This is accomplished

by moving part of the required computations into an offline phase and leaving online a simple

and real-time affordable convex optimization problem. Different from the explicit MPC, ST-

MPC does not pre-compute the control actions so rendering the overall control paradigm less

conservative.

In this thesis, the ST-MPC paradigm is exploited and extended to deal with two control prob-

lems: (i) battery shortage prevention for EUVs; (ii) collision avoidance strategy for constrained

Multi Unmanned Vehicle Systems (MUVS).

1.1.1 Battery Shortage Prevention Strategies For EUVs

As long as Electric Vehicle (EV) battery management systems are concerned, different solutions

have been proposed. In [37], a stochastic MPC energy management system is used to predict the

driver’s actions and style and anticipate future power requirements. In [38], by fusing different

real-time sources of information (GPS, vehicle-to-vehicle interactions, real-time traffic infor-

mation), an enhanced trip prediction model has been developed for the design of an optimal

charge-depletion approach. Along similar lines are [39, 40]. In [39], the authors propose bi-

directional communications between the EVs and smart buildings to obtain better information

on the vehicle status and road conditions and, consequently, improve the EVs’ energy usage.

In [40], a predictive on/off controller is proposed to fully utilize the battery electrical using

historical trip information from the historical vehicle data and GPS navigation system.

From the above state-of-the-art, it appears that accurate predictions of the vehicle and driver’s

future behaviours are required to obtain a global optimal battery management system. Moreover,

the optimal battery profile is usually trip-dependent, indicating that the same energy profile

might not be optimal for different paths. Besides, another typical issue of optimization-based
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battery management systems is their computational complexity, which might not be suitable for

their real-time implementation [38].

1.1.2 Collision Avoidance Strategies for MUVS

Of interest are cooperative control solutions capable of addressing the collision-free reference

tracking control problem for MUVs moving in a shared environment [41]. In the related liter-

ature, different solutions have been proposed. In [14], collision-free movements and deadlock-

avoidance for multi-robot systems are obtained by solving a quadratic optimization problem ex-

ploiting a mixture of relaxed control barrier function and braking controllers. In [42–47], differ-

ent Mixed Integer Linear Programming (MILP) based solutions have been investigated. In [42],

the collision avoidance problem for a group of vehicles is formulated as an MILP optimization

problem where each vehicle has an apriori known fixed number of possible trajectories. Along

similar lines is [43], where the proposed solution guarantees collision avoidance for a team of

three vehicles, and the exponential complexity of the obtained Hamilton-Jacobi (HJ) and MILP

problems is lessened using a combinational method based on HJ’s reachability and MILP pro-

gramming concepts. In [45], an MPC strategy is used to guarantee the absence of collision

for a robot formation. First, feedback linearization and MPC controllers are used to recast the

problem in terms of a mixed-integer quadratic programming problem. Then, a branch and bound

algorithm is used to reduce the complexity of the obtained optimization problem. In [46], the au-

thors have implemented a robust Decentralized Model Predictive Controller (DMPC) for a team

of cooperating UVs where possibilities of collisions are modelled as coupling constraints. The

resulting optimization problem is solved as an integer programming problem. Finally, in [47],

a theoretical framework based on an MPC paradigm is developed to methodologically ensure

collision-free urban traffic by formally deriving constraints that guarantee the absence of colli-

sions. The provided solution, although interesting, results in being conservative.

From the existing literature, the following can be highlighted. Collision-free reference track-

ing movements cannot be assured if the trajectory planner/formation control schemes consider

4



only the vehicles’ kinematic unconstrained models. On the other hand, to provide a complete

control solution capable of ensuring vehicles’ constraints fulfillment as well as the absence of

collisions, often MPC schemes represent a natural choice even though the resulting control ap-

proaches might be either conservative or computationally demanding.

To mitigate the computational demand of both centralized and decentralized MPC solutions,

in [48], a different MPC-oriented control architecture has been proposed. In particular, by re-

sorting to set-theoretic ideas [33, 49] and a receding-horizon control strategy [34], a centralized

Traffic Manager (TM) is proposed. Such an entity is in charge of predicting one-step collision

possibilities and stop the vehicles whenever necessary. Such a solution’s peculiar capability

allows decoupling the reference tracking and the collision avoidance problems partially. As a

result, the control action used by each vehicle is obtained by solving a Quadratic Programming

(QP) problem, while collision avoidance is obtained using simple convex set-membership tests

arising from the employed set-theoretic control paradigm.

1.2 Thesis Overview and Contributions

This thesis is organized as follows:

• Chapter 2: The main concepts and definitions used along the thesis are defined and

presented. Moreover, the basic ST-MPC control paradigm is summarized and reviewed.

• Chapter 3: A control architecture is proposed to deal with the reference tracking con-

trol problem for EUV equipped with batteries of limited energy capacity. The proposed

solution consists of a Battery Manager (BM) module that can avoid energy shortage by

appropriately imposing time-varying upper bounds on the vehicle’s maximum accelera-

tion. In particular, some key properties of the ST-MPC paradigm are exploited to couple

the reference tracking and the battery shortage problems.

– The control architecture proposed in this chapter is published in the proceeding of

the 2020 IEEE Conference on Control Technology and Applications [50].

• Chapter 4: Starting from the solution developed in [48], a novel control architecture is
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proposed to deal with the reference tracking and collision avoidance control problems for

UVs moving in shared environments. We consider a scenario where each vehicle follows a

sequence of waypoints (trajectory) imposed by a local planner. In this contest, a designed

centralized TM in conjunction with ad-hoc designed local MPC, assure the absence of

collisions while minimizing the total vehicle’s stops occurrences.

– The results in this chapter have been in part submitted to the 2021 European Con-

trol Conference [51]. Moreover a journal paper is currently under review for the

Transactions on Automatic Control (TAC) journal [52].

• Chapter 5: The obtained results are summarized and future research directions are out-

lined.

1.3 Publications

• [50] Savehshemshaki S, Lucia W. “A Receding Horizon Battery Shortage Prevention

Control Strategy for Electric Unmanned Vehicles.” IEEE Conference on Control Tech-

nology and Applications (CCTA), pp. 108-113, 2020.

• [51] Savehshemshaki S, Lucia W. “A Receding Horizon Collision Avoidance Strategy

for Constrained Multi Unmanned Vehicle Systems.”European Control Conference (ECC),

2020 (under review)

• [52] Bagherzadeh M, Savehshemshaki S, and Lucia W. “Guaranteed Collision-Free Ref-

erence Tracking in Constrained Multi Unmanned Vehicle Systems.” In IEEE Transaction

on Automatic Control, 2020 (under review)
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Chapter 2

Background Materials

In this chapter, the background material required to understand the rest of this thesis is presented.

In particular, first standard definitions and preliminaries are given. Then, the dual-mode ST-MPC

control paradigm is reviewed, the computational algorithm is introduced, and its main properties

are highlighted.

2.1 Preliminaries and Definitions

We consider systems whose dynamics are described by the following constrained discrete-time

Linear Time-Invariant (LTI) state-space representation

x(t+ 1) = Ax(t) +Bu(t) + d(t) (1)

subject to bounded state and input constraints

x(t) ∈ X , ∀t ≥ 0 (2)

u(t) ∈ U , ∀t ≥ 0 (3)
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with d(t) a bounded exogenous disturbance, i.e.

d(t) ∈ D ⊂ IRd, 0d ∈ D (4)

where t ∈ ZZ+ := {0, 1, ...} denotes the sampling time instants, u ∈ IRm the input vector and

x(t) ∈ IRnx the state-space vector. Moreover, U ⊂ IRm and D ⊂ IRd are compact subsets with

0m ∈ U and 0nx ∈ X , respectively. Moreover, A and B are matrices of suitable dimensions

characterizing the system dynamical behavior.

The following definitions are used along the rest of this thesis:

Definition 1. Given two setsR ⊆ IRnx andQ ⊆ IRnx , the Pontryagin/Minkowski set difference

and sum,R ∼ Q andR⊕Q respectively, are defined as follows [53]:

R ∼ Q := {x ∈ IRnx : x+ q ∈ R, ∀q ∈ Q}

R⊕Q := {r + q : r ∈ R, q ∈ Q}
(5)

2

Definition 2. Let Q ⊂ IRnx be a neighborhood region of the origin. The closed-loop trajectory

of (1)-(3), is said to be Uniformly Ultimately Bounded (UUB) inQ if for all µ > 0, there exists

a function T (µ) > 0 such that ∀x(0), ‖x(0)‖ ≤ µ → x(t) ∈ Q, ∀d(t) ∈ D and ∀ t ≥ T (µ),

see [33]. 2

Definition 3. A set T ⊆ X is said Robust Control Invariant (RCI) for (1)-(3) if

∀x, x ∈ T → ∃u ∈ U :

Ax+Bu+ d ∈ T , ∀d ∈ D
(6)

2

Definition 4. Given the plant model (1)-(3) and a set T ⊂ IRn, then the set of states robustly

8



controllable to T in one-step is defined as [33], [53, 53]:

Pre(T ) := {x ∈ IRnx : ∃u ∈ U s.t. Ax+Bu+ d ∈ T , ∀d ∈ D} (7)

Pre(T ) is the set of states which evolves into the target set T in the one time step regardless of

admissible disturbances. 2

Definition 5. For a Given target set T ⊆ X the N-step controllable sets (T N ) of the system (1)

subject to the constraints (2)-(3) is defined recursively as:

T n = Pre(T n−1) ∩ X , T ≡ T 0, n = {1, 2, ..., N} (8)

2

2.2 Set-Theoretic Model Predictive Control (ST-MPC)

The dual-mode ST-MPC control paradigm was originally developed in [33, 34, 49] to solves a

robust constrained regulation problem to the equilibrium pair (xeq, ueq) by means of a compu-

tationally low-demanding MPC solution where most of the required computations are moved

into an offline phase, leaving online a simple and affordable QP problem. The offline and online

steps are here summarized:

Offline operations:

(Off-1) By considering the unconstrained disturbance-free model of (1), design a stabiliz-

ing state-feedback control law,

u(t) := f 0(x(t), xeq, ueq) (9)

to asymptotically bring the plant state trajectory to the equilibrium pair (xeq, ueq). Such a

controller is hereafter referred to as the terminal controller.

9



Figure 1: Family of N robust one-step controllable sets and the controller’s domain (DoA)

(Off-2) The smallest RCI region, namely T 0, associated to the terminal controller is com-

puted as proposed in [54] under the requirements T 0 ⊆ X , u(t) ∈ U ,∀t. The region T 0

is hereafter referred to either as the terminal region or as the domain of attraction of the

terminal controller, namely DoA0.

(Off-3) The controller computed in Steps 1-2 might have a very small domain. To ensure

that any initial state x(t) belongs to the controller admissible region, the DoA0 must

be enlarged. The latter is here achieved by computing a family of N robust one-step

controllable sets, namely {T n}Nn=0, N ≥ 1, by applying the following recursive definition

[33]:

T n := {x ∈ X :∃u∈ U :∀d∈D, Ax+Bu+ d∈T n−1}

= {x ∈ X : ∃u∈ U : Ax+Bu ∈ T̃ n−1}
(10)

where T̃ n−1 := T n−1 ∼ D andN is the number of computed sets. The set union
⋃N
n=0 T n

10



defines the controller’s domain, namely DoAN (see Fig. 1)

DoAN :=
N⋃
n=0

T n (11)

In what follows, a remark is given to clarify, from a practical point of view, how the steps (Off-1)

and (Off-3) can be computed.

Remark 1. In step (Off-1), the only requirement for the state-feedback controller u0(t) :=

(f 0(x(t), xeq, ueq) is to ensure asymptotic stability for the disturbance and constraint-free UV’s

dynamical model (1). As a consequence, any existing state-feedback controller can be employed.

In the computation algorithm shown in Section 2.2.1, we have used a linear state-feedback

controller where the controller gain K0 is the optimal gain given by the Linear Quadratic (LQ)

controller:

u(t) = K0(xi(t)− xeq) + ueq (12)

In step (Off-3), the robust one-step controllable sets (10) can be built using the capability of-

fered by the MPT Matlab toolbox [55]. Nevertheless, in the literature, different algorithms exist

to compute exact or approximated robust one-step controllable sets, see e.g. [33, 53, 56], and

references therein.

Online operations (assuming x(0) ∈ DoA(xeq)):

(On-1) Let x(t) be the current vehicle’s state-space vector, find the smallest set index n(t)

containing x(t), i.e.

n(t) := min
n
{n : x(t) ∈ T n} (13)

(On-2) If n(t) = 0 (i.e. x(t) ∈ T 0) apply the control action given by terminal con-

troller (9), otherwise apply the control action given by the solution of the following QP

optimization problem:

u(t) = arg min
u∈U

J(x(t), xeq, u) s.t.

Ax(t) +Bu ∈ T̃ n(t)−1

(14)

11



where J(x(t), xeq, u) is any convex cost function of interest.

2.2.1 ST-MPC Basic Computational Algorithm

The above offline and online developments are summarized in the following computational al-

gorithm.

Set-Theoretic MPC (ST-MPC)

————Offline Operations————

Output:
⋃N
n=0 T n

1: Compute the terminal region T 0 and the associated controller (9)

2: Compute a family ofN robust one-step controllable sets according to the recursion (10) and

store the resulted family
⋃N
n=0 T n.

————Online Operations————

Input: {T n}Nn=0, x(0) ∈
⋃N
n=0 T n

Output: u(t)

1: Find the smallest set index n(t) containing x(t), i.e.

n(t) := min
n
n : x(t) ∈ T n(xeq)

2: if n(t) == 0 then u(t) = K0(x(t)− xeq) + ueq (see(12))

3: else Find u(t) by solving (14)

4: end if

5: t← t+ 1 and goto Step 1
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2.2.2 ST-MPC Properties

It is possible to prove that the described set-theoretic control paradigm enjoys the following

properties [33, 34, 49]:

• For all x(0) ∈
⋃N
n=0 T n, the plant’s state vector evolution converges to the terminal region

T 0 in at mostN steps. Moreover, prescribed state and input constraint are always fulfilled.

• The trajectory is UUB (see Definition. 2) in T 0 regardless of any disturbance realization

d(t) ∈ D

• In the absence of disturbance, the stability is asymptotic

• The convex cost function J(x(t), xeq, u) in (14) can be arbitrarily chosen and changed at

each sampling time to minimize any performance index of interest, e.g.

1. time to converge to the equilibrium point:

J(x(t), xeq, u) = ||Ax(t) +Bu− xeq||22

2. control effort:

J(x(t), xeq, u) = ||u||22

13



Chapter 3

A Receding Horizon Battery Shortage

Prevention Control Strategy for Electric

Unmanned Vehicles

This chapter deals with the reference tracking control problem for EUVs equipped with batter-

ies of limited energy capacity. We design a novel control architecture, equipped with a battery

manager module capable of avoiding energy shortage by appropriately imposing time-varying

upper bounds on the EUV’s maximum acceleration. In particular, we exploit some key proper-

ties of the ST-MPC paradigm to couple the reference tracking and the battery shortage problems.

The control architecture proposed in this chapter is published in the proceeding of the 2020

IEEE Conference on Control Technology and Applications [50].

3.1 Problem Formulation

We consider an EUV, described by (1)-(3) where, u ∈ IR2 is the acceleration input vector and

x = [pT , vT ]T ∈ IR4 is the state-space vector (p = [px, py]
T ∈ IR2 denotes the EUV’s position

vector and v = [vx, vy]
T ∈ IR2 denotes the EUV’s velocity vector). We consider the described

14



EUV is powered by a limited-energy battery and whose objective is to reach a target destination,

following a prescribed path, and without incurring into a battery shortage.

Assumption 1. The vehicle’s model (1) is reachable and contains real (e.g., double integrator

models) or artificially added (e.g., pre-compensated dynamics) dynamics. Therefore, the pair

(xeqpi := [pTi , 0ni−2]T , ueqi = 0mi
) defines, for any pi ∈ IR2, an equilibrium point for UVi.

Assumption 2. Given the vehicle’s initial position p(0) and desired destination pd, we assume

that a planner module (at a kinematic level) provides a sequence of Np waypoints, namely

p ∈ IR2×Nr from p(0) to pd (see Fig. 2), i.e.

p = {p0, . . . , pNp}, with p0 ≡ p(0), pNp ≡ pd (15)

Moreover, we assume that the planner is configured such than the maximum distance between

two consecutive waypoints is bounded by δ > 0, i.e.

||pk+1 − pk||2 ≤ δ, 0 ≤ k < Np (16)

Assumption 3. We assume that battery discharge rate is proportional to the vehicle’s accelera-

tion magnitude, i.e. the battery’s State-of-Charge (SoC) evolution is described by the following

discrete-time model [39, 57]:

SoC(t+ 1) = SoC(t)− αbat||u(t)||2 (17)

where αbat > 0 is a scalar coefficient whose value is a function of the specific battery model.

Moreover, we assume that the BM module can override the input constraint (3) by imposing,

whenever necessary, an arbitrary but admissible maximum acceleration profile UBM(t), i.e.

u(t) ∈ UBM(t) ⊆ Ū , Ū ≡ U , ∀ t (18)

where U is input constraint defined in (3).
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Remark 2. Please notice that the assumed battery discharge model (17) (see Assumption 3) is

an approximation of the actual battery discharge function, which generally depends on several

other parameters, see e.g. [58,59]. Nevertheless, the model (17) accurately describes the battery

discharge rate as a function of its predominant factor, i.e. the vehicle’s acceleration magnitude.

Please also notice that the condition (16) (Assumption 2), is only instrumental to guarantee

recursive feasibility of the tracking controller proposed in [48]. 2

Please note that in this chapter, we use the discrete index t to denote the discrete-time evolu-

tion of variables (e.g. x(t), u(t)), while we use the discrete-time subscript k ∈ ZZ+ := {0, 1, ...}

for variables evolving independently from t (e.g. pk).

The control problem addressed in this paper can be formally stated as follows:

EUV Reference Tracking with Guaranteed Battery Shortage Prevention: Given the vehicle’s

constrained model (1)-(3), the battery’s SoC discharge model (17), a sequence of waypoints

(15), and a battery manager module imposing the acceleration constraint (18), we design a state-

feedback controller

u(t) := f(x(t), pk,UBM(t)) (19)

and a BM module such that the following objectives are fulfilled:

• (O1) The controller (19) is able to sequentially track the waypoints pk,∀k, with a tracking

error that, for each waypoint, is UUB in a finite-number of steps and irrespective of the

time-varying battery-manager acceleration constraints (18) and disturbances (4).

• (O2) At t = 0, and irrespective of any possible future disturbance (4) realization, the

BM module must be able to find (if it exists) a conservative acceleration profile UBM(t),

∀t ∈ [0, tT ] with tT > 0 the time at which the target is reached, such that SoC(t) ≥

0, ∀ t ∈ [0, tT ]. Moreover, in a receding-horizon fashion, ∀t > 0, and in accordance with

a desired cost function, the BM must be able to online improve (whenever possible) the

acceleration profile (18) computed at t− 1.
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Planner ST-MPC 

EUV 

Battery Manager (BM)

Figure 2: Proposed control architecture equipped with a ST-MPC tracking controller and a Bat-
tery Manager for energy shortage prevention.

3.2 Proposed Solution

In this section, a solution to the control problems (O1)-(O2) is presented, see Fig. 2. The devel-

opments proceed as follows: First, the proposed ST-MPC tracking controller [48] is adapted to

solve (O1) by assuming that the available energy is unlimited, and the BM is not needed. Then, a

battery manager module providing a solution to (O2) is designed, and it is shown how it enables

the ST-MPC to solve (O1) in the case of limited available energy. Finally, all the developments

are collected into a complete computational algorithm summarizing the joint actions of ST-MPC

and BM.

3.2.1 Set-Theoretic MPC Tracking Controller

In Section. 2.2, the ST-MPC controller was presented to solve a regulation problem. Here, such

a control paradigm is extended to solve a waypoint tracking problem. The proposed solution

simply exploits the linearity of the model to change the desired equilibrium pair according to the

prescribed waypoint. In particular, under the Assumption 2, and following a similar reasoning

as in [48], it can be proved that (O1) has a solution (assuming for now unlimited battery energy)

if the following set containment condition is imposed (see Fig. 3):

DoAN̄(xeqpk+1
) :=

Ni⋃
n=0

T n(pk+1)⊇Bδ(pk+1)⊕T 0(02) :=W (20)
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Figure 3: Graphically describes feasibility condition for waypoint switches (20).

where xeqpk+1
and xeqpk denote the equilibrium state associated to pk+1 and pk, respectively. In sim-

ply words, condition (20) assures recursive feasibility to the controller every time we switch

waypoint. In particular, (20) implies that if the waypoint switch pk → pk+1 occurs when

x(t) ∈ T 0(xeqpk), then it is ensured that x(t) is contained in the DoA of the regulation controller

re-centered in pk+1, i.e. x(t) ∈ DoAN̄(xeqpk+1
) (Figs. 3 and 4.a), see [48] for further details. Ac-

cording to the given reasonings, if the condition (20) is fulfilled, the waypoint tracking controller

can be summarized as follows:

ST-MPC - Waypoints Tracking Controller

Online: (assuming x(0) ∈ DoA(xeqp0))

1: Compute n(t) := min
n
n : x(t) ∈ T n(xeqpk)

2: if n(t) == 0 then k ← k + 1, goto Step 1

3: end if

4: xeq ← xeqpk

18



(a) (b)

Figure 4: Subplot (a) describes the implication of the recursive feasibility condition in (20);
Subplot (b) describes the condition (25).

5: if n(t) == 0 then u(t) = K0(x(t)− xeq)

6: else Find ū(t) by solving (14) where the convex cost function of interest is J(x(t), xeq, u) =

||Ax(t) +Bu− xeq||22

7: end if

8: t← t+ 1 and goto Step 1

Remark 3. It is worth to underline that the smallest terminal region (smallest RCI region,

i.e. T 0) is of interest since our objective is to steer the state trajectory as close as possible

to each waypoint pk. Indeed, the RCI region T 0 determines the maximum waypoint tracking

error we commit for any disturbance realization. Additionally, in the absence of disturbances,

the controller asymptotically stabilizes x(t) to the equilibrium point xeqpk thus reaching perfect

set-point tracking. [48]

19



3.2.2 Battery Manager (BM) and Energy Shortage Prevention

In this subsection, the BM logic and the battery shortage prevention strategy are presented to

provide a solution to (O2).

First, to design the energy shortage prevention strategy, a prediction model for energy usage

is needed. To this end, it is essential to remark some key properties of the used ST-MPC tracking

controller:

• (P1): Consider the single waypoint pk regulation problem and a family of N̄ robust one

step controllable sets {T n(xeqpk)}N̄n=1 obtained under (3)-(4). By construction, it is ensured

that in at most N̄ step, the state trajectory will be robustly confined within T 0(xeqpk), see

[34] for a formal proof.

• (P2): Consider the tracking problem from p(0) to pNp with Np intermediate waypoint pk

(see Assumption 2), then the ST-MPC tracking controller assures that in at most

Ntot(Ū) = NpN̄ (21)

steps, the state trajectory will reach the target destination pNp , i.e. x(t) ∈ T 0(xeqpNp
).

• (P3): According to input constraint (3) and to the SoC discharge model (17), each way-

point pk tracking requires, in the worst-case scenario, a drop in the SoC equals to

Epk(Ū) = αbatN̄ ||Ū ||, with ||Ū || := max
u∈Ū
||u||2 (22)

As a consequence, the worst-case SoC drop required to reach the goal pNp , is:

Etot(Ū) = NpαbatN̄ ||Ū || = NpEpk(Ū) (23)

From (23) it is possible to appreciate that the energy demand is a function of the number

of waypoints (Np), number of one-step controllable sets (N ) and maximum acceleration norm

(||Ū ||). As a consequence, assuming fixed the number of waypoints, the BM can reduce the
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energy consumption by properly imposing an acceleration profile u(t) ∈ UBM(t) ⊂ Ū (see

Assumption 3). On the other hand, arbitrary changes of the input constraints overtime might

invalidate the ST-MPC tracking controller’s recursive feasibility.

A battery manager preserving the recursive the tracking controller’s recursive feasibility can

be designed as described in the following proposition.

Proposition 1. Consider a finite-set of L > 1 admissible acceleration constraints profiles

Uset = {U1,U1 . . . , ŪL}, with U1 ⊂ U2 . . . ⊂ UL ≡ Ū (24)

Build for each Ul, l = 1, . . . , L a RCI region T 0
l (xeq) and the associated stabilizing con-

troller, namely u(t) = K0
l x(k) and a family of Nl robust one-step controllable sets, namely

{T nl (xeq)}Nl
n=1 such that

DoANl ≡ DoAN̄ , ∀ l (25)

Then, the battery manager can arbitrarily impose, at each sampling time t, an arbitrary accel-

eration constraint

u(t) ∈ UBM(t), with UBM(t) ∈ Uset ∀ t (26)

without affecting the ST-MPC tracking controller recursive feasibility.

Proof. By construction, for each admissible input constraint set in (24) a ST-MPC controller

with DoANl ≡ DoAN̄ is built. As a consequence, at each sampling time, the current state x(t)

belongs to all the family of one-step controllable sets {T nl (xeq)}Nl
n=1 (see Fig. 4.b) and therefore,

recursive feasibility becomes irrespective of the used input constraint set (and associate ST-MPC

controller) imposed by BM.

Remark 4. For each input constraint set Ul, the number Nl of robust one-step controllable set

needed to satisfy condition (26) changes. As a consequence, for each constraint set we have a
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different energy consumption profile from (22)-(23), i.e.

Epk(Ul) = αbatNl||Ul|| (27)

Etot(Ul) = NpαbatNl||Ul|| = NpEpk(Ul) (28)

2

Given the results stated in Proposition 1 and Remark 4 , the BM task consists in finding

an admissible input constraint profile (26) such that the vehicle is able to reach the desired

destination pNp and a desired cost function (e.g. minimum energy, minimum-time) is minimized.

3.2.3 Offline BM operations

According to (O2), the BM must be able to offline define a possible conservative acceleration

profile UBM(t), 0 ≤ t ≤ tT such that the EUV is able to reach the target with the initially

available SoC(0).

By parametrization the time-evolution of UBM(t) (see Fig. 5) as:

UBM(t)=



UL if 0 ≤ t < ηLNL

UL−1 if ηLNL ≤ t < ηLNL + ηL−1NL−1

...

U1 if
L−2∑
l=0

ηL−lNL−l ≤ t <

L−1∑
l=0

ηL−lNL−l

L∑
l=1

ηl ≤ Np, ηl ≥ 0, ηl ∈ ZZ+

(29)

with ηl denoting the number of waypoints in which the input constraint set level l is active, a

conservative acceleration profile UBM(t), 0 ≤ t ≤ tT is given by the solution of the following
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integer linear programming problem

[η∗1, . . . , η
∗
l ] = arg min

η1,...,nl

J(η1, . . . , ηl) s.t.

αbat

L∑
l=1

(ηlNl||Ul||) ≤ SoC(0)

L∑
l=1

nl ≤ Np, ηl ≥ 0, ηl ∈ ZZ+

(30)

with η∗l , l = 1, . . . , L denoting the optimal solutions and J(η1, . . . , ηl) any linear integer cost

function. A possible multi-objective choice for J(η1, . . . , ηl) is the following

Jγ,β(η1, . . . , ηl) = γ

(
L∑
l=1

ηlNl

)
+ β

(
L∑
l=1

ηlEpk(Ul)

)
(31)

where depending on the weighting parameters γ, β ≥ 0 three different cost functions can be

defined (see Fig. 5):

• Minimum Time (γ = 1, β = 0). In this case, the cost function aims at minimizing the

number of discrete time-instant needed to reach the target, i.e.

Jγ,β = Jtime(η1, . . . , ηl) =
L∑
l=1

ηlNl

• Minimum Energy (γ = 0, β = 1). In this case, the cost function aims at minimizing the

total amount of energy needed to reach the target, i.e.

Jγ,β = Jenergy(η1, . . . , ηl) =
L∑
l=1

ηlEpk(Ul)

• Multi-Objective (γ > 0, β > 0): In this case, the cost function aims at finding the best

compromise between the minimum time and the minimum energy solutions according to

the weighting factors γ, β.

Fig. 5 provides an illustration of the input constraint profile UBM(t) obtained for each possible

choice of the cost function.
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Figure 5: Examples of acceleration constraints profile UBM(t) imposed by the BM according to
different cost functions.

Remark 5. Please notice that irrespective of the used cost function, if the optimization (30)

admits a solution, then it is guaranteed that the EUV can reach the target destination with the

available state-of-charge irrespective of any admissible disturbance realization satisfying (4).

3.2.4 Online BM operations

Proposition 2. The offline conservative acceleration profile UBM(t), found by the BM at t = 0

solving the optimization problem (30) can be online improved (keeping the same cost func-

tion) or changed (changing the cost function), without affecting the ST-MPC tracking controller

feasibility, by re-solving the optimization problem (30) with SoC(t) instead of SoC(0) and

Np = Np − k, with k the index of the current active waypoint pk.

Sketch of proof: The following arguments can be given to prove the validity of the proposi-

tion:
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• (Changing the cost function) In Proposition 1 it has been proved that the tracking con-

troller preserve recursive feasibility regardless of the any admissible change in the accel-

eration constraint, see (26). As a consequence at any t, any admissible cost function J

can be imposed, i.e. J ∈ {Jα,β, Jtime, Jenergy}.

• (Improving the same cost function) At t = 0, the optimization (30) considers, for the

entire prediction horizon and for each constraint level l, the worst-case realization of the

command signal (in terms of energy demand). Therefore, at t, the predicted remaining

charge, namely ˆSoC(t) is

ˆSoC(t) = SoC(0)− αbat
L∑
l=1

(ηl(t− 1)Nl||Ul||) (32)

with ηl(t− 1) the number of waypoint in which the level l has been activated until t− 1.

On the other hand, the real SoC(t) is given by the actual used command inputs u(t), i.e.

SoC(t) = SoC(0)− αbat
t−1∑
m=0

||u(m)|| (33)

Therefore, since ˆSoC(t) is a conservative estimation of SoC(t), i.e. SoC(t) ≥ ˆSoC(t),

if the optimization (30) is re-solved with SoC(t) instead of SoC(0), the conservatives of

the offline computed acceleration profile can be improved. 2

As a conclusion, the proposed BM satisfied all the requirements in (O2).

3.2.5 Computational Algorithms

This section summarizes all the above developments in two final computational algorithms. The

first describes the BM operations while the second the ST-MPC tracking controller.
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Battery Manager (BM) ∀ t

Input:

• Parameters: γ, β, Uset, Nl, l = 1, . . . , L

• Index k of the current waypoint pk

• update-wanted={true, false}

Output: UBM(t), ∀t̄ ≥ t

1: Compute SoC(t) as in (33)

2: if update-wanted==true then

3: Compute/Update UBM(t) by solving

[η∗1, . . . , η
∗
l ] = arg min

η1,...,ηl
J(η1, . . . , ηl) s.t.

αbat

L∑
l=1

(ηlNl||Ul||) ≤ SoC(t)

L∑
l=1

ηl ≤ Np − k, ηl ≥ 0, ηl ∈ ZZ+

(34)

4: end if

5: Send UBM(t) to ST-MPC

ST-MPC for Energy Shortage Avoidance ST-MPC-ESA

—–Offline—–

Input: Uset

Output: (T 0
l (xeq), K0

l ,) and {T nl (xeq)}Nl
n=1, ∀ l
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1: For each Ul ∈ Uset build a RCI region T 0
l (xeq) and associated stabilizing controller, namely

u(t) = k0
l x(k).

2: For each Ul ∈ Uset build a family ofNl robust one-step controllable sets, namely {T nl (xeq)}Nl
n=1

such that the condition (25) is satisfied ∀ l

—–Online ∀ t—–

Input:

• The l−th active family of one-step controllable sets dictated by the BM, i.e. {T nk }
Nl
n=0 and

associated input constraint set Ul

Output: u(t)

1: Compute n(t) := min
n
n : x(t) ∈ T nl (xeqpk)

2: if n(t) == 0 then k ← k + 1, goto Step 1

3: end if

4: xeq ← xeqpk

5: if n(t) == 0 then u(t) = K0
l (x(t)− xeq)

6: else Find ū(t) by solving

u(t) = arg min
u
||Ax(t) +Bu− xeq||22 s.t.

Ax(t) +Bu ∈ T̃ n(t)−1
l (xeq), u ∈ Ul

(35)

7: end if

3.3 Simulation

In this section, the proposed control architecture’s effectiveness is validated by means of a sim-

ulation example involving an EUV whose task is to reach a target destination in the minimum

possible time with the available state-of-charge. The whole control architecture (see Fig. 2) has
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been emulated within the MATLAB environment and the MPT3 toolbox [55] has been used to

implement the ST-MPC-ESA and BM algorithms.

We consider an EUV, whose dynamic is described by means of a double integrator model

[60] and whose state space vector x = [pT , vT ] ∈ IR4 includes the 2D robot’s positions p =

[px, py]
T and velocities v = [vx, vy]

T . The input vector u ∈ IR2 is given by the the acceleration

vector u = [ax, ay]
T . By using a sampling time Ts = 0.1 sec, the vehicle’s discrete-time LTI

system matrices are

A =



1 0 0.1 0

0 1 0 0.1

0 0 1 0

0 0 0 1


, B =



0.005 0

0 0.005

0.1 0

0 0.1


Moreover, the EUV dynamics are subject to exogenous bounded disturbances

d(t) ∈ D = {d ∈ IR4 : |dj| ≤ 0.07, j = 1, . . . , 4}

and the following state and acceleration constraints are prescribed

x(t) ∈ X = {x = [px, py, vx, vy]
T ∈ IR4 : |vx|, |vy| ≤ 100}

u(t) ∈ Ū = {u ∈ IR2 : |ax|, |ay| ≤ 25}

The BM algorithm is implemented considering L = 4 possible levels of acceleration constraints

(26)

Uset = {U1, . . . ,U4}
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with
U1 = {u ∈ IR2 : |ax|, |ay| ≤ 7},

U2 = {u ∈ IR2 : |ax|, |ay| ≤ 10}

U3 = {u ∈ IR2 : |ax|, |ay| ≤ 15}

U4 ≡ Ū

In the performed simulation, the EUV’s initial position p(0) and desired target location pd

are

p(0) = [2, −25]T , pd = [9.12, 355]T

and Np = 713 waypoints pk are generated by the path planner as follows

pk = [10 sin(0.09k), 5k]T , ∀ 0 < k ≤ 713

According to the ST-MPC-ESA algorithm, first, we have defined an LQ controller u(t) =

K0
l x(t), ∀ l

K0
l =

−27.3037 0 −7.6377 0

0 −27.3037 0 −7.6377


as the terminal controller, and then, we have built an RCI set for each acceleration constraint

level Ul, l = 1, . . . , 4. Moreover, to assure the satisfaction of the feasibility condition (25), the

following families of one-step controllable sets have been computed:

{T n1 }24
n=1, {T n2 }20

n=1, {T n3 }16
n=1, {T n4 }12

n=1

where N1 = 24, N2 = 20, N3 = 16, N4 = 12. Each family {T nl }
Nl
n=1, n = 1, . . . , 4 has an

associated worst-case energy consumption profile (27), that for a single waypoint pk tracking
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and for αbat = 0.00059 is equals to:

Epk(U1) = αbatN1||U1|| = 0.1402, ||U1|| = 9.89

Epk(U2) = αbatN2||U2|| = 0.1669, ||U2|| = 14.14

Epk(U3) = αbatN3||U3|| = 0.2003, ||U3|| = 21.21

Epk(U4) = αbatN4||U4|| = 0.2503, ||U4|| = 35.35

The battery is assumed full charged, e.g. SoC(0) = 100 and the BM is configured with γ = 1

and β = 0.As a consequence, the minimum time cost Jtime is used in the opt. (34). Furthermore,

we simulated twe following two scenarios:

• (S1) The BM optimization problem (34) is never online re-computed (i.e the variable

“update-wanted=false" ∀t > 0). In this case, we denote the obtained input constraint

profile as “frozen," namely UBM(t) = UfrozenBM (t).

• (S2) The BM optimization problem (34) is periodically solved every 50 waypoints. In

this case, we denote the obtained input constraint profile as “updated," namely UBM(t) =

UupdatedBM (t).

The obtained simulation results are collected in Figs. 6-8. In Fig. 6, it is possible to ap-

preciate the input constraint profile provided by the BM. In particular, at t = 0, the battery

manager predicts that it is possible to use an acceleration profile ||UBM || equals to 14.14 un-

til 1.9 sec and then equals to 9.89 for the rest. This represents a conservative solution, which

predicts that the vehicle will reach the destination at t = 586 sec and with a remaining state

of charge equal SoC(586) = 0.096. This profile is kept fixed by the frozen scenario (S1)

and updated by (S2) when at t = 1.9 sec the 50-th waypoint is reached. At this time, the

BM realizes that the the current state of charge (33) is bigger than the predicted one (32), i.e.

SoC(1.9) = 99.93 ≥ ˆSoC(1.9) = 92.94. As a consequence, when the BM optimization (34) is

re-solved, an updated and less conservative profile is found. The same reasoning applies to all

the other time instance when the optimization is repeated. To better clarify this situation we shall
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Figure 6: BM input constraint profile: Frozen (red dashed line) vs. Updated (green line).
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Figure 7: EUV’s trajectory for t ∈ [0, 383] sec : BM frozen (red solid line) vs. BM updated
(blue dashed line).
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refer to the “Zoom-in 2" in Fig. 6 and to the actual vehicle’s acceleration norm shown in Fig. 8.

In Fig. 8, it is possible to notice that for t ∈ [53.9, 88.2] sec the acceleration vector norm is

lower than the maximum allowed value (i.e. 14.14). As a consequence, the vehicle is not using

all the predicted amount of energy (worst-case use) and SoC(88.2) ≥ ˆSoC(88.2). Therefore,

by repeating opt. (34) every 50 waypoints a better profile can always be found (in terms of the

cost function Jtime).

The ultimately consequence of updating UBM(t) is that the vehicle is capable of reaching

the destination faster. This is shown in Fig. 7, where it is possible to appreciate that the vehicle

with an “updated" BM profile is capable of reaching the destination at t = 383 sec, while the

same vehicle equipped with a frozen battery manager requires more time, i.e. tfrozenend = 586 sec.

Furthermore, the final SoC at the destination, for both the scenarios, are SoC(end)updated =

51.04%, SoC(end)frozen = 67.79%, Finally, the obtained numerical results confirm that by

online updating the BM, the EUV performance is improved. Indeed, at t = 0, the expected time

to reach the target was t = 586 sec while the actual destination time is 383 sec .

3.4 Conclusion

In this chapter, we have proposed a novel solution to deal with the battery shortage problem

for constrained electric unmanned vehicles. The proposed solution takes advantage of the ST-

MPC control paradigm’s peculiar properties to couple the battery management problem with

a set-theoretic-based tracking controller. We have shown that the proposed battery manager

can offline find a conservative acceleration constraint profile, which assures that the vehicle can

reach the target despite any admissible disturbance realization. Moreover, we have shown that

such a solution can be improved online using current battery state-of-charge information. The

presented simulation results have shown the effectiveness of the proposed control technology.

32



Time[sec]
0 50 100 150 200 250 300 350 400

0

5

10

15

35

30

25

20

2

2

2

2

2

Figure 8: Control signal norm for the updated BM profile.
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Chapter 4

A Receding Horizon Collision Avoidance

Strategy for Constrained Multi Unmanned

Vehicle Systems

This chapter deals with the reference tracking and collision avoidance control problems for

MUVS moving in shared environments. In this contest, we design a centralized TM that, in

conjunction with ad-hoc designed local model predictive controllers, can ensure the absence of

collisions while minimizing the total vehicle’s stops occurrences. The present chapter improves

the solution in [48] by proposing a novel collision avoidance strategy that aims to minimize the

number of vehicles’ stops required to avoid collisions.

The results in this chapter have been in part submitted to the 2021 European Control Confer-

ence [51]. Moreover a journal paper is currently under review for the Transactions on Automatic

Control (TAC) journal [52].
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4.1 Preliminaries and Problem Formulation

4.1.1 UVs Model

Consider UVs moving in a two-dimensional planar environment of coordinates p = [px, py]T

and whose dynamics are described by (1) as a constrained discrete double integrator model as

follows [60]:

xi(t+ 1) = Axi(t) +Bui(t) + di(t) (36)

A =

I2 TsI2

02 I2

 , B =

 T 2
s I2
2

TsI2


where t ∈ ZZ+ := {0, 1, ...} is the sampling time instants, Ts the sampling time interval, ui =

[axi , a
y
i ]
T ∈ IR2 the control input vector (axi ∈ IR and ayi ∈ IR the accelerations along the axes),

xi = [pTi , v
T
i ]T ∈ IR4 the state-space vector (vTi = [vxi , v

y
i ]
T ∈ IR2 the velocity vector), and

di ∈ IR4 a bounded exogenous disturbance such that

di(t) ∈ Di ⊂ IR4 (37)

where Di is a compact subset containing the origin. Moreover, (36) is subject to the following

state and input constraints

xi(t) ∈ X := IR2×V , ∀t ≥ 0 (38)

ui(t) ∈ Ui ⊂ IR2 (39)

where V ⊂ IR2 (velocity constraint set) and Ui (accelerations constraint set) are compact subsets

with 02 ∈ Vi and 02 ∈ Ui, respectively.
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Remark 6. Please note that in this chapter all the information mentioned for each i− th UV is

indexed by i. On the other hand, according to (36)-(39), each vehicle can be subject to different

bounded disturbances as well as different acceleration constraints. 2

4.1.2 Reference Generators

Each i − th UV follows a reference trajectory, uncoordinated among the vehicles, namely ri ∈

IR2, provided by a local path planner module.

Assumption 4. The vehicle perception capabilities allow the path planner to provide the refer-

ence trajectory as a sequence of successive waypoints, namely ri(k) ∈ IR2, where k ∈ ZZ+ is

discrete variable indexing the k− th waypoint of ri.Moreover, assuming a limited vision radius,

we assume that a finite future sequence of Hi > 0 waypoints, namely R(ki, Hi) is available

R(ki, Hi) := {ri(ki), ri(ki + 1), . . . , ri(ki +Hi)} (40)

where ri(ki) is the current waypoint, and Hi is referred to as the waypoint prediction horizon.

Moreover, the planner is assumed to be configured such that the maximum distance between two

consecutive waypoints is bounded by δi > 0, i.e.

||ri(ki + 1)− ri(ki)||2 ≤ δi (41)

2

Assumption 5. Given two UVs, namely UVi and UVj, we assume absence of collisions if

‖pi(t)− pj(t)‖ > 0, ∀ t. 2

4.1.3 Definitions

Definition 6. [61] (Undirected Graph) An undirected graph is an ordered pair G = (V , E)

where V is the vertex (or node) set and E is edge set which is defined as a finite subset of all

36



admissible unordered pairs in V , i.e. E ⊂ {eij := {i, j} : i, j ∈ V}.

Definition 7. [61] (Adjacency Matrix) Given an undirected graph G = (V , E), the adjacency

matrix A[G] is a squared symmetric matrix such that

A[G]ij =

 1 if eij ∈ E

0 otherwise
(42)

Definition 8. [61] (Degree Matrix) Given an undirected graph G, the adjacency degree of each

vertex vi ∈ V , namely d(vi), is given by the number of vertices vj ∈ V connected to vi with an

edge, i.e. (vi, vj) ∈ E . The degree matrix ∆[G] is defined as the diagonal matrix containing the

adjacency degrees for all the vertices, i.e.

∆[G] =



d(v1) 0 · · · 0

0 d(v2) · · · 0

...
... . . . ...

0 · · · 0 d(vn)


(43)

4.1.4 Problem Formulation

Consider a set I := {1, 2, . . . , S} of S heterogeneous UVs moving in a shared environment,

where each UV is described by (36)-(39) and equipped with a planner module satisfying the

requirements (40)-(41) stated in assumption 4. Design a control illustrated in Fig. 9 architecture

such that

• (O1) the UV’s decentralized controllers are able to fulfill the constraints (38)-(39) and

sequentially track the waypoints ri(ki),∀ki.

• (O2) a centralized TM is capable of predicting future collisions within the waypoint pre-

diction horizons Hi, and minimizing collision possibilities by appropriately imposing dif-

ferent velocity constraints to the UV’s controllers. Moreover, TM must guaranty the

absence of collisions.
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Figure 9: Proposed Control Architecture

4.2 Proposed Solution

In this section, a solution to the control objectives (O1)-(O2) is presented. The developments

proceed as follows. First, an ad-hoc designed waypoint tracking controller is proposed; then,

the traffic manager is designed, and its computable algorithm is illustrated.

4.2.1 Waypoint Tracking Controller

Here, the proposed waypoint tracking controller extends the set-theoretic MPC solution in [48]

to deal with time-varying velocity constraints arising from the desired TM operations (see (O2)).

If we assume a time-invariant state constraint X , a solution for the waypoint tracking prob-

lem is the following:

Offline operations:

The offline operations of ST-MPC are detailed in Subsection. 2.2.1 in Chapter. 2.

Online operations (assuming xi(0) ∈ DoA(ri(0))):
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ST-MPC - Waypoint Tracking Controller

1: Compute ni(t) := min
0≤ni≤Ni

ni : xi(t) ∈ T ni
i (ri(ki))

2: if ni(t) == 0 and the successive waypoint exists and it is enabled, then ki ← ki + 1, goto

Step 1

3: end if

4: xeq ← xeqri(ki)

5: if ni(t) == 0 then ui(t) = K0
i (xi(t)− xeqri(ki))

6: else Find ui(t) by solving the following optimization problem

ui(t) = arg min
ui
‖Axi(t) +Bui − xeqpi‖

2
2 s.t.

Axi(t) +Bui ∈ T̃ ni(t)−1
i (ri(ki)), ui(t) ∈ Ui

(44)

7: end if

8: t← t+ 1 and goto Step 1

Remark 7. Please note that the above waypoint tracking controller enjoys, by construction,

recursive feasibility if the state constraints X is time-invariant. Moreover, it is essential to

remark that, if necessary, a vehicle can be safely stopped in the terminal region associate with

the current waypoint ri(ki), i.e. T 0
i (ri(ki), by disabling the waypoint update in Step 2. TM will

later exploit the latter to stop a vehicle and avoid collisions (see section 4.2.2). 2

Given the desired TM operations (see (O2)), the waypoint tracking controller must be able to

accommodate time-varying velocity constraints. To this end, the following assumption is made:

Assumption 6. A finite set of L > 1 admissible velocity constraints can be imposed for each

vehicle, i.e.

V = {V1,V2 . . . ,VL}, with V1 ⊂ V2 ⊂ . . . ⊂ VL ≡ V (45)
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In the sequel, the state constraint

xi(k) ∈ Xli := IR2×Vli , li ∈ {1, . . . , L} (46)

is used to denote time-varying state constraint (38) according to (45). 2

The time-varying state constraints (46) can potentially invalidate the recursive feasibility of

the tracking controller for the following reasons:

• If the state constraint (38) is used to offline build the controller, then, online, if X → Xli

with li < L, xi(t) might be outside of the admissible region, i.e. xi(t) /∈ Xli .

• Since in (44) the state constraints are implicitly embedded in the offline built robust one-

step controllable sets {T ni
i (ri(ki))}Ni

n=1, then, online, if X → Xli with li < L, and xi(t) ∈

T ni
i , ni ≤ Ni, xi(t) ∈ Xli , then the one-step evolution xi(t+1) ∈ T ni−1

i is not guaranteed

to belong to Xli .

The above drawbacks are here mitigated as follows:

1. Offline

• The terminal region T 0
i (ri(0)) is computed as prescribed in (Off-1) and by consid-

ering instead of X , the the worst-case velocity constraint scenario, i.e. xi(t) ∈ X1.

• For each admissible velocity level l in (45), a family of robust one-step controllable

set, namely {T ni

(i,l)(ri(0))}N(i,l)

ni=1 , is computed according to (Off-2) with Xl instead of

X .

2. Online

• State constraint switches Xl1 → Xl2 , l1, l2 ≤ L and, as a consequence, one-step

controllable sets switches {T ni

(i,l1)(ri(0))}N(i,l1)

ni=1 → {T
ni

(i,l2)(ri(0))}N(i,l2)

ni=1 , are enabled

when the vehicle state xi(t) enters the domain of attraction of the controller using

40



the current state constraint (Xl2), i.e.

xi(t) ∈
N⋃
n=0

{T n(i,l2)(ri(0))}N(i,l2)

n=1 (47)

The following proposition formally proves the effectiveness of the proposed solution.

Proposition 3. If T 0 is computed as in (Off-1) with X1 instead of X , a family of robust one-step

controllable set {T ni

(i,l)(ri(0))}N(i,l)

ni=1 is built ∀ l ∈ {1, 2, . . . L} as in (Off-2) with Xl instead of X ,

and state-constraint switches Xl1 → Xl2 with 1 ≤ l1, l2 ≤ L are allowed when the condition

(47) is satisfied, then the ST-MPC algorithm preserves recursive feasibility.

Proof. The switching condition (47) ensures that constraints switches Xl1 → Xl2 occur when

the current vehicle’s state xi(t) belongs to the domain of attraction of the controller computed

according to the desired new state constraints, e.g. Xl2 . As a consequence, the optimization

problem (44) is always admissible. Moreover, since all the controller shares, by construction,

the same terminal region T 0
i , the switching condition (47) is fulfilled, in the worst-case scenario,

when xi(t) reaches, in a finite number of steps Nl1 , the terminal region associated to the current

waypoint.

Remark 8. Please note that the condition (47) is always instantaneously verified for any state

constraint switch Xl1 → Xl2 where l2 > l1, i.e. whenever the new desired velocity constraint

relaxes the current one (Vl1 ⊂ Vl2).

4.2.2 Traffic Manager (TM) and Collision Avoidance Strategy

In this subsection, starting from the UV’s tracking controller’s properties, a TM module fulfilling

the objective (O2) is designed. By assuming the following exchange of data from the vehicles’

local controller and the TM:

• At t = 0 (or offline): each i − th vehicle sends {T ni
i (ri(0))}Ni

ni=0 = {T ni

(i,L)(ri(0))}Ni
ni=0

and the associated controller domain DoANi(ri(0)).
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• ∀ t ≥ 0 (online): each i− th vehicle sends the predicted waypoints R(ki, Hi) and the cur-

rent set-membership index ni(t) (see Step 1 of the ST-MPC waypoint tracking controller)

the TM operations are twofold:

1. Impose the vehicle’s velocity constraints (45) in order to minimize the possibility of col-

lisions between the vehicles.

2. Ensure the absence of collisions, by stopping, whenever strictly necessary, the minimal

subset of vehicles.

and its actions can be modeled by means of the following function

{statusi, li}Si=1 = TM
(
{R(ki, Hi), ni(t)}Si=1

)
(48)

The first output statusi = {go, stop} is a binary variable that defines if each vehicle can advance

to the next waypoint or it needs to stop (e.g. to avoid a collision). The second denotes the

velocity constraint level Vli ∈ {V1, . . . ,VL} that must be used by each vehicle (e.g. to minimize

the chances of future collisions).

Remark 9. Please note that the TM can stop/confine a vehicle in the terminal region of the

current waypoint by disabling the waypoint update in Step 2 of the ST-MPC algorithm, see also

remark 7. 2

The steps taken by the traffic manager to determine the TM outputs are the following:

• TM-Step 1: it computes an undirected connectivity graph G := (I, E),where the nodes are

the vehicles and the edges e(i1,i2) ∈ E , i1, i2 ∈ I contain information regarding possible

collisions within the waypoint prediction horizons;

• TM-Step 2: it checks if there are collision possibilities regarding the current waypoints

(imminent collisions) and, if any, it solves the problem by defining the minimum set of

vehicles that must be stopped to avoid collisions;
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• TM-Step 3: by removing from G all the nodes (vehicles) that have been stopped, the

connected components {Cz}Zz=1, Z ≥ 1 are found. For each Cz, the velocity level for each

vehicle are determined to minimize the possibility of future collisions.

In the remaining of the section, the operations performed in each step are detailed.

TM-Step 1: collision graph

Given the families of robust one-step controllable sets {T ni
i (ri(0))}Ni

ni=0 andDoANi(ri(0)), ∀ i ∈

I, the sets of predicted waypointR(ki, Hi), ∀ i ∈ I, and the set-membership indices ni(t), ∀ i ∈

I, each edge e(i,j) of G contains all the potential collisions between the vehicles i and j ∀i, j ∈

I, i 6= j :

e(i,j) = {ki + h̄i, h̄i ∈ Hi : ∃ h̄j ∈ Hj s.t.

DoANi(ri(ki + h̄i)) ∩DoANj(rj(ki + h̄j)) 6= 0} (49)

whereHi = {1, . . . , Hi}, andHj = {1, . . . , Hj}. In addition to (49), the collision point h̄i = ki

(i.e. potential collision with the current waypoint ri(ki)) is added to e(i,j), i.e. e(i,j) = {ki, e(i,j)}

if the following condition is verified

max(ni(t)−1,0)⋃
ni=0

{T ni
i (ri(ki))}

⋂max(nj(t)−1,0)⋃
nj=0

{T nj

j (rj(kj))} 6= 0 (50)

Remark 10. Please note that according to the used controller, the exact trajectory followed by

each vehicle is not a-priori known. However, given the list of future waypoints, then it is possible

to compute the robust reachable tube where the trajectory is confined withing the waypoint

prediction horizon, i.e.

xi(t) ∈
Hi⋃
h̄i=0

DoANi(ri(ki + h̄i))

Therefore, as in (49), per each waypoint it is possible to verify if, in the worst-case scenario,

collisions (i.e. reachable tubes intersections) are possible. On the other hand, the condition

(50) exploits the information on current set-membership index ni(t), to define, for the current

waypoint, a less conservative collision condition based on the controller property that each
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vehicle’s one-step evolution, xi(t+ 1), will be inside a controllable set strictly inside the current

one, i.e. ni(t+ 1) < ni(t). 2

Remark 11. Please note that the graph G := (I, E) must be fully computed only at t = 0.

Indeed, in a receding horizon fashion, for t > 0, only a portion of G must be updated. Let

denote with koldi and ki the actual waypoint for the i − th vehicle at the time instant t − 1 and

t, respectively. Then, at t, an edge (i, j) ∈ E requires an update if either ki = koldi + 1 or

kj = koldj + 1. Moreover, if an update is required the following actions must be taken:

• (R1) - Remove h̄i = koldi from e(i,j) (if present), i.e. e(i,j) = e(i,j) \ koldi ;

• (R2) - Remove h̄i = ki from e(i,j) (if present), i.e. e(i,j) = e(i,j) \ ki, if the condition (50) is

not satisfied;

• (R3) - Add h̄i = ki +Ni, to e(i,j), i.e. e(i,j) = {e(i,j), ki +Ni}, if ∃ h̄j ∈ Hj s.t.:

DoANi(ri(ki +Ni)) ∩DoANj(rj(kj + h̄j)) 6= 0.

TM-Step 2: vehicles to be stopped

Once the connectivity graph G := (I, E) is built according to (49)-(50), the first action

taken by the traffic manager is to identify the vehicles that might have a collision in the current

waypoints ki. To this end, the following aspects must be first highlighted:

• if no collisions where predicted at t−1, then at t collisions are possible if only if a vehicle

wants to move to the successive waypoint, i.e. ki = koldi + 1

• if ki = koldi + 1, then the i− th vehicle is currently in the terminal region of the previous

waypoint, i.e. x(t) ∈ T 0
i (ri(k

old
i ). The latter implies that, if necessary, the i − th vehicle

can be safely stopped in the current terminal region.

• if ki = koldi , then the i−th vehicle is not yet in the terminal region of the current waypoint,

and it cannot be stopped.

Let’s denote with Isw ⊆ I the subset of vehicles switching waypoint (koldi → koldi +1 = ki),
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and with Gsw = (I, Esw) the graph modeling collision in the current waypoint, i.e.

esw(ij)(t) =

 1 if (50) is satisfied

0 otherwise
(51)

Then, to stop the minimum number of UV s, namely Istop ⊂ Isw, the following procedure is

used:

• (C1) - Find the vehicle i ∈ Isw with the highest degree, i.e

i = arg max
i∈Isw

∆[Gsw] (52)

with ∆[Gsw] the degree matrix containing the adjacency degrees.

• (C2) Add i to Istop and remove i from Gsw

• (C3) If ∃ esw(i,j)(t) ∈ Esw(t) : esw(ij)(t) 6= 0, then goto Step 1, else stop the procedure.

TM-Step 3: future collision minimization

After the set of vehicle to be stopped is determined, i.e. Istop, the graph of not stopped

vehicles, namely, Gns = (Ins, Ens), is here taken into consideration. Specifically, Ins = I\Istop

and ens(i,j) ∈ Ens if (i, j) ∈ E and i, j ∈ Ins.

Given Gns, and by resorting to the Laplacian matrix of Gns, first all the connected compo-

nents {Cz}Zz=1, where Cz ⊆ Ins, are found [62].

Remark 12. Please note that if two vehicles i, j ∈ Ins do not belong to the same connected

component Cz, then no collisions are forecast between i and j within the waypoint prediction

horizon. Moreover, if a connected component consists of a single node, e.g., the component’s

cardinality is 1 (|Ci| = 1), then any velocity level li can be used by the vehicle i. However, if a

collision possibility in the current waypoint was predicted for i, then li = L is imposed to make

sure that the vehicle leaves the collision area as soon as possible. 2

For each i ∈ Cz, |Cz| > 1, the distance to the closest collision point, namely dci ∈ IR, with
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Figure 10: Waypoint distance approximation (53)

any j 6= i ∈ Cz is computed as follows:

dci =

kci−1∑
h=ki

‖pi(h+ 1)− pi(h)‖2, i ∈ Cz (53)

where

kci = min {kc(i,j), i, j ∈ Cz : kc(i,j) = min ei,j} (54)

Remark 13. It is important to underline that the exact trajectory followed by each vehicle is

not a-priori known. Therefore, (54) approximates the distance to the closest waypoint as the

summation of the 2-norm distance between the waypoints, see Fig. 10

The computed distances dci are collected in an ordered vector

dc = [dcvc1 , . . . , d
c
vcz

] (55)

such that vc1 and vcz are the vehicles at the maximum and minimum distance from a collision

waypoint, respectively, and cz is the cardinality of Cz, i.e. |Cz| = cz. Then, for each vci ∈ Cz, the
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velocity level lvci ∈ {1, . . . , L} is assigned, i.e.

vc1 → lvc1
...

vcz → lvz

, s.t.
lvc1 ≤ lvc1+1 ≤ . . . < lvcz

lvci ∈ {1, . . . , L}, ∀ci ∈ Cz

according to the solution of the following optimization problem

max
lvc1 ,...,lvcz

vcz−2∑
l=1

|lvc1+l+1 − lvc1+l| s.t.

lvc1 ≤ lvc1+1 ≤ . . . < lvcz−1

lvci ∈ {1, . . . , L}, ∀ci ∈ Cz

(56)

Remark 14. The optimization (56) prescribes that the highest velocity constraint is assigned

to the vehicle closer to a potential collision. Moreover, to the reaming vehicles, a velocity

constraints inverse proportional to the distance dvi (slowed down) is given. Please note that

the cost function in (56) aims to maximize the distance, in term of velocity levels, among all the

vehicles. The objective of such a heuristic solution is to allow the closest vehicle to overcome

the collision point before other vehicles could reach the same collision area. 2

Finally, to better clarify the TM-Step 1- TM-Step 3 operations, we can refer to Fig. 11, where

such tasks are shown for a team of 8 UVs, i.e. I = {1, 2, . . . , 8}. The subplot Fig. 11.a shows the

connectivity graph G = (I, E) built in TM-Step 1, where solid lines between any two vehicles

i and j denote risk of collisions in the waypoint prediction horizons h̄i ∈ Hi and h̄j ∈ Hj, see

(49), and dashed links define possibility of collisions in the current waypoints ki and kj, see

(50). Moreover, red circles nodes denotes vehicles that did not change the waypoint (ki = kiold),

while green circled nodes defines vehicles that have switched waypoint ki = koldi + 1. The

subplot Fig. 11.b shows the operations in TM-Step 2. In particular the graph Gsw of the current

collisions is considered (see 51) and the minimum number of vehicles is stopped according to

the (C1)-(C3) procedure, i.e. Istop = {3}. In subplot Fig. 11.c, the operations in TM-Step 3
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are shown. Specifically, it show that all the connected components in the graph of non stopped

vehicles (Gns) are found, e.g. C1 = {1, 2, 6, 7}, C2 = {4, 5}, C3 = {8}. Such components are

finally used to assign a velocity constraint to each vehicles according to (53)-(56).

TM Algorithm

All the above TM operations are here summarized into the following computational algorithm:

Traffic Manager (TM) ∀ t

1: Compute (t = 0) or update (t > 0) the connectivity graph G = (I, E) as prescribed by

(49)-(50) and (R1)-(R3), respectively.

2: Given Isw, find the vehicles to be stopped (Istop ⊆ Isw) by applying the procedure (C1)-

(C3);

3: Consider Gns = (I \ Istop, ens(i,j)), (i, j) ∈ E , i, j /∈ Istop and found all its connected com-

ponents {Cz}Zz=1;

4: for all Cz do

5: for all i ∈ Cz do

6: Compute the distance dci from the closest collision point as in (53)

7: end for

8: Collect the distances for all the vehicles in an ordered vector dc as in (55);

9: Assign to each vehicle vci a velocity constraint level lvci by solving the opt. (56);

10: end for

11: Send statusi = stop (e.g. disable the waypoint switch in Step 2 of ST-MPC) to all vehicle

i ∈ Istop. Send statusi = go to the others;

12: ∀ i /∈ Istop send the computed velocity constraint level lvci .
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Figure 11: Traffic Manager Operations: TM-step 1 (subplot (a)), TM-step 2 (subplot (b)), TM-
step 3 (subplot (c))

Remark 15. The computational complexity of the proposed TM algorithm is mainly related to

the update of G(t). In particular, to test if between two vehicles i and j there is a collision pos-

sibility (i.e., eij(t) = 1), then a set-membership test must be performed. Assuming a polyhedral

representation for the robust one-step controllable sets T ni , each test requires the solution of a

simple Linear Programming (LP) optimization problem solvable in polynomial time. Therefore,

to update G(t), |Isw(t)|(S − 1) LP problems must be solved for both the updating steps (R2)

and (R3), see Remark. 11. Therefore, at each graph update, the total number of LP problems to

be solved is:

2|Isw(t)|(S − 1)

where |Isw| is the number of vehicles making a waypoint switch request at the time t and S is the

total number of vehicles. On the other hand, the local ST-MPC is mainly related to the solution

of the QP optimization problem defined in (44). Therefore, contrary to the existing DMPC

solutions, the proposed approach does not require inter-vehicle communications and non-convex

optimizations. As an example, at each iteration, the distributed approach in [46] requires the

computation of S MILPs while the proposed solution requires 2S(S − 1) LPs (worst-case) and

1 QP per vehicle.

Proposition 4. Consider a set I of UV s modeled as in (36)-(39), equipped with the ST-MPC

waypoint tracking controller. If the UV s start from a feasible collision-free initial conditions
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Task Solved Proposed Sol. [46]

Collision
Avoidance

Hi = 1 : S(S − 1)LPs (S) MILPs

Hi > 1 : 2S(S − 1)LPs
Reference
Tracking

(1) QP per vehicle

Table 1: Computational Cost: proposed solution vs [46]

satisfying the condition (50), the TM operations guarantees the absence of collisions, regardless

of the UV s reference trajectories.

Proof. The proof can be obtained collecting all the above developments. First, if the UV s

start form a feasible condition satisfying (50), then no collisions are possible until any of the

vehicles requires a waypoint switch. The latter finds justification in the fact that if xi(0) ∈

T ni(t)
i (ri(ki)) the one-step evolution will belong to a set included within T ni(t)

i (ri(ki)), i.e.

xi(t + i) ∈ T ni(t+1)
i (ri(ki)) ⊂ T ni(t)

i (ri(ki)), with ni(t + 1) < ni(t) (see [33]). Moreover,

when waypoint switches r(ki) → r(ki + 1) occur, Step 2 of the TM algorithm ensures that

potential collisions are avoided by stopping the minimum number of vehicles that make the con-

nectivity graph Gsw completely disconnected. The latter is equivalent to ensure that families of

robust one-step controllable set {T ni (ri(ki))} don’t have any intersection, so guaranteeing that

no admissible state-trajectories could lead to collisions.

4.3 Simulation

In this section, the proposed control architecture’s effectiveness is testified by means of two

simulation examples where the whole system has been emulated using MATLAB, and the MPT3

toolbox has been used to implement the proposed strategy [55]. The following scenarios have

been considered:

• (S1) In the first scenario, 10 UVs, i.e. I = {1, . . . , 10}, are considered. Moreover, only

one admissible velocity constraint is assumed, i.e. L = 1, and the prediction horizon is
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fixed to one, i.e. Hi = 1. This simulation aims to evaluate the capability of the proposed

solution to avoid collisions when the minimum prediction horizon is considered.

• (S2) In the second scenario, 2 UVs, i.e. I = {1, 2}, are considered. Moreover, three

admissible velocity levels are assumed, i.e. L = 3. In this setup, the strategy is evaluated

for a set of different waypoint prediction horizons, i.e. ( 1 ≤ Hi ≤ 300, i ∈ I) in order

to investigate the beneficial effects of the waypoint precition horizon.

4.3.1 Scenario One

The UVs dynamics are described by (36) where Ts = 0.1 sec and subject to the disturbance set

and the constraints as follows

di(t) ∈ Di = {d ∈ IR4 : |d(s)| ≤ d̄i, s = 1, 2}

V = {v ∈ IR2 : |v(s)| ≤ v̄i, s = 1, . . . , 10}

ui(t) ∈ Ui = {u ∈ IR2 : |ui(s)| ≤ 8, s = 1, 2}

where s denotes the s− th component of each vector. And for,

i ∈ {1, 2, 3} → ūi = 20, d̄i = 0.06

i ∈ {4, 5} → ūi = 25, d̄i = 0.085

i ∈ {6, 9, 10} → ūi = 8, d̄i = 0.07

i ∈ {7, 8} → ūi = 18, d̄i = 0.065

∀i→ v̄i = 4

Each UV’s reference generator provides a sequence of waypoints ri(ki) as shown in Fig. 12.

The maximum distance δi, ∀ i ∈ I between two successive waypoints are:

i ∈ {1, 2, 3} → δi = 4.02 i ∈ {4, 5} → δi = 5.62

i ∈ {6, 9, 10} → δi = 3.22 i ∈ {7, 8} → δi = 3.91
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Figure 12: UV Waypoints and trajectories for t ∈ [0, 100]s.

According to the proposed ST-MPC strategy, a terminal controller and an RCI set have been

offline computed for each vehicle as in [48]. Moreover, to assure that the UV’s controller do-

mains satisfy the waypoint switching feasibility condition (47), a family of Ni robust control-

lable sets {T ni }
Ni
n=1 has been computed for each vehicle, where for

i ∈ {1, 2, 3} → Ni = 21 i ∈ {4, 5} → Ni = 19

i ∈ {6, 9, 10} → Ni = 15 i ∈ {7, 8} → Ni = 18

By considering the UVs’ initial positions as shown in Fig. 12, the obtained simulation results

are collected in Figs. 12-14.

In Fig. 12, the UVs’ trajectories are depicted for the time interval [0, 100]s. The trajectories

show how the ST-MPC controllers are able to track the switching waypoints despite constraints

and disturbances. Moreover, it is possible to notice that the obtained paths have potential colli-

sion points. Therefore, it is worth investigating how TM actions are essential to avoid collisions.

To better understand the TM modus operandi, we shall refer to Fig. 13 where the simulation has

been paused at t = 8.9s. Specifically, at the considered screenshot, the UVs’ set-membership
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Figure 13: Potential collisions at t = 8.9s and connectivity graphs.

scenario is the following:

x1 ∈ T 0
1 (r1(10)), x2 ∈ T 0

2 (r2(9)), x3 ∈ T 0
3 (r3(14)), x4 ∈ T 0

4 (r4(8)), x5 ∈ T 0
5 (r5(5))

x6 ∈ T 8
6 (r6(8)), x7 ∈ T 4

7 (r7(8)), x8 ∈ T 0
8 (r8(8)), x9 ∈ T 5

9 (r9(7)), x10 ∈ T 0
10(r10(5)).

TM first collects all the waypoint switch requests and set-membership indices. At t = 8.9s, the

set of UVs in a terminal region making a waypoint switch request is Isw = {1, 2, 3, 4, 5, 8, 9}.

Given the collected information, the TM builds the connectivity graph G(8.9) according to (51).

In Fig. 13, the current UVs’ positions are shown with a star symbol, and the rectangular

areas (matched by color) represent the regions where the one-step evolution (at t = 9s) of each

agent will be confined. By construction, according to the waypoint switch feasibility condition

(47), the vehicles in the terminal region also belong to the family of the one-step controllable set
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associated with the successive waypoint. In particular, at t = 8.9s:

x1 ∈ T 5
1 (r1(11)), x2 ∈ T 6

2 (r2(10)), x3 ∈ T 3
3 (r3(15))

x4 ∈ T 6
4 (r4(9)), x5 ∈ T 13

5 (r5(6)), x8 ∈ T 7
8 (r5(9))

x10 ∈ T 11
10 (r10(6))

Since the constructed families of one-step controllable sets are nested, in Fig. 13, we show only

the outer sets. The connectivity graph in Fig. 13.a summarizes all the possible collisions (50), at

t = 8.9s. In particular, the graph presents potential collisions among the vehicles 1 − 4, 4 − 5,

1 − 5, 4 − 10 and 6 − 8. Therefore, according to the TM algorithm, the (C1)-(C3) procedure

is activated to avoid collisions by stopping the minimum number of vehicles among the ones

making a waypoint switch request. In the first iteration, the UV4 (the node with the highest

degree) is stopped and added to Istop. As a consequence, all the edges connected to UV4 are also

removed. The resulting connectivity graph and remaining intersections are shown in Fig. 13.b.

Since collisions between the vehicles, 1 − 4 and 6 − 8 are still possible. The second iteration

of (C1)-(C3) is executed and the vehicle UV8 is added to Istop. Fig. 13.c. shows the resulting

graph with a single collision possibility between UV1 and UV5. Therefore, since both vehicles

have the same connectivity degree either UV1 or UV5 could be stopped. In the simulation, UV5

is added to Istop, i.e. Istop = {4, 5, 8}. The completely disconnected graph in Fig. 13.d results

where no collisions are possible. Therefore, the TM operations are concluded: UV4, UV5 and

UV8 are stopped while UV1, UV2, UV3, and UV10 are allowed to switch waypoint.

In Fig. 14, the vehicles set-membership index signal is shown for UV3, UV5 and UV9 in the

time interval [0, 20]s (the time interval has been shortened to improve the figure’s readability).

According to the TM operations previously described, such a signal allows us to better clarify

the STOP and GO commands received by these vehicles. In the absence of collisions, the signals

ni(t), by construction, have a reverse sawtooth shape. The wave ramps downward while the

vehicles move within the family of computed one-step controllable sets and sharply rises when

a waypoint switch occurs. On the other hand, when the signal ni(t) holds constant for more
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Figure 14: UVs’ set-membership indices in the time interval [0− 20]s.

than one sampling time, it means that the vehicle i has received a STOP command. It is worth

noticing in Fig. 14 that, according to the developed theory, a STOP signal can be received only by

the vehicles making switch request, i.e. from the vehicles within a terminal region (ni(t) = 0).

As an example, in the previously described potential collision happening at t = 8.9s, the TM

imposes a STOP on three of the seven vehicles making a switch request, i.e. UV4, UV5 and UV8.

As a consequence, in the zoom-in subplot in Fig. 14, it is possible to appreciate what follows:

the signal n5(8.9) stays constant to zero, meaning that the waypoint switch has been denied for

UV5; the index n3(8.9) jumps from 0 to n3(9) = 11, testifying that the waypoint switch has

been granted to UV3; the signal n9(8.9) keeps decreasing showing that UV9 moves closer to the

current waypoint (vehicles that do not belong to the terminal region will not be stopped).

Finally, for the interested reader, the demo of the performed simulation for 20 vehicles is

available at the following weblink: https://tinyurl.com/y23gzeu5.
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4.3.2 Scenario Two

The UVs’ dynamics are described by (36) where Ts = 0.1 sec and subject to the disturbance sets

d1(t) ∈ D1 = {d ∈ IR4 : |d(s)| ≤ 7× 10−4, s = 1, . . . , 4}

d2(t) ∈ D2 = {d ∈ IR4 : |d(s)| ≤ 9× 10−4, s = 1, . . . , 4}

The following state and acceleration constraints are prescribed

V = {v ∈ IR2 : |v(s)| ≤ 5, s = 1, 2}

u1(t) ∈ U1 = {u ∈ IR2 : |u(s)| ≤ 8, s = 1, 2}

u2(t) ∈ U2 = {u ∈ IR2 : |u(s)| ≤ 7, s = 1, 2}

where s denotes the s − th component of each vector. And, for the TM operations, L = 3

different velocity constraints levels (45) are considered, i.e. V = {V1,V2,V3} :

V1 = {v∈ IR2 : |vi(s)| ≤0.8, s = 1, 2}

V2 = {v∈ IR2 : |vi(s)| ≤ 2, s = 1, 2}, V3 ≡ V

The vehicles start from the initial positions p1(0) = [10, −25.5]T and p2(0) = [−10.5, −20]T

while the planner provides the UVs’ waypoints according to the discrete function (see Fig. 15)

 r1(k)T

r2(k)T

 =

 10 sin(0.3k + 14) 2k

11 sin(0.2k − 1) 2k


which prescribe that the maximum distances δi between two successive waypoints are δ1 = 1.76

and δ2 = 1.85.

According to the ST-MPC algorithm, and Proposition 3 prescriptions, first a common termi-

nal RCI region is computes as in [48]. Then, offline, for each velocity level 1 ≤ l ≤ 3 a family
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Figure 15: Vehicles’ trajectories for t ∈ [0, 130]s

of robust one-step controllable set has been determined under the feasibility condition (c).

{T n(1,1)}10
n=0, {T n(1,2)}14

n=0, {T n(1,3)}18
n=0

{T n(2,1)}6
n=0, {T n(2,2)}12

n=0, {T n(2,3)}24
n=0

The obtained simulation results are collected in Figs. 15-16.

By considering a time interval [0, 130]s and a waypoint prediction horizon Hi = 15, Fig. 15

shows how the UVs’ local ST-MPC controllers are able to track the switching waypoints despite

constraints and disturbances. To better understand the TM modus operandi, we shall refer to the

zoom-in in Fig. 15, where it shows a simulation screenshot at t = 85.5. At the considered time,

both UVs are in their terminal regions, i.e.

{T 0
(1,3)(r1(149)}, {T 0

(2,3)(r2(156)}

and would like to move to the successive waypoint, namely r1(150) and r2(157), i.e. Isw =
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{1, 2}. Since the two families or robust one-step controllable set centered in the new waypoint

have a non-empty intersection (see orange region), i.e.

{T n(1,3)(r1(150)}18
n=0

⋂
{T n(2,3)(r2(157)}24

n=0 6= 0

the TM detects a possibility of collision in the current waypoint, see (51). As a consequence,

the (C1)-(C3) procedure is activated and the vehicle UV1 is stopped, i.e. Istop = 1 and the

maximum velocity constraint V3 is assigned to UV2 (see remark 12).

To show the TM’s capabilities to reduce the number of vehicles stop exploiting the waypoint

prediction horizon, a simulation campaign involving different horizons, 1 ≤ Hi ≤ 300, has been

conducted. In Fig.16, the total number of stops (sum of the stops requested to vehicle 1 and 2) in

the function of the prediction horizon is reported. It is possible to appreciate that if the waypoint

prediction horizon increases, then the total stop time decreases. The latter finds justification

because by increasing Hi, the TM can anticipate future collisions better and impose velocities
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constraints to minimize their actual occurrence.

To better explain this aspect we shall refer to Fig. 17, where the velocity constraint level li

and stops assigned to each vehicles are reported for Hi = 1 (blue dashed line) Hi = 15 (green

solid line), and Hi = 250 (red dashed line). By referring to the time interval [20.1, 21.1], it is

possible to notice that UV2 is stopped for 10 time instances if H2 = 1, for 8 time instances if

H2 = 15, and 0 times if H2 = 250. The latter finds justification in the fact that increasing the

prediction horizon the TM can earlier impose to UV2 a lower velocity constraint (e.g. from l2 to

l1). The same reasoning applies to the time interval [85.6, 89.4] for UV1.

4.4 Conclusion

In this chapter, we have presented a control architecture to deal with the collision avoidance

problem for heterogeneous constrained vehicles moving in a shared environment. In the pro-

posed solution, each vehicle is equipped with a local MPC tracking controller, and a central-

ized traffic manager solves, in a receding horizon fashion, the collision avoidance problem. In

particular, by resorting to set-theoretic arguments and to time-varying velocity constraints, the

proposed traffic manager is capable of predicting future potential collisions within a prediction

horizon and minimize their occurrence. Moreover, whenever necessary, the traffic manager can

impose, in agreement with the tracking controller, a vehicle stop in the robust control invariant

region of the current waypoint, so ensuring the absence of collisions. A simulation example in

two different scenarios has been used to clarify the capabilities of the proposed solution.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

This thesis has extended the ST-MPC paradigm to deal with two different control problems:

battery shortage prevention for EUV and collision avoidance strategy for constrained MUVS.

For the battery shortage prevention problem (Chapter. 3), we have designed a novel and sim-

ple battery manager for energy shortage prevention. The following two key aspects have been

taken into consideration: (i) given the EUV’s dynamical model and the path to reach the de-

sired reference (goal location), the EUV’s behavior is fully described by the underlying tracking

controller actions; (ii) the battery discharge rate is approximately proportional to the vehicle’s

acceleration, see, e.g. [39, 57]. Such considerations are used to design a battery energy short-

age avoidance system, which imposes acceleration constraints on the vehicle. The latter is here

achieved by exploiting a receding horizon MPC framework known as set-theoretic MPC, see,

e.g. [33,34] and references therein. In particular, starting from the tracking controller developed

in [48], we have coupled the design of the tracking controller and battery manager by taking

advantage of key features of the set-theoretic paradigm. The main advantages of the proposed

energy shortage prevention system can be summarized as follow: (i) Given the vehicle’s dynam-

ical model, the path to follow, and the initial battery’s State-of-Charge (SoC), namely SoC(0),

a feasible conservative acceleration profile, assuring energy shortage prevention can be offline

61



defined (if it exists), by solving an integer linear programming problem. (ii) In a receding hori-

zon fashion, at each sampling time, given the current SoC(t), the energy shortage avoidance

problem can be online re-solved to reduce the offline solution’s conservativeness (with respect

to a given cost function) and improve the control performance. (iii) Different energy profiles

can be defined (3 different performance criteria are defined in this paper), and the end-user can

arbitrary online switch among them without affecting the controller’s recursive feasibility or

causing energy shortage.

For the collision avoidance problem (Chapter. 4), we have improved the solution in [48] by

proposing a novel collision avoidance strategy that aims to minimize the number of vehicles’

stops required to avoid collisions. To this end, assuming that each vehicle follows a sequence of

waypoints provided by a local planner (not coordinated among the vehicles), first, the vehicles’

tracking controllers have been designed to deal with time-varying velocity constraints. Then,

exploiting in a receding horizon fashion a preview of the future vehicle waypoints (waypoint

prediction horizon), the traffic manager’s collision avoidance algorithm has been enhanced to

predict collisions over the available horizon. Finally, given the vehicles’ distance from the

nearest collision point, and by exploiting the UVs’ local controller capabilities, the vehicles’

velocity constraints have appropriately been tuned to minimize the change that more than one

vehicle reaches the collision points at the same time. It has been formally proved that the overall

strategy’s recursive feasibility and absence of collisions are guaranteed regardless of each UVs’

reference trajectories. The obtained simulation results considering two different scenarios have

been presented to show the proposed solution’s capability and main features.

5.2 Future Work

Some suggestions and future research in this area are outlined below:

• The battery management solution proposed in Chapter. 3 can be extended to deal with a

more complete (nonlinear) model of a EUV or to take into account the collision avoidance

problem in a multi-electric vehicles scenario.
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• The traffic management solution in Chapter. 4 can be extended to deal with UVs with

different priorities (e.g. ambulances, taxi, regular passenger car). Moreover, the proposed

traffic manager logic, currently based on the measured distances to the collision points,

can be enhanced to take into account more sophisticated collision risk indices taking into

account the time to collisions and priorities.
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