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## Abstract

## Frobenius Distributions in Short Intervals for Non-CM Elliptic Curves

Neha Nanda

Let $E$ be an elliptic curve defined over $\mathbb{Q}$. An extremal prime for $E$ is a prime $p$ of good reduction such that the number of rational points on $E$ modulo $p$ is minimal or maximal in relation to the Hasse bound, i.e. $a_{p}(E)= \pm\lfloor 2 \sqrt{p}\rfloor$. In the first case, we say that $p$ is a trailing prime. In the second case, we say that $p$ is a champion prime. The notion of extremal primes was generalized to primes such that $a_{p}(E) / 2 \sqrt{p}$ lie in a short interval around $c \in(0,1]$ in [AHJ ${ }^{+} 18$, who considered the case of curves with complex multiplication.

In this thesis, assuming $E$ does not have complex multiplication, we study the distribution in short intervals for

$$
\begin{equation*}
\frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c) \tag{1}
\end{equation*}
$$

where $c \in(-1,1]$ and $f(x)=x^{\delta}$ such that $-1 / 2 \leq \delta<0$. The distribution is different if $c=1$ or $c \neq 1$, influenced by the Sato-Tate distribution (see Conjecture 1.1). We use the techniques of David, Gafni, Malik, Prabhu, and Turnage-Butterbaugh [DGM ${ }^{+}$19], who considered the extremal primes for elliptic curves without complex multiplication to get an upper bound for the number of primes such that (1) holds, under GRH (Theorem 1.4) and unconditionally (Theorem 1.5).
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## Chapter 1

## Introduction and Notations

Let $E$ be an elliptic curve over $\mathbb{Q}$. For each prime $p$ of good reduction, $E$ reduces to a curve $\tilde{E}$ over the finite field $\mathbb{F}_{p}$. By a theorem of Hasse, we know that $\# \tilde{E}\left(\mathbb{F}_{p}\right)=p+1-a_{p}(E)$ where $a_{p}(E) \in[-2 \sqrt{p}, 2 \sqrt{p}]$. We start now by giving the basic definitions:

Definition 1.1. Let $E$ be an elliptic curve defined over the field of rationals $\mathbb{Q}$ and $p$ be a prime. A prime $p$ of good reduction for $E$ is called
(i) an extremal prime of $E$ if $\left|a_{p}(E)\right|=\lfloor 2 \sqrt{p}\rfloor$, where $\lfloor x\rfloor$ is the usual floor function.
(ii) a champion prime of $E$ if $a_{p}(E)=-\lfloor 2 \sqrt{p}\rfloor$.
(iii) a trailing prime of $E$ if $a_{p}(E)=\lfloor 2 \sqrt{p}\rfloor$.

We also call $a_{p}(E)$ the trace of the Frobenius endomorphism and we remark that the normalized trace $a_{p}(E) / 2 \sqrt{p}$ belongs to the interval $[-1,1]$. We will discuss that in detail in Chapter 2.

The distribution of the normalized traces is given by the Sato-Tate conjecture (now a theorem due to the work of Laurent Clozel, Michael Harris, Nicholas Shepherd-Barron HST10, BGHT11 and Richard Taylor in Tay08, ).

Theorem 1.1 (Sato-Tate conjecture). Let $E$ be an elliptic curve defined over $\mathbb{Q}$ without complex multiplication. Then, for real numbers $-1 \leq \alpha<\beta \leq 1$

$$
\lim _{x \rightarrow \infty} \frac{1}{\pi(x)} \#\left\{p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(\alpha, \beta)\right\} \sim \frac{2}{\pi} \int_{\alpha}^{\beta} \sqrt{1-t^{2}} d t .
$$

The distribution of extremal primes is a generalisation of the Sato-Tate conjecture since

$$
\frac{a_{p}(E)}{2 \sqrt{p}} \in\left(1-\frac{1}{2 \sqrt{p}}, 1\right)
$$

implies that $p$ is an extremal prime.
Extremal primes were studied first by Kevin James, Brandon Tran, MinhTam Trinh, Phil Wertheimer, Dania Zantout in [JTT ${ }^{+16}$ who gave a conjecture (refined by James and Pollack [JP17]) for the number of extremal primes in case of CM and non-CM elliptic curves stated in the following form:

$$
\#\left\{p \leq x: a_{p}(E)= \pm\lfloor 2 \sqrt{p}\rfloor\right\} \sim \begin{cases}\frac{16}{(3 \pi \pi} \frac{x^{1 / 4} \log x}{} & \text { if } E \text { is without CM } \\ \frac{4}{3} \frac{x^{3 / 4}}{\log x} & \text { if } E \text { has CM. }\end{cases}
$$

as $x \longrightarrow \infty$. By symmetry a similar conjecture has been stated for the trailing and champion primes. Notice that for fixed value of $a_{p}(E)$, the Lang-Trotter conjecture says, as $x \longrightarrow \infty$,

$$
\#\left\{p \leq x: a_{p}(E)=h\right\} \sim C_{E, h} \frac{\sqrt{x}}{\log x},
$$

where $C_{E, h}$ is a constant depending on $E$ and $h$. Assuming holomorphicity and the GRH for the symmetric power $L$-functions of $E$, Rouse and Thorner RT16] obtained the following upper bound for the Lang-Trotter conjecture:

$$
\#\left\{p \leq x: a_{p}(E)=h\right\}<_{E, h} \frac{x^{3 / 4}}{\sqrt{\log x}}
$$

Using similar techniques, David, Gafni, Malik, Prabhu, and Turnage-Butterbaugh proved upper bounds for the number of extremal primes for non-CM elliptic curves: Theorem $1.2\left(\left[\overline{\left.\mathrm{DGM}^{+} 19\right]}\right.\right.$, Theorem 1.2). Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$. Assume holomorphicity and the GRH for the symmetric power $L$-functions of $E$. Then

$$
\begin{equation*}
\#\left\{x<p \leq 2 x: a_{p}(E)=[2 \sqrt{p}]\right\}<_{E} \sqrt{x} . \tag{1.1}
\end{equation*}
$$

We remark that one of the hypothesis in Theorem 1.2 is not necessary anymore, as it was proven by Newton and Thorne [NT19] that all functions $L\left(s, \operatorname{Sym}^{k}(E)\right)$ are automorphic and have analytic continuation to the entire complex plane for all $k \geq 1$. The GRH for the $L\left(s, \operatorname{Sym}^{k}(E)\right)$ functions is still open.

Definition 1.2. Let $E / \mathbb{Q}$ be an elliptic curve and $p$ a prime. We say $p$ is
(i) $f$-nearly extremal for $E$ if $\left|a_{p}(E)\right| \in(2 \sqrt{p}(1-f(p)), 2 \sqrt{p})$;
(ii) a $(c, f)$-prime for $E$ if $a_{p}(E) \in(2 \sqrt{p}(c-f(p)), 2 c \sqrt{p})$ for some constant $c \in(0,1)$.

In $\mathrm{AHJ}^{+} 18$, Agwu et al gave the generalisation for the distributions of normalized traces in short intervals for elliptic curves with complex multiplication.

Theorem 1.3 ([ $\left.\mathrm{AHJ}^{+} 18\right]$, Theorem 1.6). Let $E$ be an elliptic curve with complex multiplication, and let $f(x)=o(1)$ be a convex, differentiable, regularly varying function. If $x^{-\frac{1}{2}} \ll f(x)$, then the number of $f$-trailing primes $p \leq x$ is

$$
\sim \frac{\sqrt{2}}{\pi(2+\alpha)} \sqrt{f(x)} \frac{x}{\log x},
$$

and the same asymptotic holds for $f$-champion primes. Moreover, if $\frac{1}{f(x)}=$ $o\left(x^{0.265} / \log x\right)$ for sufficiently large $x$, the number of $(c, f)$-primes $p \leq x$ is

$$
\sim \frac{1}{2 \pi} \frac{1}{1+\alpha} \frac{1}{\sqrt{1-c^{2}}} f(x) \frac{x}{\log x},
$$

where $c$ is some constant in $(0,1)$ and $\alpha$ is some real number given by Karamata's Theorem: $f(x)=x^{\alpha} g(x)$ where $g$ is slowly varying.

In this thesis, we consider nearly extremal primes for elliptic curves without complex multiplication. We prove an upper bound for the number of such primes generalising the work of David, Gafni, Malik, Prabhu, and Turnage-Butterbaugh [ $\mathrm{DGM}^{+} 19$ ].

Theorem 1.4. Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$ and suppose that the symmetric power $L$-functions of $E$ satisfy the Generalized Riemann Hypothesis. Let $f(x)=x^{\delta}$ where $-1 / 2 \leq \delta<0$. Then

$$
\#\left\{x<p \leq 2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right\}<_{E} x f(x)
$$

and for $c \in(0,1)$,

$$
\#\left\{x<p \leq 2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right\}<_{E} x \sqrt{f(x)} .
$$

We also prove an unconditional bound.

Theorem 1.5. Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$ and let $f(x)=x^{\delta}$ where $-1 / 2 \leq \delta<0$. Then, for sufficiently large $x$,

$$
\#\left\{x<p \leq 2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right\}<_{E} \frac{x(\log (\log x))^{2}}{(\log x)^{2}}
$$

and for $c \in(0,1)$,

$$
\#\left\{x<p \leq 2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right\}<_{E} \frac{x \log (\log x)}{(\log x)^{\frac{3}{2}}} .
$$

We also present a conjecture for the number of $f$ extremal and $(c, f)$-primes in short intervals, and we test it numerically. All the experiments are conducted using SageMath version 8.8.

Conjecture 1.1. Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$. Let $f(x)=x^{\delta}$ where $-1 / 2 \leq \delta<0$. Then,

$$
\#\left\{p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right\} \sim \frac{8 \sqrt{2}}{3 \pi} \frac{(f(x))^{3 / 2}}{(3 \delta+2)} \frac{x}{\log x}
$$

and

$$
\#\left\{p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right\} \sim \frac{2}{\pi} \frac{\sqrt{1-c^{2}}}{\delta+1} f(x) \frac{x}{\log x}
$$

where $c \in(-1,1)$ be a constant.

This thesis is divided into five chapters.
Following introduction, Chapter 2 gives an introduction to the theory of elliptic curves over finite fields and the symmetric $k$-th power $L$-functions of $E$. We also provide the link between $L\left(s, \operatorname{Sym}^{k}(E)\right)$ and Chebyshev polynomials of second kind.

Chapter 3 discusses explicit distribution, and we prove the Theorem 1.4 and the Theorem 1.5 in Chapter 4, using those tools.

In Chapter 5, we present the conjecture 1.1 for the distribution of the primes in short intervals in case of elliptic curves without CM.

## Chapter 2

## L-Functions and Elliptic Curves

In this chapter, we present some basic definitions and results associated with the theory of elliptic curves over finite fields. Moreover, this chapter explains some analytic results related to $L$-functions of elliptic curves, which we will refer later in the thesis. For more detailed introduction, we suggest the reader to go through ST92 along with its advanced version and continuation [Sil09]. Further, Was08] gives a very gentle introduction to the theory of elliptic curves. One can also read the paper by Rouse and Thorner [RT16] to understand the background of proposition given in last section of this chapter.

### 2.1 Elliptic Curves over Finite Fields

Definition 2.1. Let $K$ be a field. An elliptic curve $E / K(E$ over $K)$ is given by generalized Weierstrass equation of the form:

$$
\begin{equation*}
E: y^{2}+a_{1} x y+a_{3} y=x^{3}+a_{2} x^{2}+a_{4} x+a_{6}, \tag{2.1}
\end{equation*}
$$

where $a_{i} \in K$. Here, $(x, y)$ denotes the set of solutions or set of points of $E / K$ with an additional "point at infinity" $\mathcal{O}$.

If $\operatorname{char}(K) \neq 2,3,2.1$ reduces to equation of the form:

$$
\begin{equation*}
E: y^{2}=x^{3}+a x+b \tag{2.2}
\end{equation*}
$$

with coefficients $a, b \in K$. We also require that $E$ is non-singular i.e. $\Delta_{E}=$ $-16\left(4 a^{3}-27 b^{2}\right) \neq 0$, where $\Delta$ is the discriminant of $E$.

Let $E$ be an elliptic curve over $\mathbb{Q}$. For each prime $p$ not dividing $\Delta_{E}$ (also called the prime of good reduction) $E$ reduces to an elliptic curve

$$
\bar{E}: y^{2}=x^{3}+\bar{a} x+\bar{b}
$$

over $\mathbb{F}_{p}$.
Clearly, the number of solutions of $\bar{E} / \mathbb{F}_{p}$ satisfies

$$
\# \bar{E}\left(\mathbb{F}_{p}\right) \leq 2 p+1
$$

If we use the model that there is a probability of $50 \%$ for a "randomly chosen" quadratic equation to be solvable in $\mathbb{F}_{p}$, we have that

$$
\# \bar{E}\left(\mathbb{F}_{p}\right) \approx p
$$

The following result, originally conjectured by Artin in his thesis and later proved by Hasse in early 1930s shows that the above reasoning is correct.

Theorem (Hasse). Let $E$ be an elliptic curve over $\mathbb{F}_{p}$ and $E\left(\mathbb{F}_{p}\right)$ denotes the set of points $(x, y) \in \mathbb{F}_{p} \times \mathbb{F}_{p}$ along with the point at infinity. Then,

$$
\begin{equation*}
\# \bar{E}\left(\mathbb{F}_{p}\right)=p+1-a_{p}(E) \tag{2.3}
\end{equation*}
$$

with $\left|a_{p}(E)\right| \leq 2 \sqrt{p}$.
To know more about $a_{p}(E)$, we need to study the endomorphism ring $\operatorname{End}(E)$. Theorem ([Sil09], Corollary 9.4). Let $K$ be any field. The endomorphism ring of $E$, denoted by $\operatorname{End}(E)$, can be one of the following three type :

$$
\operatorname{End}(E)=\left\{\begin{array}{l}
\mathbb{Z}  \tag{2.4}\\
\text { order of an imaginary quadratic field } \\
\text { an order in a quaternion algebra. }
\end{array}\right.
$$

The first two cases occur when $\operatorname{char}(K)=0$ and the third case is possible only when $\operatorname{char}(K)>0$.

Let $E$ be an elliptic curve over a field $K$ of characteristic 0 . If $\operatorname{End}(E)=\mathbb{Z}$, the elliptic curve $E$ does not have complex multiplication, commonly abbreviated as non-CM.

If $\operatorname{End}(E) \neq \mathbb{Z}$, then $\operatorname{End}(E)$ is order of an imaginary quadratic field. The elliptic curve $E$ in this case is said to have complex multiplication, abbreviated as CM.

Example. Consider the example as in [ST92], for the elliptic curve

$$
E: y^{2}=x^{3}+x
$$

The endomorphism $\sigma: E \longrightarrow E$ defined by

$$
\sigma(x, y)=(-x, i y)
$$

satisfies $\sigma^{2}=[-1]$.

### 2.1.1 The Frobenius Endomorphism and Sato-Tate Conjecture

Definition 2.2. The Frobenius endomorphism of $E$ over $\mathbb{F}_{p}$ is the map

$$
\begin{equation*}
\psi_{p}: E \longrightarrow E \tag{2.5}
\end{equation*}
$$

which maps

$$
\begin{equation*}
(x, y) \mapsto\left(x^{p}, y^{p}\right) \tag{2.6}
\end{equation*}
$$

Theorem 2.1. $\psi_{p}$ defined by (2.5) satisfies the equation

$$
\begin{equation*}
X^{2}-a_{p}(E) X+p=0 \tag{2.7}
\end{equation*}
$$

By the Hasse bound, the roots are the complex conjugate roots $\beta_{p}(E)$ and $\bar{\beta}_{p}(E)$ such that $a_{p}(E)=\beta_{p}(E)+\bar{\beta}_{p}(E)$ and $\left|\beta_{p}(E)\right|=\left|\bar{\beta}_{p}(E)\right|=\sqrt{p}$.

In light of the above theorem, we call $a_{p}(E)$ the trace of Frobenius endomorphism. From the Hasse bound, it follows that the normalized trace $a_{p}(E) / 2 \sqrt{p}$ belongs to the interval $(-1,1)$ and we write

$$
\begin{equation*}
\frac{a_{p}(E)}{2 \sqrt{p}}=\cos \left(\theta_{p}(E)\right) \quad \text { with } \quad 0 \leq \theta_{p}(E) \leq \pi \tag{2.8}
\end{equation*}
$$

We also define $\beta_{p}(E)=\sqrt{p} \alpha_{p}(E)$, and we have $\alpha_{p}(E)=e^{i \theta_{p}(E)}$.
The distribution of the Frobenius traces for non-CM elliptic curves is given by a conjecture (now a theorem) formally known as Sato-Tate conjecture. The conjecture was given in early 1960s by Sato and Tate (independently) and proved later by Richard Taylor et al. ([HST10], BGHT11], Tay08]).

Theorem. (Sato-Tate Conjecture). Consider an elliptic curve without complex multiplication defined over $\mathbb{Q}$. Then, the distribution of the normalized Frobenius traces $a_{p}(E) / 2 \sqrt{p}$ is given by

$$
\lim _{x \rightarrow \infty} \frac{1}{\pi(x)} \#\left\{p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(\alpha, \beta)\right\} \sim \frac{2}{\pi} \int_{\alpha}^{\beta} \sqrt{1-t^{2}} d t
$$

with $-1 \leq \alpha<\beta \leq 1$ and $\alpha, \beta \in \mathbb{R}$.
Observe the following frequency histogram distribution plots of Sato-Tate conjecture for increasing prime powers.


Figure 2.1: Frequency histogram distribution of Sato-Tate conjecture for different prime ranges; the first row shows $a_{p}(E) / 2 \sqrt{p}$ for $\mathrm{p} \leq 10^{2}, 10^{3}, 10^{4}$ and the second row for $p \leq 10^{5}, 10^{6}, 10^{7}$ respectively for $E: y^{2}+y=x^{3}-x^{2}-10 x-20$.

Another invariant associated to elliptic curves which is important for the further discussion is the conductor $N_{E}$ of $E$.

Definition 2.3. The conductor $N_{E}$ of $\mathrm{E} / \mathbb{Q}$ is defined as:

$$
N_{E}=\prod_{p} p^{\mathcal{F}_{p}}
$$

where the product is over all the primes $p$ and the exponent $\mathcal{F}_{p}$ depends on the reduction of $E$ at $p$ as

$$
\mathcal{F}_{p}= \begin{cases}0 & \text { if } E \text { had good reduction at } p \\ 1 & \text { if } E \text { has multiplicative reduction at } p \\ 2+\gamma_{p} & \text { if } E \text { has additive reduction at } p\end{cases}
$$

where, $\gamma_{p}$ is a measure of "wild ramification" in the action of inertia group of Tatemodule as explained in [Sil09] and [ST92. Note here that $\gamma_{p}=0$ for $p \neq 2,3$.

## 2.2 $L$-functions of elliptic curves

Definition 2.4 ( $L$-function of an Elliptic Curve). Let $E$ be an elliptic curve over $\mathbb{Q}$ with conductor $N_{E}$. The $L$-function of $E$ is the Dirichlet series

$$
\begin{aligned}
L(s, E) & =\prod_{p \mid N_{E}}\left(1-\frac{a_{p}(E)}{p^{s}}\right)^{-1} \prod_{p \nmid N_{E}}\left(1-\frac{\alpha_{p}(E)}{p^{s}}\right)^{-1}\left(1-\frac{\overline{\alpha_{p}}(E)}{p^{s}}\right)^{-1} \\
& =\sum_{n=1}^{\infty} \frac{a_{n}(E)}{n^{s}}
\end{aligned}
$$

where we recall that

$$
\# E\left(\mathbb{F}_{p}\right)=p+1-\sqrt{p}\left(\alpha_{p}(E)+\bar{\alpha}_{p}(E)\right) \quad \text { for } \quad p \nmid N_{E},
$$

and $\left|\alpha_{p}(E)\right|=\left|\bar{\alpha}_{p}(E)\right|=1$. Also, for the primes of bad reduction, $a_{p}(E)=0, \pm 1$ depending on the type of bad reduction.

It is clear from above that $L(s, E)$ converges absolutely for $\operatorname{Re}(s)>1$ and it was proven by Wiles that $L(s, E)$ has analytic continuation to the whole complex plane and satisfy a functional equation relating $s$ to $(1-s)$.

For any integer $k \geq 1$, the symmetric $k$-th power $L$-functions of $E$ are defined as:

$$
\begin{equation*}
L\left(s, \operatorname{Sym}^{k}(E)\right)=\prod_{p \nmid N_{E}} \prod_{j=0}^{k}\left(1-\frac{\alpha_{p}(E)^{j} \overline{\alpha_{p}}(E)^{k-j}}{p^{s}}\right)^{-1} \prod_{p \mid N_{E}} L_{p}\left(s, \operatorname{Sym}^{k}(E)\right) \tag{2.9}
\end{equation*}
$$

where the Euler factors $L_{p}\left(s, \operatorname{Sym}^{k}(E)\right)$ for $p \mid N_{E}$ are described in ( $\overline{\mathrm{DGM}}{ }^{+} 19$, Appendix 1).

A note of Serre gives a relation between the Sato-Tate conjecture and analytic properties of $L\left(s, \operatorname{Sym}^{k}(E)\right)$ (See section A.2 Ser68]). It was proven by Taylor in Tay08, with the difference there that $L$-functions are not normalized, that all $L\left(s, \operatorname{Sym}^{k}(E)\right)$ have analytic continuation to $\operatorname{Re}(s) \geq 1$, and do not vanish on the line $\operatorname{Re}(s)=1$, which is enough to prove the Sato-Tate conjecture, but without any explicit error term.

More recently, it was shown by Newton and Thorne in NT19 that $L\left(s, \operatorname{Sym}^{k}(E)\right)$ has analytic continuation to the whole complex plane which makes it possible to obtain effective version of Sato-Tate conjecture without any hypothesis [Tho20].

### 2.3 Chebyshev polynomials of the Second kind and $L\left(s, \operatorname{Sym}^{k}(E)\right)$

Please note that throughout this section, we use the notation $\theta_{p}$ to denote $\theta_{p}(E)$. The Chebyshev polynomials of the second kind are defined by the recurrence relation of the form :

$$
\begin{gather*}
U_{0}(x)=1 \\
U_{1}(x)=2 x \\
U_{k}(x)=2 x U_{k-1}(x)-U_{k-2}(x) \tag{2.10}
\end{gather*}
$$

Now, consider the above relations for $x=\cos \theta$ and $k=0,1,2,3, \ldots \ldots$
for $k=0$,

$$
U_{0}(\cos \theta)=1
$$

for $k=1$,

$$
U_{1}(\cos \theta)=2 \cos \theta
$$

for $k=2$,

$$
U_{2}(\cos \theta)=2 x U_{1}(\cos \theta)-U_{0}(\cos \theta)
$$

$$
=4 \cos ^{2} \theta-1
$$

and so on.
For increasing values of $k$, the Chebyshev polynomials of second kind satisfy

$$
\begin{equation*}
U_{k}(\cos \theta)=\frac{\sin ((k+1) \theta)}{\sin \theta} \tag{2.11}
\end{equation*}
$$

We denote by $\Lambda_{\operatorname{Sym}^{k}(E)}(n)$ the coefficients of Dirichlet $L$-function

$$
\begin{equation*}
\frac{-L^{\prime}}{L}\left(s, \operatorname{Sym}^{k}(E)\right)=\sum_{n=1}^{\infty} \frac{\Lambda_{\operatorname{Sym}^{k}(E)}(n)}{n^{s}} \tag{2.12}
\end{equation*}
$$

The following proposition describes the link between Chebyshev polynomials of second kind and symmetric $k$-th power $L$-functions of $E$.

Proposition 2.1. $\Lambda_{\mathrm{Sym}^{k}(E)}(n)=0$ unless $n=p^{m}$ is a prime power, and for primes $p$ not dividing $N_{E}$ and $m \geq 1$

$$
\Lambda_{\mathrm{Sym}^{k}(E)}\left(p^{m}\right)=U_{k}\left(\cos \left(m \theta_{p}\right)\right) \log p
$$

where $k=0,1,2,3, \ldots$ and so on.
Proof: Consider the symmetric $k$-th power $L$-function of $E$ as in (2.9),

$$
L\left(s, \operatorname{Sym}^{k}(E)\right)=\prod_{p \nmid N_{E}} \prod_{j=0}^{k}\left(1-\frac{\alpha_{p}^{j}(E) \bar{\alpha}_{p}^{k-j}(E)}{p^{s}}\right)^{-1} \prod_{p \mid N_{E}} L_{p}\left(s, \operatorname{Sym}^{k}(E)\right)
$$

Now, we define, the (partial) $k$-th symmetric power $L$-function as

$$
\begin{equation*}
L_{1}\left(s, \operatorname{Sym}^{k}(E)\right):=\prod_{p \nmid N_{E}} \prod_{j=0}^{k}\left(1-\frac{\alpha_{p}^{j}(E) \bar{\alpha}_{p}^{(k-j)}(E)}{p^{s}}\right)^{-1} \tag{2.13}
\end{equation*}
$$

Taking logarithmic derivative in (2.13) gives

$$
\begin{align*}
\frac{L_{1}^{\prime}}{L_{1}}\left(s, \operatorname{Sym}^{k}(E)\right) & =\frac{d}{d s} \log L_{1}\left(s, \operatorname{Sym}^{k}(E)\right) \\
& =\frac{d}{d s}\left[-\sum_{p \nmid N_{E}} \sum_{j=0}^{k} \log \left(1-\alpha_{p}^{j}(E) \bar{\alpha}_{p}^{(k-j)}(E) p^{-s}\right)\right] \\
& =\frac{d}{d s}\left[\sum_{p \nmid N_{E}} \sum_{j=0}^{k} \sum_{m \geq 1} \frac{\alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(k-j) m}(E)}{m p^{m s}}\right]  \tag{2.14}\\
& =-\sum_{p \nmid N_{E}} \sum_{j=0}^{k} \sum_{m \geq 1} \frac{\alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(k-j) m}(E) \log p}{p^{m s}}
\end{align*}
$$

where we have used

$$
\log (1-t)=-\sum_{m \geq 1} \frac{t^{m}}{m}
$$

and

$$
\frac{d}{d s}\left(\frac{p^{-m s}}{m}\right)=\left(-p^{-m s}\right) \log p
$$

From (2.12), now it is easy to show our result using our computation as in (2.14) and for increasing values of $k$.

For instance, comparing (2.12) and (2.14), we have

$$
\begin{equation*}
\Lambda_{\mathrm{Sym}^{k}(E)}\left(p^{m}\right)=\sum_{j=0}^{k} \alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(k-j) m}(E) \log p, \quad m \geq 1 \tag{2.15}
\end{equation*}
$$

where explicitly, $\alpha_{p}(E)=e^{i \theta_{p}}, \bar{\alpha}_{p}(E)=e^{-i \theta_{p}}$ and unique $\theta_{p} \in[0, \pi]$. For $k=0$, the result follows trivially.

For $k=\mathbf{1}$,

$$
\begin{aligned}
\Lambda_{\mathrm{Sym}^{1}(E)}\left(p^{m}\right) & =\sum_{j=0}^{1} \alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(1-j) m}(E) \log p \\
& =\left(\alpha_{p}^{m}(E)+\bar{\alpha}_{p}^{m}(E)\right) \log p \\
& =2 \cos \left(m \theta_{p}\right) \log p \\
& =U_{1}\left(\cos \left(m \theta_{p}\right)\right) \log p
\end{aligned}
$$

which is the first Chebyshev polynomial of second kind.
For $k=\mathbf{2}$,

$$
\begin{aligned}
\Lambda_{\mathrm{Sym}^{2}(E)}\left(p^{m}\right) & =\sum_{j=0}^{2} \alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(2-j) m}(E) \log p \\
& =\left\{\bar{\alpha}_{p}^{2 m}(E)+\alpha_{p}^{2 m}(E)+\alpha_{p}^{m}(E) \bar{\alpha}_{p}^{m}(E)\right\} \log p \\
& =\left\{\left(\alpha_{p}^{m}(E)+\bar{\alpha}_{p}^{m}(E)\right)^{2}-\alpha_{p}^{m}(E) \bar{\alpha}_{p}^{m}(E)\right\} \log p \\
& =\left\{4 \cos ^{2}\left(m \theta_{p}\right)-1\right\} \log p \\
& =U_{2}\left(\cos \left(m \theta_{p}\right)\right) \log p
\end{aligned}
$$

which is the second Chebyshev polynomial of second kind.

For $k=\mathbf{3}$,

$$
\begin{aligned}
\Lambda_{\mathrm{Sym}^{3}(E)}\left(p^{m}\right) & =\sum_{j=0}^{3} \alpha_{p}^{j m}(E) \bar{\alpha}_{p}^{(3-j) m}(E) \log p \\
& =\left\{\bar{\alpha}_{p}^{3 m}(E)+\alpha_{p}^{3 m}(E)+\alpha_{p}^{2 m}(E) \bar{\alpha}_{p}^{m}(E)+\alpha_{p}^{m}(E) \bar{\alpha}_{p}^{2 m}(E)\right\} \log p \\
& =\left\{\left(\alpha_{p}^{m}(E)+\bar{\alpha}_{p}^{m}(E)\right)^{3}-2 \alpha_{p}^{m}(E) \bar{\alpha}_{p}^{m}(E)\left(\alpha_{p}^{m}(E)+\bar{\alpha}_{p}^{m}(E)\right)\right\} \log p \\
& =\left\{8 \cos ^{3}\left(m \theta_{p}\right)-4 \cos \left(m \theta_{p}\right)\right\} \log p \\
& =U_{3}\left(\cos \left(m \theta_{p}\right)\right) \log p
\end{aligned}
$$

which is the third Chebyshev polynomial of second kind.
To prove this relation in general, we use the recurrence relation for Chebyshev polynomial of second kind given by 2.10 . Since the result hold for $k=1,2,3$, let us suppose by induction that the result holds for all $k \leq(r-1)$, i.e.,

$$
\begin{equation*}
\Lambda_{\mathrm{Sym}^{(r-1)}(E)}\left(p^{m}\right)=\frac{\sin \left(r m \theta_{p}\right)}{\sin \left(m \theta_{p}\right)} \log p=U_{r-1}\left(\cos \left(m \theta_{p}\right)\right) \log p \tag{2.16}
\end{equation*}
$$

$i . e$. for $k=1,2, . .,(r-1)$.
Now, we check if the result for $k=r$. From (2.10) we have,

$$
\begin{equation*}
U_{r}\left(\cos \left(m \theta_{p}\right)\right)=2 \cos \left(m \theta_{p}\right)\left\{U_{r-1}\left(\cos \left(m \theta_{p}\right)\right)\right\}-U_{r-2}\left(\cos \left(m \theta_{p}\right)\right) . \tag{2.17}
\end{equation*}
$$

Consider,

$$
\begin{equation*}
2 \cos \left(m \theta_{p}\right)\left\{\Lambda_{\mathrm{Sym}^{(r-1)}(E)}\left(p^{m}\right)\right\}-\Lambda_{\mathrm{Sym}^{(r-2)}(E)}\left(p^{m}\right) \tag{2.18}
\end{equation*}
$$

Using the induction step (2.16), the recurrence formula (2.17) and trigonometric sum-difference formula for $\sin x$, above expression (4.2) becomes

$$
\begin{aligned}
& {\left[2 \cos \left(m \theta_{p}\right)\left\{U_{r-1}\left(\cos \left(m \theta_{p}\right)\right)\right\}-U_{r-2}\left(\cos \left(m \theta_{p}\right)\right)\right] \log p} \\
& =\left[2 \cos \left(m \theta_{p}\right)\left\{\frac{\sin \left(r m \theta_{p}\right)}{\sin m \theta_{p}}\right\}-\frac{\sin \left((r-1) m \theta_{p}\right)}{\sin m \theta_{p}}\right] \log p \\
& =\left[\frac{\sin (r+1) m \theta_{p}}{\sin m \theta_{p}}\right] \log p \\
& =\left[U_{r}\left(\cos \left(m \theta_{p}\right)\right)\right] \log p \\
& =\Lambda_{\operatorname{Sym}^{r}(E)}\left(p^{m}\right) .
\end{aligned}
$$

Hence the result is holds for $k=r$. This implies, 2.16) holds for all values of $k$.

So, the result follows, i.e., symmetric $k$-th power $L$-functions of $E$ are related to the Chebyshev polynomial of second kind as

$$
\Lambda_{\mathrm{Sym}^{k}(E)}\left(p^{m}\right)=U_{k}\left(\cos \left(m \theta_{p}\right)\right) \log p, \quad p \nmid N_{E} .
$$

## Chapter 3

## Explicit Equidistribution

Let us begin with any sequence $\left(x_{n}\right)$ of real numbers. We say that the sequence $\left(x_{n}\right)$ is equidistributed if the sequence $\left\{x_{n}\right\}$ of its fractional parts is equidistributed in $[0,1]$, where $\left\{x_{n}\right\}=x-\left[x_{n}\right]$ represents the fractional part of a sequence $\left(x_{n}\right)$.

Definition 3.1. Let $x_{1}, x_{2}, x_{3}, \ldots$. be a bounded sequence of real numbers, we say that this sequence is equidistributed or uniformly distributed $(\bmod 1)$ if, for every subinterval $[\alpha, \beta] \in[0,1]$, we have

$$
\lim _{N \rightarrow \infty} \frac{\#\left\{n \geq 1: 1 \leq n \leq N,\left\{x_{n}\right\} \in[\alpha, \beta]\right\}}{N}=\beta-\alpha
$$

The classical definition of equidistribution was given by Hermann Weyl in 1916 who studied the real line modulo integers, $\mathbb{R} / \mathbb{Z}$, and gave the celebrated Weyl's criterion:

Weyl's criterion: A sequence $\left\{x_{n}\right\}$ of real numbers is equidistributed modulo 1, if and only if for $m \neq 0$,

$$
\lim _{N \longrightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} e\left(m x_{n}\right) \longrightarrow 0
$$

Note that $e(x):=e^{2 \pi i x}$.
Example 3.1 (Equidistributed sequence). Let $\theta$ be an irrational number. The sequence $x_{n}=\{n \theta\}_{n \geq 1}$ is equidistributed in $\mathbb{R} / \mathbb{Z}$ i.e. $[0,1]$.

Proof: Given $x_{n}=n \theta-[n \theta], n=1,2, \ldots$ and so on. We apply the Weyl's criterion to check the uniform distribution modulo 1.

$$
\begin{aligned}
\sum_{n=1}^{N} e^{(2 \pi i m(n \theta-[n \theta]))} & =\sum_{n=1}^{N} e^{(2 \pi i m \theta)^{n}} \\
& =\frac{e^{2 \pi i m \theta}\left(e^{(2 \pi i m \theta)^{N}}-1\right)}{e^{(2 \pi i m \theta)}-1} \\
& \leq \frac{2}{\left|e^{2 \pi i m \theta}-1\right|},
\end{aligned}
$$

and the denominator is bounded away from zero for any fixed $\theta$ and $m$, since $\theta \notin \mathbb{Q}$. We then have

$$
\lim _{N \longrightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} e^{(2 \pi i m n \theta)} \longrightarrow 0
$$

and the result follows.
Example 3.2. If $\theta$ is rational the sequence $x_{n}=\{n \theta\}_{n \geq 1}$ is not uniformly distributed.

Proof. If $\theta$ is rational i.e. $\theta=p / q$ where $p$ and $q$ are coprime integers. Then, applying the Weyl's criteria for $m=q$,

$$
\sum_{n=1}^{N} e^{2 \pi i n q(p / q)}=N
$$

So, the Weyl's criteria fails.

We plot the graphs of above sequence for different irrational values of $\theta$ to observe if the sequence of points are equidistributed or not.
(i) Equidistributed sequence: The sequence is $\left\{x_{n}\right\}=(\sqrt{0.4} n)_{n=1}^{N}$ where $\theta=\sqrt{0.4}$ is irrational.





Figure 3.1: Point and histogram frequency distribution for $N=300,600$ and 1000 points of the sequence $(n, \sqrt{0.4} n)_{n=1}^{N}$.
(ii) Non-Equidistributed sequence: We consider a sequence which is not equidistributed, i.e.

$$
\left\{x_{n}\right\}=\left\{p^{1 / p}\right\}
$$

Observe the histogram frequency and point distribution of the following sequence for $p \leq 10^{3}$ and $p \leq 10^{5}$ where $p$ is prime.



Figure 3.2: Histogram frequency distribution for $N=10^{3}$ and $N=10^{5}$ of the sequence $\left\{p^{1 / p}, N\right\}_{p \leq N}$.

### 3.1 Explicit Equidistribution

This section gives brief introduction to the effective results of equidistribution, see ([Mon94], Chapter 1). Let $\chi_{J}(x)$ be the characteristic function of the interval $J=[\alpha, \beta] \subseteq[0,1]$. Then, we can write

$$
\begin{equation*}
\chi_{J}(x)=\beta-\alpha+s(x-\beta)+s(\alpha-x) \tag{3.1}
\end{equation*}
$$

where $s(x)$ denotes the saw-tooth function given by

$$
s(x)= \begin{cases}\{x\}-1 / 2 & x \notin \mathbb{Z} \\ 0 & x \in \mathbb{Z}\end{cases}
$$

There exists trigonometric polynomials $S_{J, M}^{+}(x)$ and $S_{J, M}^{-}(x)$ which are good approximations to $\chi_{J}(x)$, defined by

$$
\begin{equation*}
S_{J, M}^{+}(x)=\beta-\alpha+B_{M}^{*}(x-\beta)+B_{M}^{*}(\alpha-x) \tag{3.2}
\end{equation*}
$$

and

$$
S_{J, M}^{-}(x)=\beta-\alpha-B_{M}^{*}(\beta-x)-B_{M}^{*}(x-\alpha),
$$

where $B_{M}^{*}(x)$ is the $M^{t h}$ order Beurling polynomial defined as

$$
\begin{aligned}
B_{M}^{*}(x) & =\frac{1}{M+1} \sum_{k=1}^{M}\left(\frac{k}{M+1}-\frac{1}{2}\right) \Delta_{M+1}\left(x-\frac{k}{M+1}\right) \\
& +\frac{1}{2 \pi(M+1)} \sin (2 \pi(M+1) x)-\frac{1}{2 \pi} \Delta_{M+1}(x) \sin (2 \pi x) \\
& +\frac{1}{2 \pi(M+1)} \Delta_{M+1}(x)
\end{aligned}
$$

and $\Delta_{M}(x)$ is the Féjer's kernel defined as

$$
\begin{aligned}
\Delta_{M}(x) & =\sum_{|k| \leq M}\left(1-\frac{|k|}{M}\right) e(k x) \\
& =\frac{1}{M}\left(\frac{\sin (\pi x M)}{\sin (\pi x)}\right)^{2}
\end{aligned}
$$

We write

$$
\chi_{J}(x)=\sum_{m \in \mathbb{Z}} \hat{\chi}_{J}(m) e^{-m x}
$$

where $\hat{\chi}_{J}(m)$ is the $m$-th Fourier coefficient of $\chi_{J}(x)$ given by

$$
\begin{equation*}
\hat{\chi}_{J}(m)=\int_{J} e^{-m t} d t \tag{3.3}
\end{equation*}
$$

According to Vaaler's lemma, see (Mon94, Chapter 1), these trigonometric polynomials $S_{J, M}^{+}(x)$ and $S_{J, M}^{-}(x)$ satisfy the following properties:
(1) For all $x \in \mathbb{R}$,

$$
\begin{equation*}
S_{J, M}^{-}(x) \leq \chi_{J}(x) \leq S_{J, M}^{+}(x) \tag{3.4}
\end{equation*}
$$

(2) For $0 \leq|m| \leq M$, we have

$$
\begin{equation*}
\left|\hat{S}_{J, M}^{+}(m)-\hat{\chi}_{J}(m)\right| \leq \frac{1}{M+1} \tag{3.5}
\end{equation*}
$$

Note that since $\hat{\chi}_{J}(0)=\beta-\alpha$, from (3.3) and (3.5), we have

$$
\begin{equation*}
\hat{S}_{J, M}^{+}(0)=\beta-\alpha+O\left(\frac{1}{M+1}\right) . \tag{3.6}
\end{equation*}
$$

(3) We now require an estimate for $\left|\hat{S}_{J, M}^{+}(m)\right|$. If $m \neq 0$, equation (3.3) gives

$$
\begin{equation*}
\hat{\chi}_{J}(m)=\frac{e^{-m \alpha}-e^{-m \beta}}{2 \pi i m} \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\chi}_{J}(-m)=\frac{e^{m \beta}-e^{m \alpha}}{2 \pi i m} . \tag{3.8}
\end{equation*}
$$

Adding (3.7) and (3.8), we have

$$
\begin{aligned}
\hat{\chi}_{J}(m)+\hat{\chi}_{J}(-m) & =\frac{\sin (2 \pi m \beta)-\sin (2 \pi m \alpha)}{\pi m} \\
& =\frac{\sin (\pi m(\beta-\alpha))}{\pi m} .
\end{aligned}
$$

Hence

$$
\begin{equation*}
\left|\hat{\chi}_{J}(m)\right|=\left|\frac{\sin (\pi m(\beta-\alpha))}{\pi m}\right| \leq \min \left(\beta-\alpha, \frac{1}{\pi|m|}\right) \tag{3.9}
\end{equation*}
$$

where $m \neq 0$.
Combining (3.5) and (3.9), we get, for $1 \leq|m| \leq M$,

$$
\left|\hat{S}_{J, M}^{+}(m)\right| \leq \frac{1}{M+1}+\min \left(\beta-\alpha, \frac{1}{\pi|m|}\right)
$$

A similar result hold true for $S_{J, M}^{-}(x)$. For a detailed exposition of these properties, please see (Mon94, Chapter 1).

### 3.2 Chebyshev polynomials and the Sato-Tate measure

Definition 3.2. The sequence of polynomials $\left\{f_{n}(x)\right\}_{n \geq 0}$ is called orthonormal, if

$$
<f_{m}(x), f_{n}(x)>=\int_{I} f_{m}(x) f_{n}(x) \mu_{I}(d x)= \begin{cases}0 & \text { if } m \neq n \\ 1 & \text { if } m=n\end{cases}
$$

where $\mu_{I}$ is the measure defined on the interval $I$, where $I=[\alpha, \beta]$.

Proposition 3.1. The Chebyshev polynomials of second kind $\left\{U_{n}(x)\right\}_{n \geq 0}$ form an orthonormal family with respect to the Sato-Tate measure $\mu_{S T}([\alpha, \beta])$.

Proof. Recall, the Sato-Tate measure $\mu_{S T}([\alpha, \beta])$ is given by

$$
\mu_{S T}([\alpha, \beta])=\frac{2}{\pi} \sqrt{1-x^{2}} d x,
$$

where $[\alpha, \beta] \in[-1,1]$.
(i) For $m \neq n$, from definition and using trigonometric sum-difference formula, $\frac{2}{\pi} \int_{-1}^{1} U_{m}(x) U_{n}(x) \sqrt{1-x^{2}} d x=\frac{2}{\pi} \int_{-1}^{1} \frac{\sin \left((m+1) \cos ^{-1} x\right)}{\sin \left(\cos ^{-1} x\right)} \frac{\sin \left((n+1) \cos ^{-1} x\right)}{\sin \left(\cos ^{-1} x\right)} \sqrt{1-x^{2}} d x$

With the change of variable $x=\cos (\theta)$, the last integral is

$$
\begin{aligned}
& \frac{-2}{\pi} \int_{\pi}^{0} \frac{\sin ((m+1) \theta)}{\sin (\theta)} \frac{\sin ((n+1) \theta)}{\sin (\theta)} \sin ^{2}(\theta) d \theta \\
& =\frac{1}{\pi} \int_{0}^{\pi} 2 \sin ((m+1) \theta) \sin ((n+1) \theta) d \theta \\
& =0
\end{aligned}
$$

(ii) For $m=n$, using trigonometric sum-difference identities

$$
\begin{aligned}
\frac{2}{\pi} \int_{-1}^{1} U_{m}(x) U_{n}(x) \sqrt{1-x^{2}} d x & =\frac{2}{\pi} \int_{0}^{\pi} \sin ^{2}((n+1) \theta) d \theta \\
& =\frac{2}{\pi} \int_{0}^{\pi} \frac{1-\cos (2(n+1) \theta) d \theta}{2} \\
& =1 .
\end{aligned}
$$

This proves the proposition.
Now, to get the main term as the Sato-Tate measure in the prime counting function, we need to change the basis and use the Chebyshev polynomials of second kind which are an orthonormal basis with respect to Sato-Tate measure as shown in Proposition 3.1. This has been discussed in detail in a paper by Rouse and Thorner, see ([RT16], Lemma 3.1).

Taking $J^{\prime}=\frac{J}{2 \pi}$, i.e., $J^{\prime}=\left[\frac{\alpha}{2 \pi}, \frac{\beta}{2 \pi}\right]$ for an interval $J=[\alpha, \beta] \subseteq[0, \pi]$ and $\theta \in[0,1]$. Define

$$
F_{J, M}^{ \pm}(\theta)=S_{J^{\prime}, M}^{ \pm}\left(\frac{\theta}{2 \pi}\right)+S_{J^{\prime}, M}^{ \pm}\left(-\frac{\theta}{2 \pi}\right)
$$

The lemma is stated in the following form.

Lemma 3.1 ( RT16 $]$, Lemma 3.1). Let $J=[\alpha, \beta] \subseteq[0, \pi]$, and let $M$ be a positive integer. There exists trigonometric polynomials

$$
F_{J, M}^{ \pm}(\theta)=\sum_{m=0}^{M} \hat{F}_{J, M}^{ \pm}(m) U_{m}(\cos (\theta))
$$

that satisfies the following properties:

- For $0 \leq \theta \leq \pi$, we have

$$
F_{J, M}^{-}(\theta) \leq \chi_{J}(\theta) \leq F_{J, M}^{+}(\theta)
$$

- We have

$$
\left|\hat{F}_{J, M}^{ \pm}(0)-\mu_{S T}(J)\right| \leq \frac{4}{M+1}
$$

- For $1 \leq m \leq M$, we have

$$
\left|\hat{F}_{J, M}^{ \pm}(m)\right| \leq 4\left(\frac{1}{M+1}+\min \left(\frac{\beta-\alpha}{2 \pi}, \frac{1}{\pi m}\right)\right)
$$

The lemma follows directly from explicit uniform distribution and using the properties of Beurling Selberg polynomials as discussed in previous section.

The following proposition is the key result which will be used to obtain the sharper estimate for the Fourier coefficients when $J=[0, \beta]$.

Proposition 3.2 ( $\left[\mathrm{DGM}^{+} 19\right]$, proposition 2.2). Let $I=\left[0, \frac{1}{M}\right] \subseteq[0, \pi]$ and $\hat{F}_{I, M}^{+}(m)$ is the $m$-th Fourier coefficient of $F_{I, M}^{+}(x)$ as defined earlier, then

$$
\hat{F}_{I, M}^{ \pm}(m) \ll \frac{1}{M^{2}} \quad \text { where } \quad 0 \leq m \leq M
$$

## Chapter 4

## Upper bounds for $f$-extremal

## primes and $(c, f)$-primes

In this Chapter, we prove the Theorem 1.4 and Theorem 1.5. Using the equidistribution tools described in Chapter 3, we write the characteristic function for

$$
\cos \theta_{p}(E) \in(\alpha, \beta)
$$

with the orthonormal basis for the Sato-Tate measure given by the Chebyshev's polynomials. We will need the estimates for

$$
\begin{equation*}
\sum_{p \leq x} U_{n}\left(\cos \theta_{p}(E)\right), \tag{4.1}
\end{equation*}
$$

for $E$ an elliptic curve over $\mathbb{Q}$ and $n \geq 1$.
As we proved in Chapter 2,

$$
\frac{-L^{\prime}}{L}\left(s, \operatorname{Sym}^{n}(E)\right)=\sum_{\substack{p=\text { prime } \\ m \geq 1}} \frac{U_{n}\left(\cos \left(m \theta_{p}(E)\right)\right)}{p^{m s}} \log p
$$

and then (4.1) can be evaluated by writing

$$
\sum_{p^{m} \leq x} U_{n}\left(\cos \left(m \theta_{p}(E)\right)\right) \log p=\frac{1}{2 \pi i} \int_{(2)} \frac{-L^{\prime}}{L}\left(s, \operatorname{Sym}^{n}(E)\right) \frac{x^{s}}{s} d s
$$

with Perron's formula.
To get non-trivial upper bounds, we need to move the integral in the critical strip. This was done by Rouse and Thorner [RT16] under GRH for $L\left(s, \operatorname{Sym}^{n}(E)\right)$.

At the time, holomorphicity of $L\left(s, \operatorname{Sym}^{n}(E)\right)$ was proven only for $\operatorname{Re}(\mathrm{s}) \geq 1$ by Taylor (see Tay08, Theorem B), and it is an assumption in their theorem which can now be removed by the work of Newton and Thorne [NT19].

Proposition 4.1 ([RT16], Proposition 3.5). For each $n \geq 0$, assume $L\left(s, \operatorname{Sym}^{n}(E)\right)$ are automorphic and satisfy GRH. Then

$$
\sum_{p} U_{n}\left(\cos \left(\theta_{p}(E)\right)\right) g_{x}(p) \log p \ll \delta_{n, 0} x+\sqrt{x} n \log n
$$

for sufficiently large $x$ and $\delta_{n, 0}=1$ if $n=0$ and 0 otherwise. Here, $g_{x}(p)$ is a test function giving upper bound for the indicator function on $[x, 2 x]$ such that

$$
g(y)= \begin{cases}\exp \left(\frac{4}{3}+\frac{1}{\left(y-\frac{1}{2}\right)\left(y-\frac{5}{2}\right)}\right) & \text { if } \frac{1}{2}<y<\frac{5}{2} \\ 0 & \text { otherwise }\end{cases}
$$

and $g_{x}(y)=g(y / x)$.
Using the recent work of Newton and Thorne [NT19] which proves holomorphicity of $L\left(s, \operatorname{Sym}^{n}(E)\right)$ for all $n \geq 1$, Thorner [Tho20] obtained the bounds for (4.1) without GRH.

Proposition 4.2 ([Tho20], Proposition 2.1). If $1 \leq n \ll \sqrt{\log x} / \sqrt{\log \left(2 N_{E} \log x\right)}$ and $c_{5}>0, c_{6}>0$ absolutely computable constants, then
$\left|\sum_{x<p \leq 2 x} U_{n}\left(\cos \theta_{p}(E)\right)\right| \ll \frac{x}{\log x} n^{2}\left(x^{-1 / c_{5} n}+\exp \left(-c_{6} \frac{\log x}{n^{2} \log \left(2 N_{E} n\right)}\right)+\exp \left(-c_{6} \frac{\sqrt{\log x}}{\sqrt{n}}\right)\right)$,
where $N_{E}$ is the conductor of the curve.

### 4.1 Proof of Theorem 1.4

To estimate the prime counting function

$$
\begin{equation*}
\#\left\{x \leq p<2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right\} \tag{4.2}
\end{equation*}
$$

we first perform the change of variable $a_{p}(E)=2 \sqrt{p} \cos \theta_{p}(E)$. Let $I_{\varepsilon}$ be an interval of the form $[0, \varepsilon] \subseteq[0, \pi / 2]$ and $I_{\varepsilon}^{\prime}=[\cos (\varepsilon), 1]$ is such that

$$
\cos \theta_{p}(E) \in I_{\varepsilon}^{\prime} \Longleftrightarrow \theta_{p}(E) \in I_{\varepsilon}
$$

If $\varepsilon=\varepsilon(x)$ is such that

$$
\begin{equation*}
\cos \varepsilon \leq 1-f(x) \tag{4.3}
\end{equation*}
$$

then for the primes counted on 4.2 , we have

$$
\cos \varepsilon \leq 1-f(x)<1-f(p)<\frac{a_{p}(E)}{2 \sqrt{p}}
$$

and we obtain the upper bound

$$
\begin{aligned}
\#\left\{x \leq p<2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right\} & \leq \#\left\{x \leq p<2 x: \cos \theta_{p}(E) \in I_{\varepsilon}^{\prime}\right\} \\
& =\#\left\{x \leq p<2 x: \theta_{p}(E) \in I_{\varepsilon}\right\} \\
& =\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)
\end{aligned}
$$

where for any interval $I, \chi_{I}$ is the characteristic function of the interval.
Let $\varepsilon=\frac{1}{M}$ so that $I_{\varepsilon}=\left[0, \frac{1}{M}\right]$, where $M$ will be chosen later. Using the first property of Lemma 3.1 in Chapter 3, we have

$$
\begin{align*}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}\right) & \leq \sum_{n=0}^{M} \hat{F}_{I_{\varepsilon}, M}^{+}(n) \sum_{x \leq p<2 x} U_{n}\left(\cos \theta_{p}(E)\right) \\
& \leq \sum_{n=0}^{M}\left|\hat{F}_{I_{\varepsilon}, M}^{+}(n)\right|\left|\sum_{x \leq p<2 x} U_{n}\left(\cos \theta_{p}(E)\right)\right| \tag{4.4}
\end{align*}
$$

From Proposition 4.1, we can bound the sums $\left|U_{n}\left(\cos \theta_{p}(E)\right)\right|$ in the right hand side of above equation (4.4), we now have

$$
\begin{equation*}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right) \ll \frac{1}{\log x} \sum_{n=0}^{M}\left|\hat{F}_{I_{\varepsilon}, M}^{+}(n)\right|\left(\delta_{n, 0} x+\sqrt{x} n \log n\right) . \tag{4.5}
\end{equation*}
$$

We now use Proposition 3.2 to bound the Fourier coefficients $\hat{F}_{I_{\varepsilon}, M}^{+}(n)$. Doing so, the right hand side of the above equation is

$$
\begin{aligned}
& \ll \frac{1}{M^{2} \log x}\left(x+\sqrt{x} \sum_{n=1}^{M} n \log n\right) \\
& \ll \frac{1}{M^{2} \log x}\left(x+\sqrt{x} M^{2} \log M\right) \\
& \quad=\frac{x}{M^{2} \log x}+\frac{\sqrt{x} \log M}{\log x}
\end{aligned}
$$

We let

$$
M=\frac{1}{\sqrt{f(x) \log x}}
$$

which satisfies (4.3) since

$$
\cos \left(\frac{1}{M}\right)=\cos (\sqrt{f(x) \log x})=1-\frac{\log x}{2!} f(x)+O\left(\frac{(f(x) \log x)^{2}}{4!}\right) \leq 1-f(x)
$$

for sufficient large $x$.
Substituting the value of $M$,

$$
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right) \ll \frac{x}{M^{2} \log x}+\frac{\sqrt{x} \log M}{\log x} \ll x f(x) .
$$

Then, we have

$$
\#\left\{x \leq p<2 x: a_{p}(E) \in(1-f(p), 1)\right\} \leq \sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)<_{E} x f(x) .
$$

We now consider $c \neq 1$. The proof is identical except that we have a general interval $[\alpha, \beta] \subseteq[0, \pi]$ where $\alpha \neq 0$. Then, we can not use the bound of Proposition 3.2 for the Fourier coefficients and we use the weaker bound given by Lemma 3.1.

Let $c=\cos \left(\varepsilon_{0}\right)$, and let $I_{\varepsilon}$ be an interval of the form $\left[\varepsilon_{0}, \varepsilon\right] \subseteq[0, \pi / 2]$ and $I_{\varepsilon}^{\prime}=[\cos (\varepsilon), c]$ is such that

$$
\cos \theta_{p}(E) \in I_{\varepsilon}^{\prime} \Longleftrightarrow \theta_{p}(E) \in I_{\varepsilon} .
$$

If $\varepsilon=\varepsilon(x)$ is such that

$$
\begin{equation*}
\cos \varepsilon \leq c-f(x) \tag{4.6}
\end{equation*}
$$

then using $x \leq p<2 x$, we have

$$
\cos \varepsilon \leq c-f(x)<c-f(p)<\frac{a_{p}(E)}{2 \sqrt{p}}
$$

Using this, we obtain the upper bound

$$
\#\left\{x \leq p<2 x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right\} \leq \sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right) .
$$

Let $I_{\varepsilon_{0}}=\left[\varepsilon_{0}, \varepsilon_{0}+1 / M\right]$ where $M$ will be chosen later. Using the Lemma 3.1 in Chapter 3,

$$
\begin{align*}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}\right) & \leq \sum_{n=0}^{M} \hat{F}_{I_{\varepsilon}, M}^{+}(n) \sum_{x \leq p<2 x} U_{n}\left(\cos \theta_{p}(E)\right) \\
& \leq \sum_{n=0}^{M}\left|\hat{F}_{I_{\varepsilon}, M}^{+}(n)\right|\left|\sum_{x \leq p<2 x} U_{n}\left(\cos \theta_{p}(E)\right)\right|  \tag{4.7}\\
& \ll \sum_{n=0}^{M} \frac{1}{M}\left|\sum_{x \leq p<2 x} U_{n}\left(\cos \theta_{p}(E)\right)\right| .
\end{align*}
$$

Using Proposition 4.1, this gives

$$
\begin{array}{r}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)<_{E} \frac{1}{M \log x}\left(x+\sqrt{x} \sum_{n=1}^{M} n \log n\right)  \tag{4.8}\\
<_{E} \frac{x}{M \log x}+\frac{\sqrt{x} M \log M}{\log x} .
\end{array}
$$

We let

$$
\frac{1}{M}=\sqrt{f(x)} \log x
$$

which satisfies (4.6) since

$$
\begin{aligned}
\cos \left(\varepsilon_{0}+\frac{1}{M}\right) & =\cos \varepsilon_{0}-\frac{1}{2} \cos \varepsilon_{0}\left(\frac{1}{M}\right)^{2}+O\left(\left(\frac{1}{M}\right)^{4}\right) \\
& =c-\frac{c}{2} f(x) \log ^{2} x+O\left((f(x))^{2} \log ^{4} x\right) \\
& \leq c-f(x)
\end{aligned}
$$

for sufficient large $x$.
We get the result by substituting value of $M$ in (4.8),

$$
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)<_{E} \frac{x}{M \log x}+\frac{\sqrt{x} M \log M}{\log x} \ll E_{E} x \sqrt{f(x)}+\frac{\sqrt{x}}{\sqrt{f(x)}}
$$

and since we have

$$
\begin{gathered}
\frac{1}{\sqrt{f(x)}}<_{E} x^{1 / 4}<_{E} x^{1 / 2} \sqrt{f(x)} \\
\#\left\{x \leq p<2 x: a_{p}(E) \in(c-f(p), c)\right\} \leq \sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)<_{E} x \sqrt{f(x)} .
\end{gathered}
$$

where $c \in(0,1)$.

### 4.2 Proof of Theorem 1.5

In the proof of Theorem 1.4, we are able to take $n$ large in Proposition 4.1 to get a good bound, the only constraint being (4.3) where $\varepsilon=1 / M$ and $n \leq M$.

If we do not assume GRH and we use Proposition 4.2, then the largest value of $n$ that we can take is

$$
n=\frac{\sqrt{\log x}}{\sqrt{\log \log x}}
$$

This automatically satisfies (4.3) for any $f(x)=x^{\delta}$ with $-1 / 2<\delta<0$ as

$$
\begin{aligned}
\cos \left(\frac{1}{M}\right) & =1-\frac{(\log (\log x))^{2}}{2!\log x}+O\left(\frac{(\log (\log x))^{4}}{(\log x))^{2}}\right) \\
& \leq 1-x^{\delta}
\end{aligned}
$$

which is true for any $\delta<0$.
Using Proposition 3.2 to bound the Fourier coefficients, for $c=1$, we have the bound

$$
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right)<_{E} \frac{(\pi(2 x)-\pi(x))}{M^{2}}+\frac{1}{M^{2}} \sum_{n=1}^{M}\left|\sum_{x<p \leq 2 x} U_{n} \cos \theta_{p}(E)\right| .
$$

Using

$$
\begin{equation*}
M=\frac{\sqrt{\log x}}{\log (\log x)}, \tag{4.9}
\end{equation*}
$$

and Proposition 4.2, we get

$$
\begin{aligned}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right) & \lll E \frac{(\pi(2 x)-\pi(x))}{M^{2}}+\frac{1}{M^{2}} \sum_{n=1}^{M}\left|\sum_{x<p \leq 2 x} U_{n} \cos \theta_{p}(E)\right| \\
& \lll E \frac{x}{M^{2} \log x}+\frac{x}{\log x} \exp \left(-\frac{\log x}{M^{2} \log M}\right) \\
& \lll \frac{x(\log (\log (x)))^{2}}{(\log x)^{2}}+\frac{x}{(\log x)^{2}}<_{E} \frac{x(\log (\log (x)))^{2}}{(\log x)^{2}}
\end{aligned}
$$

and which proves the result for $c=1$.
Note here that value of $M$ is smaller than the maximal value allowed in the Proposition 4.2, because then the bound would be too big.

Now, we consider the case when $c \neq 1$ and we take any interval $[\alpha, \beta] \subseteq[0, \pi]$. Here again, we use Lemma 3.1 to bound the Fourier coefficients, we get

$$
\begin{aligned}
\sum_{x \leq p<2 x} \chi_{I_{\varepsilon}}\left(\theta_{p}(E)\right) & <_{E} \frac{(\pi(2 x)-\pi(x))}{M}+\frac{1}{M} \sum_{n=1}^{M}\left|\sum_{x<p \leq 2 x} U_{n} \cos \theta_{p}(E)\right| \\
& <_{E} \frac{x}{M \log x}+\frac{M x}{\log x} \exp \left(-\frac{\log x}{M^{2} \log M}\right)
\end{aligned}
$$

Using $M$ as in (4.9) again, we get the result for $c \neq 1$.

## Chapter 5

## Conjectural Formulae and Numerical Data

We now give conjectures for the Frobenius distributions in short intervals for non-CM elliptic curves, and support them by providing numerical data. The conjectures as stated in the introduction (Conjecture 1.1) gives only the main term of the conjectural asymptotic, but there are secondary terms which affect significantly the fit with the data. For $c=1$, the conjecture is obtained by summing the conjectural probabilities

$$
\begin{equation*}
\operatorname{Prob}\left(\frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right) \sim \frac{4 \sqrt{2}}{3 \pi} f(p)^{3 / 2} \tag{5.1}
\end{equation*}
$$

over all $p \leq x$. This lead to a main term of order $x f(x)^{3 / 2} / \log x$ but also to terms of order $x f(x)^{3 / 2} / \log ^{2} x, x f(x)^{3 / 2} / \log ^{3} x$, etc. We computed the first 3 such terms, and we see in Tables 5.1 and 5.2 how adding more terms improves the fit with the data.

Another approximation occurs in the computation of the probabilistic model (5.1), where the Taylor series of the Sato-Tate measure around $c=1$ was used. Keeping more terms in the Taylor series also improves the fit with the numerical data.

The same remarks apply to the case $c \neq 1$. In this case, the Taylor series around $c$ has secondary terms with a very large constant when $c$ is very close to 1, and those terms affect very significantly the fit with the data. Again, we refer
the reader to Tables 5.1 and 5.2 .
We first state a refinement of Conjecture 1.1 according to the remarks above, and we then explain the probabilistic model leading to the conjecture.

Conjecture 5.1. Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$. Let $f(x)=x^{\delta}$ where $-1 / 2 \leq \delta<0$. Then,

$$
\begin{aligned}
\pi_{\delta, c=1}^{+}(x) & =\left(\frac{8 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)}-\frac{2 \sqrt{2}}{5 \pi} \frac{f(x)^{5 / 2}}{(5 \delta+2)}\right) \frac{x}{\log x} \\
& +\left(\frac{16 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)^{2}}-\frac{4 \sqrt{2}}{5 \pi} \frac{f(x)^{5 / 2}}{(5 \delta+2)^{2}}\right) \frac{x}{\log ^{2} x} \\
& +\left(\frac{64 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)^{3}}-\frac{16 \sqrt{2}}{5 \pi} \frac{f(x)^{5 / 2}}{(5 \delta+2)^{3}}\right) \frac{x}{\log ^{3} x} \\
& +O\left(\frac{x}{\log ^{4} x}\right)
\end{aligned}
$$

Let $c \in(-1,1)$ be a constant. Then

$$
\begin{align*}
\#\left\{p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right\} & =\left(\frac{2}{\pi} \frac{\sqrt{1-c^{2}}}{\delta+1} f(x)+\frac{c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{2 \delta+1}\right) \frac{x}{\log x} \\
& +\left(\frac{2}{\pi} \frac{\sqrt{1-c^{2}}}{(\delta+1)^{2}} f(x)+\frac{c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{(2 \delta+1)^{2}}\right) \frac{x}{\log ^{2} x} \\
& +\left(\frac{4}{\pi} \frac{\sqrt{1-c^{2}}}{(\delta+1)^{3}} f(x)+\frac{2 c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{(2 \delta+1)^{3}}\right) \frac{x}{\log ^{3} x} \\
& +O\left(\frac{x}{\log ^{4} x}\right) . \tag{5.2}
\end{align*}
$$

### 5.1 Probabilistic Model for $c=1$

We use the Sato-Tate law to construct our conjecture, similar to the authors of [JTT $\left.{ }^{+} 16\right]$ who use the model

$$
\begin{align*}
\operatorname{Prob}\left(a_{p}(E)=\lfloor 2 \sqrt{p}\rfloor\right) & =\frac{2}{\pi} \int_{1-\frac{1}{2 \sqrt{p}}}^{1} \sqrt{1-t^{2}} d t  \tag{5.3}\\
& =\frac{2}{3 \pi} p^{-3 / 4}+O\left(p^{-5 / 4}\right)
\end{align*}
$$

We remark that this is a heuristic as the Sato-Tate is not proven in such a small interval. We do the same for $f(p)=p^{\delta}$ and use the model

$$
\operatorname{Prob}\left(\frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right)=\frac{2}{\pi} \int_{1-f(p)}^{1} \sqrt{1-t^{2}} d t
$$

We will expand the Taylor series of $f(t)=\sqrt{1-t^{2}}$ around $t=1$. Substituting $y=1-t$ in $\sqrt{1-t^{2}}=\sqrt{(1-t)(1+t)}$, we get

$$
\begin{align*}
\sqrt{(1-t)(1+t)} & =\sqrt{y(2-y)} \\
& =\sqrt{2 y} \sqrt{1-\frac{y}{2}} \tag{5.4}
\end{align*}
$$

Here, from $y=1-t$, we can see that as $y \longrightarrow 0, t \longrightarrow 1$. So, we use the Taylor series expansion of $\sqrt{1-\frac{y}{2}}$ around the point $y \longrightarrow 0$, i.e.

$$
\sqrt{1-\frac{y}{2}}=1-\frac{y}{4}+O\left(y^{2}\right)
$$

So, (5.4) becomes

$$
\begin{aligned}
\sqrt{1-t^{2}} & =\sqrt{2 y}\left(1-\frac{y}{4}+O\left(y^{2}\right)\right) \\
& =\sqrt{2 y}-\frac{1}{2 \sqrt{2}} y^{3 / 2}+O\left(y^{5 / 2}\right) \\
& =\sqrt{2} \sqrt{1-t}-\frac{1}{2 \sqrt{2}}(1-t)^{3 / 2}+O\left((1-t)^{5 / 2}\right)
\end{aligned}
$$

Hence,

$$
\begin{gather*}
\operatorname{Prob}\left(\frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right) \\
=\frac{2}{\pi} \int_{1-f(p)}^{1} \sqrt{1-t^{2}} d t=\frac{2}{\pi} \int_{1-f(p)}^{1} \sqrt{2} \sqrt{1-t}-\frac{1}{2 \sqrt{2}}(1-t)^{3 / 2}+O\left((1-t)^{5 / 2}\right) d t \tag{5.5}
\end{gather*}
$$

Summing the probabilities, we get

$$
\#\left(p \leq x: \frac{a_{p}(E)}{2 \sqrt{p}} \in(1-f(p), 1)\right)=\sum_{p \leq x} \frac{4 \sqrt{2}}{3 \pi} f(p)^{3 / 2}-\frac{\sqrt{2}}{5 \pi} f(p)^{5 / 2}+O\left(f(p)^{7 / 2}\right)
$$

We use

$$
\begin{equation*}
\sum_{p \leq x} p^{\delta}=\pi(x) x^{\delta}-\delta \int_{2}^{x} \pi(t) t^{\delta-1} d t \tag{5.6}
\end{equation*}
$$

and

$$
\pi(t)=\int \frac{d t}{\log t}=\frac{t}{\log t}+\frac{t}{\log ^{2} t}+2!\frac{t}{\log ^{3} t}+O\left(\frac{t}{\log ^{4} t}\right) .
$$

Then

$$
\begin{align*}
\int_{1}^{x} \pi(t) t^{\delta-1} d t & =\int_{1}^{x}\left[\frac{t}{\log t}+\frac{t}{\log ^{2} t}+2!\frac{t}{\log ^{3} t}+3!\frac{t}{\log ^{4} t}+O\left(\frac{t}{\log ^{5} t}\right)\right] t^{\delta-1} d t \\
& =\int_{1}^{x}\left[\frac{t^{\delta}}{\log t}+\frac{t^{\delta}}{\log ^{2} t}+2!\frac{t^{\delta}}{\log ^{3} t}+3!\frac{t^{\delta}}{\log ^{4} t}+O\left(\frac{t^{\delta}}{\log ^{5} t}\right)\right] d t \tag{5.7}
\end{align*}
$$

and we compute

$$
\begin{aligned}
& \int_{1}^{x} \frac{t^{\delta}}{\log t}=\frac{1}{(\delta+1)} \frac{x^{\delta+1}}{\log x}+\frac{1}{(\delta+1)^{2}} \frac{x^{\delta+1}}{\log ^{2} x}+\frac{2!}{(\delta+1)^{3}} \frac{x^{\delta+1}}{\log ^{3} x}+\frac{3!}{(\delta+1)^{4}} \frac{x^{\delta+1}}{\log ^{4} x}+O\left(\frac{x^{\delta+1}}{\log ^{5} x}\right) \\
& \int_{1}^{x} \frac{t^{\delta}}{\log ^{2} t}=\frac{1}{(\delta+1)} \frac{x^{\delta+1}}{\log ^{2} x}+\frac{2!}{(\delta+1)^{2}} \frac{x^{\delta+1}}{\log ^{3} x}+\frac{3!}{(\delta+1)^{3}} \frac{x^{\delta+1}}{\log ^{4} x}+O\left(\frac{x^{\delta+1}}{\log ^{5} x}\right) ; \\
& \int_{1}^{x} 2!\frac{t^{\delta}}{\log ^{3} t}=\frac{2!}{(\delta+1)} \frac{x^{\delta+1}}{\log ^{3} x}+\frac{3!}{(\delta+1)^{2}} \frac{x^{\delta+1}}{\log ^{4} x}+O\left(\frac{x^{\delta+1}}{\log ^{5} x}\right) \\
& \int_{1}^{x} 3!\frac{t^{\delta}}{\log ^{4} t}=\frac{3!}{(\delta+1)} \frac{x^{\delta+1}}{\log ^{4} x}+O\left(\frac{x^{\delta+1}}{\log ^{5} x}\right)
\end{aligned}
$$

and so on.
Replacing in (5.7), we have

$$
\begin{align*}
\int_{1}^{x} \pi(t) t^{\delta-1} d t & =\frac{1}{(\delta+1)} \frac{x^{\delta+1}}{\log x} \\
& +\left(\frac{1!}{(\delta+1)}+\frac{1!}{(\delta+1)^{2}}\right) \frac{x^{\delta+1}}{\log ^{2} x} \\
& +\left(\frac{2!}{(\delta+1)}+\frac{2!}{(\delta+1)^{2}}+\frac{2!}{(\delta+1)^{3}}\right) \frac{x^{\delta+1}}{\log ^{3} x} \\
& +\left(\frac{3!}{(\delta+1)}+\frac{3!}{(\delta+1)^{2}}+\frac{3!}{(\delta+1)^{3}}+\frac{3!}{(\delta+1)^{4}}\right) \frac{x^{\delta+1}}{\log ^{4} x} \\
& \vdots \\
& +\left(\frac{(k-1)!}{(\delta+1)}+\frac{(k-1)!}{(\delta+1)^{2}}+\frac{(k-1)!}{(\delta+1)^{3}}+\ldots+\frac{(k-1)!}{(\delta+1)^{k}}\right) \frac{x^{\delta+1}}{\log ^{k} x} \\
& +O\left(\frac{x^{\delta+1}}{\log ^{k+1} x}\right)  \tag{5.8}\\
& =\sum_{k=1}^{n} \frac{x^{\delta+1}(k-1)!}{\log ^{k} x}\left(\frac{1}{(\delta+1)}+\frac{1}{(\delta+1)^{2}}+\ldots+\frac{1}{(\delta+1)^{k}}\right)+O\left(\frac{x^{\delta+1}}{\log ^{n+1} x}\right) .
\end{align*}
$$

Substituting (5.8) in (5.6), we get

$$
\begin{equation*}
\sum_{p \leq x} p^{\delta}=\pi(x) x^{\delta}-\delta \sum_{k=1}^{n} \frac{x^{\delta+1}(k-1)!}{\log ^{k} x}\left(\frac{1}{(\delta+1)}+\frac{1}{(\delta+1)^{2}}+\ldots+\frac{1}{(\delta+1)^{k}}\right)+O\left(\frac{x^{\delta+1}}{\log ^{n+1} x}\right) \tag{5.9}
\end{equation*}
$$

Now, we estimate the first term of (5.5) using (5.9), replacing $\delta$ by $3 \delta / 2$ in (5.9) to get that

$$
\begin{equation*}
\sum_{p \leq X} \frac{4 \sqrt{2}}{3 \pi} f(p)^{\frac{3}{2}} \tag{5.10}
\end{equation*}
$$

$$
\begin{align*}
& =\frac{8 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)} \frac{x}{\log x}+\frac{16 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)^{2}} \frac{x}{\log ^{2} x}+\frac{64 \sqrt{2}}{3 \pi} \frac{f(x)^{3 / 2}}{(3 \delta+2)^{3}} \frac{x}{\log ^{3} x}  \tag{5.11}\\
& +O\left(\frac{x}{\log ^{4} x}\right)
\end{align*}
$$

We do the same computations with $5 \delta / 2$ and we get the conjecture for $c=1$.

### 5.2 Probabilistic Model for $c \neq 1$

We now consider

$$
\operatorname{Prob}\left(\frac{a_{p}(E)}{2 \sqrt{p}} \in(c-f(p), c)\right)=\frac{2}{\pi} \int_{c-f(p)}^{c} \sqrt{1-t^{2}} d t
$$

when $c \neq \pm 1$.
The Taylor series of $\sqrt{1-t^{2}}$ around $t=c$ is given by

$$
\sqrt{1-t^{2}}=\sqrt{1-c^{2}}-\frac{c(t-c)}{\sqrt{1-c^{2}}}+O\left((t-c)^{2}\right)
$$

and

$$
\begin{align*}
\frac{2}{\pi} \int_{c-f(p)}^{c} \sqrt{1-t^{2}} d t & =\frac{2}{\pi} \int_{c-f(p)}^{c}\left(\sqrt{1-c^{2}}-\frac{c(t-c)}{\sqrt{1-c^{2}}}+O\left((t-c)^{2}\right)\right) d t  \tag{5.12}\\
& =\frac{2}{\pi} \sqrt{1-c^{2}} f(p)+\frac{c}{\pi \sqrt{1-c^{2}}}(f(p))^{2}+O\left(f(p)^{3}\right)
\end{align*}
$$

To estimate the first term in (5.12), we can follow the same procedure as above in (5.10), and we have

$$
\begin{align*}
\sum_{p<x} \frac{2}{\pi} \sqrt{1-c^{2}} f(p) & =\frac{2}{\pi} \sqrt{1-c^{2}}\left(1-\frac{\delta}{\delta+1}\right) \frac{x}{\log x} f(x) \\
& +\frac{2}{\pi} \sqrt{1-c^{2}}\left(1-\delta\left[\frac{1}{\delta+1}+\frac{1}{(\delta+1)^{2}}\right]\right) \frac{x}{\log ^{2} x} f(x) \\
& +\frac{2}{\pi} \sqrt{1-c^{2}}\left(1-\delta\left[\frac{1}{\delta+1}+\frac{1}{(\delta+1)^{2}}+\frac{1}{(\delta+1)^{3}}\right]\right) \frac{2 x}{\log ^{3} x} f(x) \\
& +O\left(\frac{x}{\log ^{4} x}\right) \\
& =\frac{2}{\pi} \sqrt{1-c^{2}} \frac{f(x)}{\delta+1} \frac{x}{\log x}+\frac{2}{\pi} \sqrt{1-c^{2}} \frac{f(x)}{(\delta+1)^{2}} \frac{x}{\log ^{2} x} \\
& +\frac{4}{\pi} \sqrt{1-c^{2}} \frac{f(x)}{(\delta+1)^{3}} \frac{x}{\log ^{3} x}+O\left(\frac{x}{\log ^{4} x}\right) . \tag{5.13}
\end{align*}
$$

Now, estimating the second term in (5.12) in a similar way, we get

$$
\begin{align*}
& \sum_{p \leq x} \frac{c}{\pi \sqrt{1-c^{2}}} f(p)^{2} \\
& =\frac{c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{2 \delta+1} \frac{x}{\log x}+\frac{c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{(2 \delta+1)^{2}} \frac{x}{\log ^{2} x}+\frac{2 c}{\pi \sqrt{1-c^{2}}} \frac{(f(x))^{2}}{(2 \delta+1)^{3}} \frac{x}{\log ^{3} x} \\
& +O\left(\frac{x}{\log ^{4} x}\right) . \tag{5.14}
\end{align*}
$$

and the conjecture for $c \neq 1$ follows.

### 5.3 Numerical Data

We used SageMath to check $f(x)=x^{-1 / 4}$ and $f(x)=x^{-1 / 10}$ at $c=1,0.99$, $0.9,0$ with $x$ up to $10^{12}, E: y^{2}+y=x^{3}-x^{2}-10 x-20$.

| $x=10^{12}$ | $\mathbf{I}$ | $\mathbf{I}+\mathbf{I I}$ | I+II+III | Numerical Data |
| :--- | :--- | :--- | :--- | :--- |
| $\delta=-1 / 4$ <br> $c=1$ | $1.098356 * 10^{6}$ | $1.161947 * 10^{6}$ | $1.169310 * 10^{6}$ | $1.171319 * 10^{6}$ |
| $\delta=-1 / 10$ <br> $c=1$ | $4.00525073 * 10^{8}$ | $4.17553931 * 10^{8}$ | $4.19001657 * 10^{8}$ | $4.19377511 * 10^{8}$ |
| $\delta=-1 / 4$ <br> $c=0$ | $3.0707691 * 10^{7}$ | $3.2189489 * 10^{7}$ | $3.2332497 * 10^{7}$ | $3.2333155 * 10^{7}$ |
| $\delta=-1 / 10$ <br> $c=0$ | $1.614603578 * 10^{9}$ | $1.679530747 * 10^{9}$ | $1.684752508 * 10^{9}$ | $1.684675291 * 10^{9}$ |
| $\delta=-1 / 4$ <br> $c=0.9$ | $1.3432725 * 10^{7}$ | $1.4082068 * 10^{7}$ | $1.4144902 * 10^{7}$ | $1.4169856 * 10^{7}$ |
| $\delta=-1 / 10$ <br> $c=0.9$ | $8.22108289 * 10^{8}$ | $8.55762016 * 10^{8}$ | $8.58522424 * 10^{8}$ | $8.45086360 * 10^{8}$ |
| $\delta=-1 / 4$ |  |  |  |  |
| $c=0.99$ |  |  |  |  |

Table 5.1: The table shows the conjectural count obtained by taking the first two terms of the Taylor series $f(x)^{3 / 2}$ and $f(x)^{5 / 2}$ for $c=1$ and $f(x)$ and $f(x)^{2}$ for $c \neq 1$ and only the $x / \log x$ term (I), the first two terms $x / \log x$ and $x /(\log x)^{2}$ $(\mathrm{I}+\mathrm{II})$ and the first three terms $x / \log x, x /(\log x)^{2}$ and $x /(\log x)^{3}(\mathrm{I}+\mathrm{II}+\mathrm{III})$.

| $x=10^{12}$ | $\mathbf{I}$ | $\mathbf{I}+\mathbf{I I}$ | $\mathbf{I}+\mathbf{I I}+\mathbf{I I I}$ | Numerical data |
| :--- | :--- | :--- | :--- | :--- |
| $\delta=-1 / 4$ <br> $c=1$ | $1.098631 * 10^{6}$ | $1.162249 * 10^{6}$ | $1.169617 * 10^{6}$ | $1.171319 * 10^{6}$ |
| $\delta=-1 / 10$ <br> $c=1$ | $4.04867796 * 10^{8}$ | $4.22106212 * 10^{8}$ | $4.23574163 * 10^{8}$ | $4.19377511 * 10^{8}$ |
| $\delta=-1 / 4$ <br> $c=0$ | $3.0707691 * 10^{7}$ | $3.2189489 * 10^{7}$ | $3.2332497 * 10^{7}$ | $3.2333155 * 10^{7}$ |
| $\delta=-1 / 10$ <br> $c=0$ | $1.614603578 * 10^{9}$ | $1.679530747 * 10^{9}$ | $1.684752508 * 10^{9}$ | $1.684675291 * 10^{9}$ |
| $\delta=-1 / 4$ <br> $c=0.9$ | $1.3385172 * 10^{7}$ | $1.4031073 * 10^{7}$ | $1.4093409 * 10^{7}$ | $1.4169856 * 10^{7}$ |
| $\delta=-1 / 10$ <br> $c=0.9$ | $7.03789383 * 10^{8}$ | $7.32090480 * 10^{8}$ | $7.34366593 * 10^{8}$ | $8.45086360 * 10^{8}$ |
| $\delta=-1 / 4$ <br> $c=0.99$ | $4.331853 * 10^{6}$ | $4.540886 * 10^{6}$ | $4.561060 * 10^{6}$ | $4.733732 * 10^{6}$ |
| $\delta=-1 / 10$ <br> $c=0.99$ | $2.27767863 * 10^{8}$ | $2.36926967 * 10^{8}$ | $2.37663587 * 10^{8}$ | $4.87916384 * 10^{8}$ |

Table 5.2: The table shows the conjectural count obtained by taking only one term of the Taylor series. Notice that the effect on the fit with the data is particularly affected when $c$ is very close to 1 due to the constant $1 / \sqrt{1-c^{2}}$ in the second term of the Taylor series.
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