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Abstract 

Optimization of the Throughput of a NOMA System 

 
Balaji Kannappan Natarajan 

 

In an era of Internet of Things (IoT), new services are expected to generate heterogeneous 

traffic that involves both human-to-human and machine type communications (MTC). There will 

be MTC services that require massive connectivity, higher throughput, and low latency. 5G 

networks are under development to meet the needs of MTC. Non-Orthogonal Multiple Access 

(NOMA) has currently gained a traction in 5G for the realization of MTC. NOMA enables 

simultaneous utilization of resources by multiple users.  This thesis considers Power Domain 

NOMA (PD-NOMA) among other variations for uplink communications. In PD-NOMA, users 

transmit signals simultaneously at pre-determined receive power levels. The base station decodes 

the signals using Successive Interference Cancellation (SIC) technique starting from highest power 

level. Each decoded signal is subtracted from the received signal to enable decoding of the next 

higher power signal. The decoding continues until a collision is detected at a power level. The 

signals at that power level as well as signals transmitted at the lower power levels cannot be 

decoded. The previous work on PD-NOMA assumed uniform user access to the system power 

levels. This thesis considers random non-uniform selection of power levels by the users.  

The system model under consideration assumes that the new packets to be transmitted 

arrive according to a Poisson process and the time axis slotted. As a user may have only a single 

packet to be transmitted during any slot,  each new packet is assumed to be generated by a different 

user. We consider two packet service strategies which are with and without packet loss.  

In the packet loss service strategy, a packet can only be transmitted once, and packet is lost 

if that transmission is not successful. We determine the throughput of the system and then 

determine the optimal user access probabilities to the power levels that maximizes the throughput. 

We also determine the receive power levels for SIC as a function of the Signal-to-Interference-

plus-Noise Ratio (SINR). Numerical results show that the optimal access probabilities are non-

uniform, and they are  a function of packet arrival rates. Further, in uniform access, the throughput 
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of the system drops to zero at higher power levels whereas, in optimal non-uniform choice, the 

system maintains a non-zero throughput. We also consider the case that the users may choose not 

to transmit their packets to reduce the collisions in the system. The packets that are not transmitted, 

are lost, however the system benefits from reduced collisions. Numerical results show that the 

optional transmission of packets achieves the same maximum throughput as compulsory packet 

transmission, but the throughput does not decrease with increasing packet arrival rate. 

 In the service strategy without packet loss, a user will keep transmitting a packet until it is 

successfully received by the base station. We derive the Probability Generating Function  (PGF) 

of the distribution of the number of packets in the system at the steady-state by imbedding a 

homogenous Markov chain at the end of the slots. We determine enough number of equations to 

solve for the unknowns in the PGF. Then, we obtain the mean packet delay from the PGF of the 

number of packets in the system through application of the Little’s result. Mean packet delay is a 

function of the user access probabilities to the power levels. We show how to determine the optimal 

access probabilities both for optional and non-optional transmission of a packet during a slot.  We 

plot the mean packet delay as a function of the packet arrival rate for optimal user access 

probabilities both for optional and non-optional packet transmission, as well as for uniform choice 

of power levels. The numerical results show that the optimal access with optional transmission 

results in lowest mean packet delay and therefore in highest throughput.  
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Chapter 1  

1 Introduction and Literature Review  

1.1 Overview  

In an era of Internet of Things (IoT), there is a swift increase in the mobile traffic and a demand 

for massive connectivity in Machine-Type Communication (MTC). Hundreds and thousands of 

machine-type devices are already connected in the 4G cellular network, and this number is said to 

increase exponentially in the near future[1][2]. As opposed to the conventional 3.9 and 4G 

transmissions, this dramatic increase necessitates the Future Radio Access schemes to meet the 

standards of improved efficiency, with lower latency, especially when the system is employed in 

a delay-sensitive environment like medical and tactical communications. It also necessitates a 

crucial uplift in performance gain of the system, due to ever-growing and massive user traffic. 

5G networks is a novel topic of interest to the researchers, to meet such demands of  new 

cellular communication services. These services generate heterogeneous traffic and involves both 

human-to-human and MTC. These services may demand higher throughput, lower latency, and 

massive connectivity [1].  

1.2 Realization of 5G through NOMA  

The communication devices of the past decades allocated the user resources, namely, 

frequency, time, and code, in feasible ways, to develop wireless communication models viz., 1G, 

2G, 3G and 4G. These design principles were categorized as Orthogonal Multiple Access (OMA), 

as resources were allocated orthogonally among the users. Although OMA systems had low-

complexity cost-efficient receivers, they faced a backlog in serving large number of user devices 

and the principle of orthogonality of resource allocation became futile due to channel-inherent 

losses, like co-channel interference[3]. Furthermore, an increasing demand of resources adversely 

affects the system performance metrics like sum-rate, throughput, outage probability and bit error 

rate. Thus, 5G networks which is expected to support massive number of devices that generates 

sporadic MTC traffic, may be better served through Non-Orthogonal Multiple Access (NOMA). 
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1.3 Principle  

The main principle behind NOMA is to share a single resource block with more than one 

user device in the same resource. In contrast to OMA, NOMA can simultaneously serve multiple 

number of users using a single orthogonal resource block, which may be a frequency channel, a 

spreading code or time slot etc. On the other hand, OMA techniques such as, time-division multiple 

access (TDMA) or orthogonal frequency division multiple access (OFDMA), may only serve a 

single user in each orthogonal resource block at any time.  

In order to serve more than one user in the same wireless resource block in the downlink, 

linear superposition of information signals is carried out at the Base Station (BS) while achieving 

multiple access, either in power domain or code domain. Decoding of these superposed signals at 

the receiver, requires subtraction of all unrelated signals and noise, referred as Inter-User 

Interference, until the receiver finds its intended signal [4][5][6]. Thus, careful allocation of power 

to the users is imperative to ensure user fairness [7] and avoid intra-cell interference [8]. Though 

this approach increases the receiver complexity, it lets the system to handle large number of users 

to be supported over the same resource block.  

NOMA is often suitable for downlink transmissions owing to the fact that NOMA allocates 

the power to the users whose Channel State Information (CSI) is known [9]. Thus, we need the 

CSI to be synchronized throughout the system, which can be attained by employing coordinated 

access system such as a scheduler [10][11].  As per the works of Kumar et al., [33], it is quite 

evident that NOMA  provides better Energy Efficiency-Spectral Efficiency (EE-SE) Tradeoff 

compared to the conventional OMA methods. Spectral Efficiency, as defined by Kumar et al.,  [33] 

is nothing but the ratio of maximum sum capacity to the bandwidth of the system. Hence, even 

though uncoordinated access systems provide better throughput and lower signaling overhead [9], 

it cannot be employed to an uplink transmission system due to lack of CSI [12][13]. A model with 

a set of pre-determined power levels for allocating to the users in the resource block as discussed 

Choi in [9] is a way to mitigate this problem. 

Throughput optimization is accomplished with a Power Domain Multiple Access (PDMA) 

scheme using non-coordinated transmission [9] or based on rate optimization and fixed target 

Signal-to-Interference-plus-Noise-Ratio (SINR) [14]. It is to be noted that, due to widespread 

requirement of low complexity systems which are matched to sporadic traffic of large number of 
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users, current models as proposed in some literature works assume a power level selection by the 

user based on a uniform distribution [7][9][14][26]. 

1.4 Key Features  

Although NOMA is perceived to be quite similar to Code-Division Multiple Access 

(CDMA) that is used in 3G systems, they have a striking difference in the model principle. While 

CDMA users are provided multiple access through spreading codes, NOMA utilizes user-specific 

spreading sequences that are non-orthogonal and have a low correlation co-efficient [15][16]. 

Some of such features that make NOMA a promising candidate for 5G systems, are: 

Non-orthogonality: 

The crucial reason for the usage of NOMA in 5G and Future Radio Access (FRA) systems 

solely owes to the fact that the bottleneck of an ever-increasing demand can be mitigated by use 

of non-orthogonal signals. Thus, multi-user multiplexing is achieved in a completely different 

dimension, rather than time, frequency, or code. 

Superposition coding: 

The utilization of superposition coding in the transmission systems has been into usage 

since the infancy of 3G systems. But superposition coding in combination with power domain 

multiplexing, which is realized in NOMA, allows the transmitter to transmit information signals 

of multiple users in a superposed fashion [17][18]. 

Successive Interference Cancellation : 

The basic principle behind Successive Interference Cancellation (SIC) is that , when SIC 

is applied, the information signal of any user is decoded, by treating the other unrelated signals as 

interference and noise. This allows the receiver to decode single user signal, thus reducing the 

system complexity. This enables the NOMA system to mitigate intra-cell interference and improve 

cell-edge throughput.  Joint Decoding is another well-known decoding technique used for uplink 

NOMA.  
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Message passing algorithm: 

This can be conceptualized as an iterative decoding algorithm that has been used since the 

growth of information theory in communication. Usage of several types of message passing 

algorithms in NOMA systems enables us to recover the CSI vector for channel feedback and 

mitigate the problems of Active User Detection (AUD) and Channel Estimation (CE)[19][20]. 

1.5 Advantages, Limitations, and Practical Considerations  

1.5.1 Advantages  

• NOMA found its attention and edge due to its compatibility. Various research and literature 

works have shown that NOMA can be incorporated with other OMA techniques 

[21][22][23]. 

• NOMA technique allows the transmission and reception system to support massive 

Machine-Type Communications (mMTC). 

• Superior EE-SE tradeoff [33]  and drastic improvement in cell-edge throughput. 

• Feedback mechanism requires only received channel strength and it does not require 

complete CSI during each iteration, thus making the feedback more relaxed and flexible. 

• Realization of semi-grant and grant-free NOMA [24] with blind detection and Compressive 

Sensing (CS) techniques [25] is an important feature supported by FRA since it reduces 

the latency and the signaling overhead.  

1.5.2 Limitations  

Although NOMA has its own recognition in 5G environment, NOMA is still under 

development and it is still in its infancy stage. Some of the limitations are: 

• For grant-free transmission, the number of users admitted to the same channel is not 

capped, which can lead to a failure of multi-user detection. 

• Power-domain NOMA requires the users to have a considerable amount of difference in 

channel gain, so that they can be manipulated into multi-user multiplexing. This is because, 

the channel gain difference is essentially utilized for Transmit Power Allocation (TPA) in 

superposing at the transmitter side. The information signals of users with similar channel 

gains will lead to co-channel interference and the receiver will take longer time to decode 
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the signal, thus increasing the transmission time. This requires a system design 

incorporating clustering algorithm. 

• An erroneous decoding of a signal in the higher transmission power level, will lead to an 

obliteration of all the other signals beneath it.  

• A joint optimization of rank and transmission power assignment is required in case of 

Multiple-Input-Multiple-Output (MIMO) NOMA in order to enhance the performance of 

multi-user power allocation. 

• It becomes challenging to realize NOMA in uplink channel, without proper mechanism of 

CSI feedback.  

Other limitations in practical deployment like Multi-user power allocation, signaling overhead, 

SIC error propagation, high mobility performance and MIMO combination, have also been 

discussed by Benjebbour et al [6]. 

1.6 Classification  

Although there have been many researches in realizing NOMA in different dimensions, the 

most commonly studied categories fall under two brackets: code domain NOMA, CD-NOMA, and 

power domain NOMA, PD-NOMA, where the former obtains spreading gain at the cost of more 

bandwidth, while the latter assigns distinct power levels to users to obtain better performance. 

Classification of multiple access technologies is shown in Fig. 1.1. 

There have been improvisations on the aforementioned categories, like the technique that 

applies Low Density Spreading (LDS-CDMA), which is further realized as Sparse Code Multiple 

access and SIC Amenable Multiple Access. Other closely related multiple access schemes that also 

benefit Software Defined Radio (SDR-MA), are Interleave Division Multiple Access (IDMA), Bit 

Division Multiplexing (BDM), Spatial Division Multiple Access (SDMA), Pattern Division 

Multiple Access (PDMA) and Multi-User Shared Access (MUSA). 
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Fig. 1.1 Classification of multiple access technologies 

It is to be noted that most of the literature works and researches focus on Power Domain-

NOMA. Initially, NOMA has been considered for downlink transmissions from base stations to 

the users since it requires coordination and channel state information (CSI). However, as 

mentioned earlier, NOMA has also been proposed to be used in uplink transmissions, from users 

to base stations, in random access channels without coordination by the base station [9].  

1.7 Power-domain NOMA  

In a typical downlink NOMA model, the transmitted signal is nothing but the superposed 

signal from each of the UE in the system. More power is allotted to the farthest user to cope up 

with the transmission losses. Thus, the transmitted signal 𝑥(𝑡) may be represented as,  

𝑥(𝑡) = ∑√𝛼𝑘𝑃𝑇𝑥𝑘(𝑡)

𝐾

𝑘=1

 

Where, 𝛼𝑘 is the power allocation co-efficient, 𝑃𝑇 is the total transmit power and 𝑥𝑘(𝑡) is the 

individual information signal of UEk. The received signal 𝑦𝑘(𝑡) may be written as, 

𝑦𝑘(𝑡) = 𝑥(𝑡)ℎ𝑘(𝑡) + 𝑤𝑘(𝑡) 
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Where ℎ𝑘(𝑡) is the channel coefficient between the BS and UEk, and 𝑤𝑘(𝑡) is the additive white 

noise. SIC is implemented at the UE side, where the optimal order of decoding is in the decreasing 

order of channel gain. In other words, the first signal to be decoded is the strongest signal in 𝑦𝑘(𝑡). 

This decoded component is amplified in accordance with the power allocation co-efficient and re-

encoded, so that it can be subtracted from the recent composite signal. This process is successively 

repeated, until the information signal of user k, 𝑥𝑘(𝑡) is extracted. Thus, assuming ideal conditions 

of successful decoding and zero error propagation, any user 𝑘, may extract its signal from the 

composite received signal by successfully eliminating the user signals 𝑥𝐾 , 𝑥𝐾−1…𝑥𝑘+1. The 

signals 𝑥𝑘−1, 𝑥𝑘−2, … , 𝑥1 are simply considered as interference.  

Thus, the channel capacity of any user k may be defined as, 

𝑅𝑘 = 𝑊 log2 (1 +
𝑃𝑘|ℎ𝑘|

2

𝑤𝑘 + ∑ 𝑃𝑗|ℎ𝑗|
2𝑘−1

𝑗=1

) 

A simplified model with one BS and 2 UE’s is illustrated in fig. 2. This model can be 

conveniently adopted towards an uplink transmission with the BS being the receiver. Thus, the 

terms, User Equipment and BS may be interpreted interchangeably. UE-2 being the farthest, is 

allotted more transmit power in the system. At UE-2, there is no signal cancellation involved, as 

𝑥2(𝑡) is the first to be decoded. 𝑥1(𝑡) is considered as interference signal. At UE-1, 𝑥2(𝑡) is 

decoded and subtracted from 𝑦1 so that 𝑥1(𝑡) can be decoded without any interference from 𝑥2(𝑡). 

 

Fig. 1.2 Principle of Power-Domain NOMA 
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Here, NOMA is utilized to simultaneously serve multiple users in the same resource domain 

(time, frequency, code or OFD resource block), by fairly splitting them in the power domain. This 

lets the user signal to be superposed with other signals during transmission, thus achieving non-

orthogonality. Though employing PD-NOMA has its own advantages, many factors have to be 

considered in practical implementation, as mentioned earlier, including user fairness, delay in 

critical message delivery, and choice of coordinated or uncoordinated system based on the 

requirement.  

It is highly crucial to take care of optimal power allocation to the users since the resource 

is limited. The system may utilize either coordinated power level system or random-access system. 

As discussed by Park et al., [7], application of either methods, completely depends on the type of 

system needed for the problem considered. That being said, it is observed from the studies of Park  

et al., [7], that usage of coordinated access systems provides CSI feedback and is mostly used in 

downlink channels. But this comes at a cost of higher scheduling delay and signaling overhead 

which reduces the performance. Usage of uncoordinated access, such as the access mechanisms 

that use contention protocols rather than reservation protocols, provides improved spectral 

efficiency in relation to that of coordinated systems, but the backlog of this method is that, TPA is 

required in user multiplexing to mitigate inter-user interference and achieve maximum sum rate. 

Since uncoordinated access is contention based, rather than reservation based, there is high 

probability that there will be collision of packets if two or more users transmit with same transmit 

power, causing unsuccessful transmission. This relatively degrades the throughput. Moreover, 

without the availability of CSI in the system, it is difficult to implement uncoordinated access in 

uplink channel.  

We consider a PD-NOMA model with single channel slotted ALOHA as per some literature 

works in [7][9][14][26]. It is also assumed that the system is fully aware of the CSI of the users 

contending. The basic approach used in this thesis, in regard to PD-NOMA can be listed as follows: 

• A hierarchical power level structure is considered for the transmission system, with 

adequate power difference between each level, to avoid co-channel interference. It is to be 

noted that the system has decreasing order of power levels. 

• A random-access channel is considered. Here we utilize slotted ALOHA NOMA channel, 

as per most of the works by Choi et al [9][14][26]. 
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• Complete knowledge of CSI is assumed. We also consider a set of pre-determined power 

levels in order to incorporate into an uplink channel. 

1.7.1 Review and Analysis  

In this section, I review the mathematical models and corresponding results of the works 

pertaining to that of this thesis under study.  

The previous works of Choi have been predominantly considered in this thesis[9]. Choi 

considers a multichannel NOMA with slotted ALOHA scheme, applied in uplink channel. A set 

of predetermined power levels have been considered. Throughout the paper, a single cell with one 

BS and  multiple users with multiple orthogonal subchannels are considered. The users choose 

from one of the B subchannels based on a uniform distribution. It is also observed that a user 

chooses one of the power levels with equal probability according to the uniform distribution. 

This research by Choi [9] also assumes complete awareness of CSI. In fact, a beacon signal 

is used to synchronize the estimation of CSI. However, channel impairment metrics like fading, 

are ignored in this paper, and left for future study.   

When an active user k, randomly chooses a power level 𝑣𝑙 from the hierarchy 𝑣1 > 𝑣2 >

⋯𝑣𝑙 > ⋯ > 𝑣𝐿 > 0, where L is the number of power levels, then the transmission power  of user 

k is defined to be, 

 𝑃𝑘 =
𝑣𝑙

𝛼𝑘
 (1.1)  

Where 𝛼𝑘 is the channel power gain from user k to the BS. It is given by 𝛼𝑘 = |ℎ𝑘|
2. 

If Γ is the target SINR of the system, then, the transmit power of each level is determined by, 

 𝑣𝑙 = Γ(Γ + 1)
𝐿−1 (1.2)  

Choi has also suggested that the decoding of all the superposed signals may be successful 

only if the number of active users is less than or equal to the number of power levels, failing which, 

there may be data loss due to collision, which indeed, is the basic principle behind slotted ALOHA. 

It is shown that higher throughput can be attained as L increases, while being mindful about 

the exponential increase in the value of 𝑣𝑙 as L increases. The increase in the transmission power 
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is mitigated through channel dependent Energy Efficient selection. This is illustrated through a 

two-layer model. Assuming that the users are uniformly distributed within the cell range, they can 

be divided into two groups in order to access the two different layers, where the system is mindful 

about the channel gains and path losses.  

Choi also applies the basic PD-NOMA model to a multichannel ALOHA and it is observed 

from the numerical results that the throughput of NOMA-ALOHA increases as a function of L, 

without any bandwidth expansion. 

Simulation results and studies have been performed with regard to the average transmission 

power with and without channel dependent power level (or subchannel) selection scheme. It is 

proven in the literature that the average transmission power of any user is much lower when 

channel dependent selection scheme is implemented in NOMA-ALOHA [9]. 

While a fully aware CSI model is assumed in [9], [14] deals with a slightly modified 

system. The key difference of this paper from the previous one, is that a NOMA based Slotted 

ALOHA model which exploits the power difference, is studied, and a closed-form expression for 

maximization of throughput is derived by utilizing optimal transmission rates in each layer. 

Application of multiple individual 1-dimensional optimization of transmission rates, is 

consequently inferred.  At receiver side, SIC implemented and a brief emphasis on Contention 

Resolution Repetition Diversity (CRRD) with delay constraint is performed. A graphical Analysis 

of Irregular Repetition Slotted ALOHA (IRSA) is also performed, based on the works of Liva  et 

al., and Paolini et al [27][28][29]. This paper does not assume fully aware CSI, rather, the success 

of SIC depends on the packet collision and instantaneous CSI. 

Though power allocation, rate allocation and arrival rate control are the key metrics for 

throughput maximization, this paper [14] focuses only on rate optimization to maximize 

throughput. Assumption of multi power level, multi-channel, and multi-user environment with 

uniform selection of power levels and subchannels, is similar to the previous works of Choi [9]. 

Layered random access model considers that the signal power of any user choosing layer 𝑙 must 

be set to 𝑃𝑙 and the number of bits per channel must be set to 𝑅𝑙. Signal decoding at the receiver 

side is performed with SIC. It is to be noted that, the receiver stops the SIC if there is a packet 

collision or if SIC fails to decode a signal. Thus, all the data, that is sent by the power levels below 

the hierarchy is lost.  



11 

 

One of the key assumptions in this paper [14] is that all the users choose a power level 

randomly, as the users have same average channel power  gains in contrast to what is being 

considered by Liang et al., and Wang et al [30][31]. The author also compares the above proposed 

model with the IRSA scheme that is explicated in [34]. A simplified model with fixed target SINR 

is considered for comparison, for homogeneity in assumptions.  

In order to increase the maximum throughput, the concept of Contention Resolution 

Repetition Diversity (CRRD) is discussed [14]. The aforementioned layered NOMA is modified 

in such a way that the system transmits multiple copies of the same packet (referred as bursts) at 

random time. It is to be noted that the burst packet also comprises the information of the slot to 

which it belongs, in order to facilitate the removal of replicas [35]. 

In order to contemplate the purpose of coordinated or uncoordinated systems in 5G, a 

complete study of the work by Park et al., [7] is necessitated. The major objective of this research 

[7]  is to treat critical messages with higher priority and allocate power level accordingly. Park 

utilizes the notion of power level partitioning to achieve this. As discussed earlier, usage of 

coordinated systems increases user fairness, and cell-edge throughput. Keeping the system always 

synchronized with the CSI lets the system to perform better with lower receiver complexities. 

However, it increases the signaling overhead and scheduling delay, thus, making it unfit for 

transmission of critical messages. On the other hand, usage of non-coordinated systems like 

ALOHA channel, increases the spectral efficiency with a relatively better latency. Coordination in 

transmission is achieved either by using beacon signal [9] for CSI estimation, or exploiting the 

different time of arrivals [30]. But the downside of non-coordinated systems is that the throughput 

is degraded due to duplicate selection of power levels [7]. 

Thus, Park suggests a proposal of hybrid power level allocation, that supports an optimal 

transmission of both critical and non-critical messages. A study has been performed in modelling 

of optimal message-aware uplink transmit power level partitioning that maximizes the throughput 

of non-critical messages, while maintaining a threshold throughput for critical messages [7].  

Considering the total number of power levels to be 𝑙, they partitioned into two groups in 

this model: 𝑙𝑝 power levels for non-critical messages and 𝑙𝑐 = 𝑙 − 𝑙𝑝 for critical messages. The 

model proposes to use the top 𝑙𝑝 power levels with coordinated transmissions for non-critical 
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messages, and the bottom 𝑙𝑐 power levels for critical messages that uses non-coordinated 

transmissions. Since the duplication is possible for critical message transmission, the model should 

support enough number of 𝑙𝑐 power levels to satisfy the reliability constraint. Thus, the objective 

of this paper is considered to be maintaining the transmission success probability just sufficient 

for the reliability constraint, so that the overall throughput is minimally affected. It is to be noted 

that, the model uses uniform selection of power levels. 

One of the challenges that is discussed in [7] is that the BS is unable to know the exact 

number of devices having critical messages. This is mitigated by minimizing the mean-squared 

error and estimating the failures that happen due to collisions. Simulation results have also been 

discussed which shows evident increase in success probability of high-priority messages as a 

function of target reliability.  

1.7.2 Overview of a novel approach  

Although there have been several schemes developed and pioneering works have been 

investigated to mitigate collisions in random access NOMA, the concern of retransmission 

latencies and deterioration in sum rate of the system seems to be inevitable. Moreover, there are 

very few literature works that focus on the contention dynamics during re-transmission or 

collision. One of the crucial modifications to the aforementioned works is that this thesis deals 

with the adoption of  imbedded Markov chain at random spaced points to develop a lossless model. 

In this thesis, we consider a single channel slotted NOMA ALOHA model that uses PD-NOMA 

in uplink transmissions, between users and a BS. Our work has a key difference from the other 

models, that we employ a non-uniform choice of power-levels that maximizes the throughput.  We 

also allow an active user the choice of transmitting or not transmitting during a slot, which further 

improves the throughput under heavy traffic. The proposed model readily extends to a system with 

multiple channels where a user chooses a channel for its transmission randomly. Throughout the 

thesis, we assume that the users are fully aware of their CSI which means that the system adapts 

to the varying channel properties and manages the combined effects of channel gains and fading 

coefficients.  
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1.8 Contribution of the thesis  

 As aforementioned, this thesis deals with a single channel slotted PD-NOMA model, with 

non-uniform power level selection and CSI-aware multiple users. Following are the contributions 

made by this thesis: 

• The NOMA-ALOHA model is analyzed based on two service strategies, namely, with and 

without packet losses. Under packet losses category, a packet has only a single transmission 

attempt, if this attempt is not successful, then that packet is lost. In lossless model, collided 

packets remain in the system and retransmission attempts of a packet are continued until 

the packet transmission is successful.  

• Under packet loss model, the access probabilities of the layers (power levels) have been 

mapped to a function that is constraint upon maximal throughput, thus optimizing the 

system to achieve higher efficiency. The analysis of results is twofold: throughput study 

under non-optional transmission and optional transmission.  

• The service category of lossless model takes retransmission into account, and utilizes 

imbedded Markov chain analysis, and state transition analysis for the solution of the 

optimization problem. 

• The numerical results of the lossless model are investigated under three different access 

methods to the power levels, optimal access with nonoptional transmission, optimal access 

with optional transmission and uniform access with nonoptional transmission. 

• Mean packet delay of the system is determined from the PGF of the number of packets in 

the system through application of the Little’s result and discussed briefly.  

1.9 Organization of the thesis  

The remainder of the thesis is organized as follows:  

Chapter 2 deals with a system model with packet loss. Throughput optimization is performed for 

two cases: non-optional user transmission and optional user transmission. The required received 

signal power is determined and results are investigated. Numerical results are discussed in final 

section. 

Chapter 3 proposes a mathematical model without packet losses. System design is performed 

mathematically by Imbedded Markov chain analysis, state transition analysis with homogeneous 
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Markov chain, and throughput optimization with user access probabilities as variables. Numerical 

results are presented under three subcategories: non-optional user transmission, optional user 

transmission and uniform access. Chapter 4 concludes the thesis with final remarks. 
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Chapter 2   

2 Modeling of a NOMA system with 

packet losses  

2.1 Introduction  

  In this study, we consider a single channel conventional PD-NOMA scheme [1][4]. We 

assume that each user may only have a single packet to transmit at any time.  The users choose a 

power level randomly and transmit their packets synchronously. The packets that cannot be 

decoded by the receiver are lost. The optimal power level choice that maximizes throughput of the 

system is determined and compared with uniform choice of power levels under two cases. In one 

case, a user always has to transmit its packet and in the other case it may choose not to transmit its 

packet. The required received power levels for decoding at the receiver are also determined.  

2.2 Mathematical model  

        We assume that there are N power levels denoted by  𝐿1, 𝐿2 , …, 𝐿𝑖, …, 𝐿𝑁 where 𝐿𝑖 denotes 

the received power at level i at the BS. We assume that the received signal at level i has higher 

power than the signal at level i+1,  𝐿𝑖 > 𝐿𝑖+1 . The time-axis is slotted, and the transmission time 

of a packet takes a single slot. It is assumed that a user chooses to transmit its packet at power level 

𝐿𝑖 with probability 𝑝𝑖 during a slot. We will refer to 𝑝𝑖 as access probability, 𝑖 = 1. . . 𝑁. We assume 

that each user may have a single packet to transmit during a slot, therefore the number of users 

with packets and total number of packets to be transmitted during a slot are same and they will be 

used interchangeably. We assume that the number of users with packets to transmit during a slot 

is given by a Poisson distribution with parameter λ packets/slot.  

It is noted that a collision occurs if two or more users choose to transmit their packets at the same 

power level [3]. The transmission of a packet will be successful if the packet can be decoded by 

the receiver. The receiver will be able to decode a packet transmitted at power level 𝐿𝑖, if no 

collisions occur at power levels 𝐿1 to 𝐿𝑖and Signal-to-Interference-plus-Noise-Ratio (SINR) is 
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above a threshold. Those packets that could not be successfully transmitted during a slot are lost. 

The BS will receive the superposition of all the signals transmitted by all the users plus background 

noise. The successive interference cancellation (SIC) technique is used to decode the signals. The 

BS starts decoding packets from highest towards the lowest power level. When a packet is decoded 

successfully, then its signal is removed from the received signal. Then, the receiver starts decoding 

the packet transmitted at the next power level. This decoding process continues until there is a 

collision at a power level. The packets at that and subsequent power levels cannot be decoded.  

 Let us make the following definitions, 

𝑃𝑘 = Prob (k users will have packets to transmit during a slot) 

𝑃𝑘𝑖 = Prob (k users will choose to transmit at power level  𝐿𝑖)  

𝑃𝐶𝑖 = Prob (a collision will occur at power level  𝐿𝑖)  

𝑃𝑄𝑛= Prob (the first collision occurs at power level 𝐿𝑛). 

U: total number of packets decoded successfully during a slot. 

𝐼𝑗 = {

1                   𝑖𝑓 𝑎 𝑝𝑎𝑐𝑘𝑒𝑡 𝑖𝑠 𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑 𝑠𝑢𝑐𝑐𝑒𝑠𝑠𝑓𝑢𝑙𝑙𝑦 𝑎𝑡
 𝑝𝑜𝑤𝑒𝑟 𝑙𝑒𝑣𝑒𝑙 𝐿𝑗

 
0                                                                                 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒   

   

    The system will be designed in a way that access probabilities will be optimized such that 

throughput in each slot will be maximized. This will be main difference of our algorithm than what 

is being used in the literature. Throughout this work, as considered in [3], we assume that the user 

is aware of its CSI.  

 In the following sections throughput of the system is derived as a function of the user access 

probabilities to the power levels. Then, the optimal access probabilities that maximize the system 

throughput are determined. In the following, the throughput of the system is optimized for two 

cases, in first case, user with a packet will always transmit its packet in the next slot and in the 

other case, the user may choose to transmit or not to transmit its packet during the next slot. 
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2.3 System Modeling Case 1: A user will always transmit its packet  

 In this case, a user will always transmit its packet at one of the power levels. We will 

present the throughput optimization, determine the power levels required for decoding and present 

some numerical results. 

2.3.1 Throughput optimization  

    From the definitions in the previous section, we have the following results. Since the number of 

users with packets to transmit during a slot is given by the Poisson distribution [32], 

 𝑃𝑘 = 
𝑒− 𝜆𝜆𝑘

𝑘!
 ,    k = 0,1,2, … (3.1)       

Since each user chooses to transmit at power level 𝐿𝑖 with probability 𝑝𝑖, 

 𝑃𝑘𝑖 = 
𝑒− 𝜆𝑝𝑖(𝜆𝑝𝑖)

𝑘

𝑘!
 ,       k= 0,1,2, … (3.2) 

  𝑃𝐶𝑖 = 1 – Prob (0 or 1 user transmitting at power level 𝐿𝑖)     

From (3.2),  

 𝑃𝐶𝑖 = 1 − 𝑃0𝑖 − 𝑃1𝑖 = 1 − 𝑒− 𝜆𝑝𝑖 − 𝜆𝑝𝑖𝑒
− 𝜆𝑝𝑖  (3.3) 

 𝑃𝑄𝑛 = 𝑃𝐶𝑛  ∏ (1 − 𝑃𝐶𝑖)
𝑛−1
𝑖=1  ,      𝑛 > 1.                        (3.4) 

We note that for 𝑛 = 1 the number of power level becomes one and thus,  

 𝑃𝑄𝑛 = 𝑃𝐶𝑛 ,   for n=1. 

Substituting (3.3) in (3.4) gives, 

     𝑃𝑄𝑛  =  (1 − 𝑃0𝑛  −   𝑃1𝑛) ∏ ( 𝑃0𝑖 +  𝑃1𝑖)
𝑛−1
𝑖=1  ,  n >1   (3.5) 

From the definitions of 𝑈 and 𝐼𝑗, the total number of decoded packets is obtained as, 

 𝑈 = ∑ 𝐼𝑗
𝑁
𝑗=1                                     (3.6) 

Taking the expected value of both sides of the above equation, gives the system throughput, 𝐸[𝑈], 

as, 

 𝐸[𝑈] = ∑ 𝐸[𝐼𝑗]
𝑁
𝑗=1                                 (3.7)               
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From the definition of 𝐼𝑗, 

 𝐸[𝐼𝑗] = 𝑃𝑟𝑜𝑏 (𝐼𝑗 = 1)                          (3.8) 

 P𝑟𝑜𝑏 (𝐼𝑗 = 1) = 𝑃1𝑗  ∏ ( 𝑃0𝑖 + 𝑃1𝑖)
𝑗−1
𝑖=1  

Substituting from eq. (3.2), 

 𝑃𝑟𝑜𝑏 (𝐼𝑗 = 1) =  𝜆𝑝𝑗𝑒
−𝜆𝑝𝑗  ∏ (𝑒−𝜆𝑝𝑖 + 𝜆𝑝𝑖𝑒

−𝜆𝑝𝑖)
𝑗−1
𝑖=1 ,    (3.9) 

                                                                               𝑗 > 1. 

 𝑃𝑟𝑜𝑏 (𝐼1 = 1) =  𝜆𝑝1𝑒
−𝜆𝑝1 

Therefore, 

 𝐸[𝑈] =  𝜆𝑝1𝑒
−𝜆𝑝1 + ∑ 𝜆 𝑝𝑗𝑒

−𝜆𝑝𝑗∏ (𝑒−𝜆𝑝𝑖 + 𝜆𝑝𝑖𝑒
−𝜆𝑝𝑖𝑗−1

𝑖=1 ) 𝑁
𝑗=2          (3.10)                                                  

   To determine maximum throughput of the system we take partial derivatives of the 𝐸[𝑈] in the 

above with respect to  𝑝𝑖 and set the resulting derivatives to zero. We determine 𝑝𝑖’s by solving 

(𝑁 − 1) of those equations simultaneously with the normalization condition ∑ 𝑝𝑖
𝑁
𝑖=1  =  1 and 

𝑝𝑖  ≥ 0, 𝑖 = 1. . 𝑁. We refer to resulting 𝑝𝑖s as optimal access probabilities and they determine the 

maximum throughput. 

2.3.2 Determining received power levels for decoding  

    In this subsection, we determine the required receive power levels at the BS for successful 

decoding of the signals. First, we determine the SINR at each power level. Let 𝜙𝑖 denote SINR at 

power level i. Assuming that higher powered signals have been removed from the received signal 

and that there is a single transmission at power level i, then, 

                𝜙𝑖 =
𝐿𝑖

𝑁0+∑ 𝜆𝑝𝑗𝐿𝑗
𝑁
𝑗=𝑖+1

  ,    𝑖 = 1. . 𝑁                      (3.11) 

    The summation in the above will be zero if its lower limit is higher than its upper limit. 

Assuming that the SINR threshold to decode a signal successfully is 𝛾, then we should have, 

                 𝜙𝑖 ≥ 𝛾,    𝑖 = 1. . 𝑁                                            (3.12) 
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    We determine the minimum received power at each level by setting 𝜙𝑖 = 𝛾, 𝑖 = 1. . 𝑁. Then 

(3.11) gives us N linear equations with N unknowns in 𝐿𝑖, 𝑖 = 1. . 𝑁. The simultaneous solution of 

these equations gives us minimum required receive power at each level.  

2.3.3 Numerical results  

    Next, we present numerical results for this case. Initially, we assume that there are two power 

levels, N=2. Fig. 2.1 shows the plot of throughput from (3.10) as a function of the probability that 

a user chooses power level 1 for transmission with packet arrival rate as a parameter. As may be 

seen, the throughput of the system drops with increasing probability of users choosing power level 

1 as the packet arrival rate increases. It is also seen that maximum throughput depends on the 

arrival rate and maximum throughput does not occur at equal access probabilities. 

Next, we determine the optimal access probabilities and the maximum throughput as explained 

following eq. (3.10). Fig. 2.2 presents plot of the optimal access probabilities as a function of the 

packet arrival rate. As may be seen, a user chooses the two power levels with equal probability 

under light load but the probability that power level 1 is chosen decreases as the traffic load 

increases. This is essentially a rational choice since if a transmission at power level one is not 

successful, the transmission at power level two cannot be successful.  

Fig. 2.3 presents plot of the throughput as a function of packet arrival rate both for the optimal 

and uniform access probabilities. In uniform access, a user is equally likely to choose each of the 

power levels. As may be seen, maximum throughput has a peak at about 2 packets/slot arrival rate 

for both cases. This peak is slightly higher for optimal than uniform access, although, this peak is 

slightly lower than twice the maximum throughput of a slotted Aloha channel. While the throughput 

of the uniform access probability drops to zero as the traffic load increases, the throughput of the 

optimal access probabilities drops down to the maximum throughput of a slotted Aloha channel. 

These numerical results validate that the optimal choice of the access probabilities results in better 

throughput performance and the throughput does not collapse under medium to heavy traffic loads. 



20 

 

 

Fig. 2.1. Throughput as a function of probability that a user chooses power level 𝐿1 for N =2 power levels with 

arrival rate as a parameter. 

 

Fig. 2.2. Optimal access probabilities to a power level, 𝑝𝑖 , as a function of the traffic arrival rate for N = 2 power 

levels.  
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Fig. 2.3.  Throughput as a function of packet arrival rate for optimal and uniform access probabilities for N = 2 

power levels. 

 Next, we present the corresponding results for N=3 power levels. Fig. 2.4 plots the optimal 

access probabilities as a function of packet arrival rate. The access probabilities have equal values 

under very light loading, but 𝑝1, 𝑝2 decrease while 𝑝3increases as the packet arrival rate increases. 

The optimization keeps reducing values of  𝑝1, 𝑝2 as the arrival rate increases so that successful 

packet transmission can be maintained at power levels 𝐿1, 𝐿2.  

 Fig. 2.5 plots the maximum throughput as a function of packet arrival rate both for optimal 

and uniform access probabilities. The behavior of the throughput in this figure and the throughput 

of higher levels are very similar to that in Fig. 2.3. As may be seen, the maximum throughput has 

a peak that has a value close to three times the maximum of a slotted Aloha channel and it occurs 

at a arrival rate slightly higher than 2 packets/slot. Also, maximum throughput asymptotically 

approaches to a value slightly lower than twice the maximum throughput of a slotted ALOHA  

channel as traffic load increases under optimal access. On the other hand, maximum throughput 

drops to zero with packet arrival rate under uniform access.  

 Similar system response is observed for 𝑁 = 4, 5 power levels, wherein the optimization 

tends to reduce the load in lower power levels and redirect the traffic towards the ultimate power 

level, which is depicted in Fig 2.6 and Fig. 2.8.  
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 From the above, for any number of power levels N, the throughput is maximized when the 

system tries to reduce the number of collisions in the preliminary power levels, so that transmission 

through higher power levels will be successful. It can be seen that maximum throughput  has a 

value slightly less than N times maximum throughput of slotted Aloha protocol. As the packet 

arrival rate increases maximum throughput decreases but it is lower bounded by N-1 times 

throughput of slotted Aloha protocol. 

 

 

 

Fig. 2.4. Optimal access probabilities to a power level, 𝑝𝑖 , as a function of the traffic arrival rate for N = 3 power 

levels.  
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Fig. 2.5. Throughput as a function of packet arrival rate for optimal and uniform access probabilities for N = 3 

power levels. 

 

 

Fig. 2.6. Optimal access probabilities to a power level, 𝑝𝑖 , as a function of the traffic arrival rate for N = 4 power 

levels. 
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Fig. 2.7. Throughput as a function of packet arrival rate for optimal and uniform access probabilities for N = 4 

power levels. 

 

 

Fig. 2.8. Optimal access probabilities to a power level, 𝑝𝑖 , as a function of the traffic arrival rate for N = 5 power 

levels. 
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Fig. 2.9. Throughput as a function of packet arrival rate for optimal and uniform access probabilities for N = 5 

power levels. 

2.4 Case 2: A user may not always transmit its packet  

 The case where a user always transmits in a slot, has the disadvantage that there will be 

always collision at the Nth power level under heavy loads. This could be avoided if a user is given 

the option of not transmitting during a slot. A packet chosen not to be transmitted will be 

unsuccessful and will be lost. Clearly, this approach does not benefit the user making this choice, 

but it improves overall system performance.  

2.4.1 Throughput Optimization  

 The throughput of this scheme is still given by eq. (2.10). Let us define 𝑝0 to denote the 

probability that a user will choose not to transmit its packet during a slot, then the normalization 

condition is given by, 

 ∑ 𝑝𝑖
𝑁
𝑖=0 = 1 (3.13) 

 In this case, the optimal access probabilities that maximize the throughput may be 

determined through the following constrained optimization problem, 
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max𝐸[𝑈],

∀∑ 𝑝𝑖
𝑁
𝑖=1  ≤ 1, 𝑝𝑖 ≥ 0, 𝑖 = 1. . 𝑁  

                (3.14) 

 The 𝑝0 is determined from eq. (3.13) after the solution of the above optimization problem. 

We note that the equations (3.11), (3.12) still apply in determining the minimum power levels for 

this case. 

2.4.2 Numerical results  

 From the solution of optimization problem in eq. (3.14), we obtain the optimal access 

probabilities and the maximum throughput for systems with N=2, 4 and 6 power levels. Fig.  2.10 

to Fig. 2.12 plot optimal access probabilities as a function of the packet arrival rate for each of the 

power levels. As may be seen, probability that a user will choose not to transmit its packet, 𝑝0, is 

zero under light loading but increases as the load increases. Fig. 2.13 presents the throughput of 

the system as a function of the packet arrival rate for N=2 ,3, 4 and 6, respectively. It may be seen 

that the throughput of the system initially increases with the traffic load until it reaches to a plateau. 

From the comparison of the curves for N =2 in Fig. 2.3 and Fig. 2.7, this plateau occurs at the peak 

of the previous case where each user always transmits during a slot. 

 

Fig. 2.10. Optimal access probabilities as a function of the packet arrival rate for N = 2 power levels. 



27 

 

 

Fig. 2.11. Optimal access probabilities as a function of packet arrival rate for N = 4 power levels. 

 

Fig. 2.12. Optimal access probabilities as a function of packet arrival rate for N = 6 power levels. 
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Fig. 2.13. Throughput as a function of the packet arrival rate for N=2, 3, 4 and 6 power levels 

2.4.3 Determining received power for Level 1 decoding  

    Next, we present results for the received power for level one, 𝐿1, assuming that a user may 

choose not to transmit its packet. We assumed that the noise spectral density is normalized to 𝑁0 =

1. We note that in these figures received signal at lowest power level equals to the SINR threshold 

value, 𝐿𝑁 = 𝛾, and the value corresponds to the required received power if the user was the only 

one accessing to the channel. Fig. 2.14  plots 𝐿1 as a function of packet arrival rate for different 

SINR threshold values, and N=4. It may be seen that the required power level increases initially 

with the packet arrival rate but then it levels off. It is also seen that 𝐿1 ≫ 𝐿𝑁 as the arrival rate 

increases. Fig. 2.15 plots 𝐿1as a function of the number of power levels, N, for a fixed value of 

SINR threshold and packet arrival rate as a parameter. It is again seen that 𝐿1increases with the 

number of power levels. Fig. 2.16 presents averaged received power as a function of the packet 

arrival rate for N= 4 power levels and SINR as a parameter. NOMA provides better performance 

but at the expense of higher power consumption. 
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Fig. 2.14. Received power level 𝐿1 as a function of the packet arrival rate for N=4 power levels with threshold SINR 

as a parameter. 

 

Fig. 2.15. Received power at power level 𝐿1 as a function of the number of power levels for fixed value of SINR, 

𝛾 = 3 and packet arrival rate as a parameter. 
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Fig. 2.16. Average received power level 𝐿1 as a function of the packet arrival rate for N=4 power levels with 

threshold SINR as a parameter. 

2.5 Conclusion  

In this chapter, we studied a single channel slotted Aloha PD-NOMA system with packet 

loss. The new packets arrive to the system according to a Poisson process and each packet belongs 

to a different user. Each packet is transmitted only once and if the transmission is not successful, 

then the packet is lost. We devised an optimization problem that maximizes the overall throughput 

of the system with the user access probabilities to the power levels as variables. The solution of 

the optimization problem results in the optimal access probabilities that maximizes the throughput. 

It is shown that this optimization provides better throughput performance compared to uniform 

access to the power levels. The maximum throughput is almost N times higher than maximum 

throughput of slotted Aloha protocol for a system with N power levels and it decreases with 

increasing arrival rate but it is lower bounded by N-1 times maximum throughput of slotted Aloha 

protocol. The optimization is also altered for optional transmission of packets which reduces the 

loss of packets and thus, increases the throughput and efficiency of the system. In this case, the 

maximum throughput has the same value as non-optional packet transmission case, but maximum 

throughput does not drop with increasing arrival rate. We have also determined the minimum 

required received power at the BS for the highest power level. It is shown that the required received 

power increases with the number of power levels and with the traffic load.  
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Chapter 3 

3 Modeling of a NOMA system without 

packet losses  

3.1 Introduction  

    This chapter extends the results of the previous chapter to a NOMA system without 

packet losses. As before each user may only have a single packet to transmit at any time.  The 

users choose a power level randomly and transmit their packets synchronously. A packet remains 

in the system until successfully decoded by the receiver. The optimal power level choice that 

maximizes throughput of the system is determined and compared with uniform choice of power 

levels under two cases. In one case, a user always has to transmit its packet and in the other case 

it may choose not to transmit its packet. The required received power levels for decoding at the 

receiver are also determined.  

 However, in this model, we assume that the packets that cannot be transmitted successfully 

during a slot remains in the system. Thus, in each slot, the left-over packets from the previous slot 

and new arriving packets contend for transmission. As before it is assumed that each packet 

belongs to a different user. The objective of the following analysis is determining the PGF of the 

distribution of the number of packets in the system assuming that the access probabilities are 

chosen optimally in each slot such that the number of packets transmitted during that slot is 

maximized. As a result, the optimal access probabilities during a slot will depend on the number 

of packets contending during that slot.  

3.2 Mathematical model  

 The model of the previous chapter presented in section 2.1 remains valid in this chapter.  

In summary, there are N power levels and 𝐿𝑖 denotes the received power at level i at the base 

station. The time-axis is slotted, and the transmission time of a packet takes a single slot. It is 

assumed that each user may have a single packet to transmit during a slot, therefore the number of 
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users with packets and total number of packets to be transmitted during a slot are same. The 

received signal at level i has higher power than the signal at level i+1,  𝐿𝑖 > 𝐿𝑖+1 and a user chooses 

to transmit its packet at power level 𝐿𝑖 with probability 𝑝𝑖 during a slot. It is assumed that the 

arrival of new users with packets to transmit during a slot is given by a Poisson distribution with 

parameter λ packets/slot. The transmission of a packet will be successful if the packet can be 

decoded by the receiver. A packet will remain in the system until it can be decoded successfully 

by the receiver. In each slot, leftover packets from the previous slot and new arriving packets will 

contend for successful transmission. Next let us introduce the new notation needed for the analysis, 

 

𝑛𝑖 : number of packets in the system at the end of ith slot. 

𝑎𝑖 : number of new arriving packets to the system during slot i. 

𝐼𝑖 : number of packets successfully transmitted during slot i. 

𝑀

∶ maximum  number of contending packets for which success probability is not constant.  

𝐴𝑚 = Prob( 𝑚 new users with packets arriving during a slot). 

𝑞𝑘𝑗 = Prob ( j successful packet transmissions during a slot given that there were k packets at the 

beginning of a slot) 

𝑞𝑗 = Prob ( 𝑗 packets being transmitted successfully during a slot) 

𝜋𝑘 = Prob(there are 𝑘 packets in the system at the steady-state). 

We note that 𝑞𝑘𝑗will be zero for 𝑘 < 𝑗. Since at most a single packet may be transmitted at each 

power level, then 𝑗 ≤ 𝑁. Let us define matrix of transition probabilities of 𝑞𝑘𝑗 referred as success 

probabilities, for upto k packets in the system, 

 𝑄𝑘 = [

𝑞00 ⋯ 𝑞0𝑁
⋮ ⋱ ⋮
𝑞𝑘0 ⋯ 𝑞𝑘𝑁

]                                                                             (3.1)  
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3.2.1 Derivation of the PGF of the number of packets in the system  

 In this section, we will derive PGF of the number of packets in the system at the steady-

state. We choose the end of slots as the imbedding points, then the number of packets in the system 

at the end of i+1st slot is given by the following equation, 

 𝑛𝑖+1 = 𝑛𝑖 − 𝐼𝑖+1 + 𝑎𝑖+1                                            (3.2) 

where 𝐼𝑖+1 ≤ min (𝑛𝑖, 𝑁). 

Let us define, 𝑄𝑖(𝑧) as the PGF of the distribution of the number of packets in the system at the 

end of ith slot, then, 

  

𝑄𝑖(𝑧) = 𝐸[𝑧
𝑛𝑖] =  ∑ 𝑧𝑘 𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)∞

𝑘=0                                         (3.3) 

Then from eq. (3.2), 

 𝑄𝑖+1(𝑧) = 𝐸[𝑧𝑛𝑖−𝐼𝑖+1+𝑎𝑖+1]                                                        (3.4) 

 We assume that the number of new arrivals during a slot are independent of the number of 

packets in the system, further number of arrivals in each slot are independent of the arrivals in the 

other slots, 

 𝑄𝑖+1(𝑧) = 𝐸[𝑧
𝑛𝑖−𝐼𝑖+1]𝐴(𝑧)                                                               (3.5) 

where,   𝐴(𝑧) = 𝐸[𝑧𝑎𝑖] 

 𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘, 𝐼𝑖+1 = 𝑗)
𝑁
𝑗=0

∞
𝑘=0                                      (3.6) 

 𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑃𝑟𝑜𝑏(𝐼𝑖+1 = 𝑗|𝑛𝑖 = 𝑘)𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)
𝑁
𝑗=0

∞
𝑘=0  

We know that, 

 𝑞𝑘𝑗 = 𝑃𝑟𝑜𝑏(𝐼𝑖+1 = 𝑗|𝑛𝑖 = 𝑘) 

 𝐸[𝑧𝑛𝑖−𝐼𝑖+1] =∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)
𝑁

𝑗=0

∞

𝑘=0

 (3.7) 

 We expect that as k gets larger, probabilities  𝑞𝑘𝑗 asymptotically will become independent 

of k.  Let us assume that for some value of M, probabilities 𝑞𝑘𝑗 become independent of k. Since 
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maximum number of packets that can be successfully transmitted is N,  clearly, we should have 

𝑀 > 𝑁. 

 Let us assume that  𝑞𝑘𝑗 = 𝑞(𝑀+1)𝑗    for 𝑘 > 𝑀 and let   𝑞𝑗 = 𝑞(𝑀+1)𝑗  , as a result, the 

above equation may be written as, 

 𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘) + ∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)
𝑁
𝑗=0

∞
𝑘=𝑀+1

𝑁
𝑗=0

𝑀
𝑘=0    (3.8)

𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘) + ∑ ∑ 𝑧𝑘−𝑗𝑞𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)
𝑁
𝑗=0

∞
𝑘=𝑀+1

𝑁
𝑗=0

𝑀
𝑘=0         (3.9)                            

𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘) + ∑ 𝑧−𝑗𝑞𝑗 ∑ 𝑧𝑘∞
𝑘=𝑀+1 𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)

𝑁
𝑗=0

𝑁
𝑗=0

𝑀
𝑘=0  

  𝐸[𝑧𝑛𝑖−𝐼𝑖+1] = ∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘) + ∑ 𝑧−𝑗𝑞𝑗[𝑄𝑖(𝑧) −
𝑁
𝑗=0

𝑁
𝑗=0

𝑀
𝑘=0

∑ 𝑧𝑘𝑀
𝑘=0 𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)] 

(3.10) 

Substituting eq. (3.10) in eq. (3.5) gives, 

  𝑄𝑖+1(𝑧) = {∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘) + ∑ 𝑧−𝑗𝑞𝑗[𝑄𝑖(𝑧) −
𝑁
𝑗=0

𝑁
𝑗=0

𝑀
𝑘=0

∑ 𝑧𝑘𝑀
𝑘=0 𝑃𝑟𝑜𝑏(𝑛𝑖 = 𝑘)]}𝐴(𝑧)  

 

(3.11) 

At the steady-state, 

Let 𝜋𝑘 = 𝑃𝑟𝑜𝑏(𝑛 = 𝑘) 

 𝑄(𝑧) = 𝐸[𝑧𝑛] =  ∑ 𝑧𝑘 𝑃𝑟𝑜𝑏(𝑛 = 𝑘)∞
𝑘=0                                                                  (3.12) 

Taking limit in eq. (3.11) as 𝑖 → ∞, 

 𝑄(𝑧) =
{𝑧𝑁{∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝜋𝑘

𝑁
𝑗=0

𝑀
𝑘=0 }−{∑ 𝑧𝑁−𝑗𝑞𝑗∑ 𝑧𝑘𝑀

𝑘=0 𝜋𝑘
𝑁
𝑗=0 }}𝐴(𝑧)

𝑧𝑁−∑ 𝑞𝑗𝑧
𝑁−𝑗𝐴(𝑧)𝑁

𝑗=0

 (3.13) 

 The above equation gives us PGF of the number of packets in the system at the steady-

state. However, the above PGF has (M+1) unknowns, 𝜋𝑘 , 𝑘 = 0. .𝑀. The denominator of the PGF 

has N roots within the unit circle. One of those roots is zero, which is also a root of the numerator. 

However, the other roots give us N-1 equations.  Thus, we need M+1-(N -1) = M+2-N more 

equations to determine the unknowns. 
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 Next, we will apply the normalization condition 𝑄(𝑧)|𝑧=1 = 1 to determine one of the 

equations involving the unknowns. Since 𝑄(𝑧)|𝑧=1 results in 0 0⁄  indeterminacy, we apply 

L’Hôpital’s rule, 

{{∑ ∑ 𝑞𝑘𝑗𝜋𝑘 ((𝑘 − 𝑗 + 𝑁)𝑧
(𝑘−𝑗+𝑁−1))𝑁

𝑗=0
𝑀
𝑘=0 − ∑ 𝑞𝑗𝑧

𝑁−𝑗 ∑ 𝑘𝑧𝑘−1𝜋𝑘 − ∑ 𝑞𝑗(𝑁 −
𝑁
𝑗=0

𝑀
𝑘=0

𝑁
𝑗=0

𝑗)𝑧𝑁−𝑗−1∑ 𝑧𝑘𝜋𝑘
𝑀
𝑘=0 } 𝐴(𝑧) + {𝑧𝑁{∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝜋𝑘

𝑁
𝑗=0

𝑀
𝑘=0 } − {∑ 𝑧𝑁−𝑗𝑞𝑗  

𝑁
𝑗=0 ∑ 𝑧𝑘𝑀

𝑘=0 𝜋𝑘}} 𝐴
′(𝑧) =

𝑁𝑧𝑁−1 − [𝐴(𝑧)∑ (𝑁 − 𝑗)𝑧𝑁−𝑗−1𝑞𝑗
𝑁
𝑗=0 + 𝐴′(𝑧)∑ 𝑧𝑁−𝑗𝑞𝑗  

𝑁
𝑗=0 ]}|

𝑧=1
 (3.14)  

After substituting z = 1 in the above, 

∑ ∑ 𝑞𝑘𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)
𝑁
𝑗=0

𝑀
𝑘=0 − ∑ 𝑞𝑗 ∑ 𝑘𝜋𝑘 − ∑ 𝑞𝑗(𝑁 − 𝑗)∑ 𝜋𝑘

𝑀
𝑘=0

𝑁
𝑗=0

𝑀
𝑘=0

𝑁
𝑗=0 = 𝑁 −

[∑ (𝑁 − 𝑗)𝑞𝑗
𝑁
𝑗=0 + 𝐴′(1)∑ 𝑞𝑗  

𝑁
𝑗=0 ]  (3.15) 

Since ∑ 𝑞𝑗  
𝑁
𝑗=0 = 1, we have the following equation derived from the normalization condition, 

∑ ∑ 𝑞𝑘𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)
𝑁
𝑗=0

𝑀
𝑘=0 − ∑ 𝑘𝜋𝑘 − ∑ (𝑁 − 𝑗)𝑞𝑗 ∑ 𝜋𝑘

𝑀
𝑘=0

𝑁
𝑗=0

𝑀
𝑘=0 = 𝑁 − ∑ (𝑁 − 𝑗)𝑞𝑗

𝑁
𝑗=0 −

𝐴′(1)   (3.16) 

3.2.2 Application of homogeneous Markov chain analysis  

Since the number of packets in the system follows a Markov chain at the end of slots, the steady-

state distribution of the number of packets also satisfies the following equation, 

 𝜋 = 𝜋P (3.17) 

 where,     𝜋 = [𝜋0, . . , 𝜋𝑘 … . . ] and P is the transition probability matrix of the system. From eq. 

(3.17), 

 𝜋𝑘 = ∑ ∑ 𝜋𝑖𝑞𝑖𝑗𝐴𝑘−(𝑖−𝑗) + ∑ 𝜋𝑘𝑞𝑖(𝑖−𝑘)𝐴0
𝑘+𝑁
𝑖=𝑘+1

𝑖
𝑗=0

𝑘
𝑖=0  ,    𝑘 = 0. . 𝑀 + 1 − 𝑁            (3.18)           

 We note that the above M+2-N equations only involve the unknowns 𝜋𝑘 , 𝑘 = 0. .𝑀 and 

thus do not introduce any new unknowns. Thus, these equations together with the equations from 

the roots of the denominator provide enough number of equations to determine all the unknowns. 
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3.2.3 Average mean packet delay  

Next, we will determine average number of users in the system, �̅� , which is given by,                 

 �̅� =
𝑑𝑄(𝑧)

𝑑𝑧
|
𝑧=1

                                                                                             

Let us write 𝑄(𝑧) in eq. (3.13) as, 

 𝑄(𝑧) =
𝑈

𝑉
 , 

Where,  

𝑈 = {𝑧𝑁{∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝜋𝑘
𝑁
𝑗=0

𝑀
𝑘=0 } − {∑ 𝑧𝑁−𝑗𝑞𝑗 ∑ 𝑧𝑘𝑀

𝑘=0 𝜋𝑘
𝑁
𝑗=0 }} 𝐴(𝑧)      

 𝑉 = 𝑧𝑁 − ∑ 𝑞𝑗𝑧
𝑁−𝑗𝐴(𝑧)𝑁

𝑗=0   

Thus, 

 
𝑑𝑄(𝑧)

𝑑𝑧
= 

𝑉𝑈′−𝑈𝑉′

𝑉2
 (3.19) 

The above equation  leads to 0 0⁄   indeterminate form at z=1 because  𝑉|𝑧=1 = 0 and 𝑈|𝑧=1 = 0. 

Thus, we apply L’Hôpital’s rule,  

 
𝑑𝑄(𝑧)

𝑑𝑧
= 

𝑉𝑈′′−𝑈𝑉′′

2𝑉𝑉′
 (3.20) 

The above also results in the indeterminant form at z=1, as a result applying L’Hôpital’s rule 

again to eq. (3.20), 

 
𝑑𝑄(𝑧)

𝑑𝑧
= 

𝑉𝑈′′′+𝑉′𝑈′′−𝑈𝑉′′′−𝑈′𝑉′′

2[𝑉𝑉"+(𝑉′)2]
 

Thus, average number of users in the system is given by, 

 �̅� =
𝑑𝑄(𝑧)

𝑑𝑧
|
𝑧=1

= 
𝑉′𝑈′′−𝑈′𝑉′′

2(𝑉′)2  
|
𝑧=1

 (3.21) 
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Where, 

 𝑈′ =  

{
 
 

 
 𝐴

′(𝑧){∑ ∑ 𝑧𝑘−𝑗+𝑁𝑞𝑘𝑗𝜋𝑘
𝑁
𝑗=0

𝑀
𝑘=0 } − {∑ 𝑞𝑗 ∑ 𝑧𝑘−𝑗+𝑁𝑀

𝑘=0 𝜋𝑘
𝑁
𝑗=0 }

+𝐴(𝑧){
∑ ∑ 𝑞𝑘𝑗𝜋𝑘 ((𝑘 − 𝑗 + 𝑁)𝑧

(𝑘−𝑗+𝑁−1))𝑁
𝑗=0

𝑀
𝑘=0

−∑ ∑ 𝑞𝑗𝜋𝑘 ((𝑘 − 𝑗 + 𝑁)𝑧
(𝑘−𝑗+𝑁−1))𝑀

𝑘=0
𝑁
𝑗=0

}

}
 
 

 
 

 

 𝑉′ =  𝑁𝑧𝑁−1 − [𝐴(𝑧)∑ (𝑁 − 𝑗)𝑧𝑁−𝑗−1𝑞𝑗
𝑁
𝑗=0 + 𝐴′(𝑧)∑ 𝑧𝑁−𝑗𝑞𝑗  

𝑁
𝑗=0 ] 

  𝑈′|𝑧=1 = 𝐴
′(1)∑ ∑ 𝑞𝑘𝑗𝜋𝑘

𝑁
𝑗=0

𝑀
𝑘=0 − ∑ 𝜋𝑘

𝑀
𝑘=0 ∑ ∑ 𝑞𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)

𝑀
𝑘=0

𝑁
𝑗=0 −

                         ∑ ∑ 𝑞𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)
𝑀
𝑘=0

𝑁
𝑗=0  

  𝑉′|𝑧=1 =  𝑁 − ∑ (𝑁 − 𝑗)𝑞𝑗
𝑁
𝑗=0 − 𝐴′(1) 

𝑈"|𝑧=1 = 𝐴
′(1) {∑∑(𝑞𝑘𝑗 − 𝑞𝑗)𝜋𝑘((𝑘 − 𝑗 + 𝑁))

𝑁

𝑗=0

𝑀

𝑘=0

}

+ 𝐴′(1) {∑∑(𝑞𝑘𝑗 − 𝑞𝑗)𝜋𝑘((𝑘 − 𝑗 + 𝑁))

𝑁

𝑗=0

𝑀

𝑘=0

}

+ {∑∑(𝑞𝑘𝑗 − 𝑞𝑗) 𝜋𝑘((𝑘 − 𝑗 + 𝑁)(𝑘 − 𝑗 + 𝑁 − 1))

𝑁

𝑗=0

𝑀

𝑘=0

} 

 𝑉"|𝑧=1 = ∑ ∑ 𝑞𝑘𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)
𝑁
𝑗=0

𝑀
𝑘=0 − ∑ ∑ 𝑞𝑗𝜋𝑘(𝑘 − 𝑗 + 𝑁)

𝑀
𝑘=0

𝑁
𝑗=0  (3.22) 

Finally, from the Little’s formula mean packet delay is given by, 

 �̅� =
�̅�

𝜆
 (3.23) 

    Next, we will consider three methods for user access to the power levels. We will determine 

user access probabilities to power levels for each of these methods. 

3.2.4 User access probabilities  

    First, we will determine the throughput of the system, average number of packets that may be 

successfully transmitted during a slot, for a given number of packets in the system.  Then, we will 

consider three methods for the user choice of power levels. Next, we will determine 𝑞𝑘𝑗 as a 

function of the access probabilities for each value of k. Let us define, 
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𝑘𝑖 : number of packets choosing power level i.   

 �⃗� = (𝑘1, . . , 𝑘𝑖, . . , 𝑘𝑁) = the components of this vector correspond to the number of users 

choosing each power level.  

The joint distribution of the number of users that has chosen each power level is given by the  

multinomial distribution, 

 𝑓(�⃗� ) = (
𝑘

�⃗� 
)∏ 𝑝𝑖

𝑘𝑖𝑁
𝑖=1  

where , 𝑘 = ∑ 𝑘𝑖
𝑁
𝑖=1 . 

Let 𝑖∗ denote the power level that the first collision occurs, it means no collision in power levels, 

𝑖 = 1. . 𝑖∗ − 1. This means that 𝑘𝑖 ≤ 1 for 𝑖 = 1. . 𝑖∗ − 1. 

𝑢�⃗�  = number of packets successfully transmitted at the system state �⃗� . Then, 

 

 𝑢�⃗� = ∑ 𝑘𝑖
𝑖∗−1
𝑖=1                                                                        (3.24) 

and,      

 𝑃𝑟𝑜𝑏(𝑢�⃗� ) = 𝑓(�⃗� )                                                                                 (3.25) 

Let us define 𝑈𝑘 as the number of successfully transmitted packets given that there are k contending 

packets. Then, we have,  

 

 𝑞𝑘𝑗 = 𝑃𝑟𝑜𝑏(𝑈𝑘 = 𝑗)  (3.26)  

but we have, 

 𝑃𝑟𝑜𝑏(𝑈𝑘 = 𝑗) = ∑ 𝑃𝑟𝑜𝑏(𝑢�⃗� = 𝑗)�⃗� 
∀ (𝑢

�⃗⃗� 
=𝑗)

                                               

Substituting from eq. (3.25) 

 𝑃𝑟𝑜𝑏(𝑈𝑘 = 𝑗) = ∑ 𝑓(�⃗� )�⃗� 
∀ (𝑢

�⃗⃗� 
=𝑗)

    (3.27) 

but we have,  
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   𝑞𝑘𝑗 = 𝑃𝑟𝑜𝑏(𝑈𝑘 = 𝑗)                                                                                     

Then expected number of packets successfully transmitted is given by, 

 𝐸[𝑈𝑘] = ∑ 𝑗𝑞𝑘𝑗
𝑁
𝑗=0                                                                                 (3.28) 

 𝐸[𝑈𝑘] = ∑ 𝑗 ∑ 𝑓(�⃗� )�⃗� 
∀ (𝑢

�⃗⃗� 
=𝑗)

𝑁
𝑗=0                                                           (3.29) 

    Thus, the above equation determines throughput of the system, average number of packets that 

may be transmitted during a slot, for given number of packets in the system as a function of the 

user access probabilities for the choice of power levels. Next, we will consider three methods for 

the choice of user access probabilities. 

3.3 Methods of determining user access probabilities  

3.3.1 Optimal User access probabilities with non-optional transmit  

3.3.1.1 Analysis   

    In this method, a user chooses access probabilities such that throughput of the system is 

maximized for a given number of packets in the system. In this method, all the users with packets 

transmit their packets in each slot. Thus, we determine values of user access probabilities that 

maximizes average number of packets that may be successfully transmitted during a slot. We take 

partial derivatives of 𝐸[𝑈𝑘] wrt access probabilities and set them to zero. Simultaneous solution 

of (N-1) of those equations together with the normalization condition determine optimal access 

probabilities.  

                 
𝜕𝐸[𝑈𝑘]

𝜕𝑝𝑖
= 0   ,    𝑖 = 1. . 𝑁       and       ∑ 𝑝𝑖

𝑁
𝑖=1 = 1 

Then, we determine optimal transmit probabilities from eq. (3.26) using these access probabilities 

for given number of packets. 

3.3.1.2 Numerical results and Discussion  

    First, we give results for the case of N=2 power levels. We determine the optimal access 

probabilities through solution of the maximization problem in eq. (3.28). Fig. 3.1 plots optimal 

access probabilities as a function of the number of packets in the system. As may be seen the users 



40 

 

are equally likely to choose either power level for the number of packets 𝑘 ≤ 2 in the system and, 

from there on, they choose power level two with increasing probability with the number of packets 

in the system. Then, we determine the transition probabilities 𝑞𝑘𝑗 from eq. (3.26) and eq. (3.27) 

for the optimal access probabilities.  Fig. 3.2 plots these optimal transition probabilities as a 

function of the number of packets in the system. As anticipated, these transition probabilities 

become independent of the number of packets in the system for M > 6. The corresponding 

truncated transition probability matrix, Q, is given in eq. (3.30). The transition probabilities 𝑞𝑘𝑗will 

be given by, 𝑞𝑗 = 𝑞7𝑗, for 𝑗 = 0, 1, 2 for all values of 𝑘 ≥ 𝑀. Fig. 3.3 plots the maximum 

throughput per slot as a function of the number of packets in the system. It may be seen that 

maximum throughput levels off for M > 6.  

 

 

Fig. 3.1. Optimal access probabilities as a function of the number of packets in the system for N=2 power levels 
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Fig. 3.2. Success probabilities as a function of number of packets for N=2 power levels 

                               𝑄𝑀+1 = 

[
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02
𝑞10 𝑞11 𝑞12
𝑞20 𝑞21 𝑞22
𝑞30 𝑞31 𝑞32
𝑞40 𝑞41 𝑞42
𝑞50 𝑞51 𝑞52
𝑞60 𝑞61 𝑞62]

 
 
 
 
 
 

       ⇒       𝑄𝑀+1 =

[
 
 
 
 
 
 

1 0 0
0 1 0
0.5 0 0.5

0.5556 0.4444 0
0.5781 0.4219 0
0.5904 0.4096 0
0.5981 0.4019 0 ]

 
 
 
 
 
 

                              (3.30) 

 

Fig. 3.3. Throughput as a function of the packet arrival rate for N=2 power levels 
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    The response of the system with power levels 𝑁 >  2, is akin to that of what has been discussed 

above. Fig. 3.4 depicts the optimal access probabilities of the system when 𝑁 =  3. It can be seen 

that the users have almost equal probability of choosing a power level 𝑝𝑖, at lighter loads, whereas, 

the optimization lets the system choose higher power level with a higher proabbility in order to 

retain maximum throughput. The optimal transition probabilities, 𝑞𝑘𝑗, in this case, has a striking 

increase for 𝑗 ≤ 2, and eventually becoming independent of the number of packets in the system, 

𝑘, when 𝑀 > 7. This result is outlined in fig. 3.5. The resulting truncated Q matrix is given by eq. 

(3.31).  

 

 

 

Fig. 3.4. Optimal access probabilities as a function of the number of packets in the system for N=3 power levels 

 



43 

 

 

Fig. 3.5. Success probabilities as a function of number of packets for N=3 power levels 

𝑄𝑀+1 = 

[
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03
𝑞10 𝑞11 𝑞12 𝑞13
𝑞20 𝑞21 𝑞22 𝑞23
𝑞30 𝑞31 𝑞32 𝑞33
𝑞40 𝑞41 𝑞42 𝑞43
𝑞50 𝑞51 𝑞52 𝑞53
𝑞60 𝑞61 𝑞62 𝑞63
𝑞70 𝑞71 𝑞72 𝑞73]

 
 
 
 
 
 
 

       ⇒       𝑄𝑀+1 =

[
 
 
 
 
 
 
 

1 0 0 0
0 1 0 0

0.3333 0 0.6667 0
0.4116 0.3729 0 0.2155
0.4171 0.4058 0.1770 0
0.4283 0.4076 0.1640 0
0.4357 0.4075 0.1566 0
0.4410 0.4070 0.1519 0 ]

 
 
 
 
 
 
 

                             (3.31) 

 

Fig. 3.6. Throughput as a function of the packet arrival rate for N=3 power levels 
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    Next, we present corresponding results for a system with 𝑁 = 4 and 𝑁 = 5 power levels. Fig. 

3.7 and fig. 3.10 plots optimal access probabilities as a function of the number of packets in the 

system. Fig. 3.8 and fig. 3.11 plots these optimal transition probabilities as a function of the number 

of packets in the system. It may be seen that these transition probabilities become independent of 

the number of packets in the system for M > 9 and M>12, respectively. The corresponding 

truncated transition probability matrix, Q, is given in eq. (3.32) and eq. (3.33). Fig. 3.9 and fig. 

3.12 plots the maximum throughput as a function of the number of packets in the system.  

 

 

 

 

Fig. 3.7. Optimal access probabilities as a function of the number of packets in the system for N=4 power levels 
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Fig. 3.8. Success probabilities as a function of number of packets for N=4 power levels 

𝑄𝑀+1 =

[
 
 
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03 𝑞04
𝑞10 𝑞11 𝑞12 𝑞13 𝑞14
𝑞20 𝑞21 𝑞22 𝑞23 𝑞24
𝑞30 𝑞31 𝑞32 𝑞33 𝑞34
𝑞40 𝑞41 𝑞42 𝑞43 𝑞44
𝑞50 𝑞51 𝑞52 𝑞53 𝑞54
𝑞60 𝑞61 𝑞62 𝑞63 𝑞64
𝑞70 𝑞71 𝑞72 𝑞73 𝑞74
𝑞80 𝑞81 𝑞82 𝑞83 𝑞84
𝑞90 𝑞91 𝑞92 𝑞93 𝑞94]

 
 
 
 
 
 
 
 
 

    ⇒    

[
 
 
 
 
 
 
 
 
 

1 0 0 0 0
0 1 0 0 0

0.2500 0 0.7500 0 0
0.3245 0.3046 0 0.3708 0
0.3514 0.3225 0.2515 0 0.0745
0.3461 0.3506 0.2436  0.0595 0
 0.3513 0.3577 0.2353 0.0555 0
 0.3552 0.3617  0.2297 0.0531 0
 0.3583 0.3643 0.2258 0.0515 0
0.3607 0.3660 0.2229 0.0503 0 ]

 
 
 
 
 
 
 
 
 

 (3.32) 

 

Fig. 3.9. Throughput as a function of the packet arrival rate for N=4 power levels 
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Fig. 3.10. Optimal access probabilities as a function of the number of packets in the system for N=5 power levels 

 

 

 

Fig. 3.11. Success probabilities as a function of number of packets for N=5 power levels 
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𝑄𝑀+1 =

[
 
 
 
 
 
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03 𝑞04 𝑞05
𝑞10 𝑞11 𝑞12 𝑞13 𝑞14 𝑞15
𝑞20 𝑞21 𝑞22 𝑞23 𝑞24 𝑞25
𝑞30 𝑞31 𝑞32 𝑞33 𝑞34 𝑞35
𝑞40 𝑞41 𝑞42 𝑞43 𝑞44 𝑞45
𝑞50 𝑞51 𝑞52 𝑞53 𝑞54 𝑞55
𝑞60 𝑞61 𝑞62 𝑞63 𝑞64 𝑞65
𝑞70 𝑞71 𝑞72 𝑞73 𝑞74 𝑞75
𝑞80 𝑞81 𝑞82 𝑞83 𝑞84 𝑞85
𝑞90 𝑞91 𝑞92 𝑞93 𝑞94 𝑞95
𝑞10,0 𝑞10,1 𝑞10,2 𝑞10,3 𝑞10,4 𝑞10,5
𝑞11,0 𝑞11,1 𝑞11,2 𝑞11,3 𝑞11,4 𝑞11,5
𝑞12,0 𝑞12,1 𝑞12,2 𝑞12,3 𝑞12,4 𝑞12,5]

 
 
 
 
 
 
 
 
 
 
 
 

 ⇒ 

[
 
 
 
 
 
 
 
 
 
 
 
 

1 0 0 0 0 0
0 1 0 0 0 0
0.2 0 0.8 0 0 0

0.2664 0.2565 0 0.4770 0 0
0.3054 0.2730 0.2462 0 0.1752 0
0.3024 0.2946 0.2555  0.1280 0 0.0193
 0.3006 0.3087 0.2575 0.1160 0.0170 0
 0.3031 0.3151  0.2549 0.1103 0.0163 0
 0.3052 0.3193 0.2527 0.1066 0.0159 0
0.3070 0.3224 0.2509 0.1040 0.0155 0
0.3084 0.3246 0.2494 0.1020 0.0153 0
0.3097 0.3264 0.2482 0.1005 0.0151 0
0.3107 0.3277 0.2472 0.0992 0.0149 0 ]

 
 
 
 
 
 
 
 
 
 
 
 

 

  (3.33) 

 

Fig. 3.12. Throughput as a function of the packet arrival rate for N=5 power levels 

3.3.2 Optimal user access probabilities with optional transmit  

3.3.2.1 Analysis  

    In Section 3.3.1, a user with a packet will always transmit its packet during a slot. That method 

has the disadvantage that at high loads there will be always collisions at the Nth power level. This 

could be avoided if a user is given the option of not transmitting during a slot. Evidently, there is 

no benefit to the user that chooses not to transmit its packet during a slot, but this will improve 

overall system performance.  
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    The analysis section 3.3.1 will slightly be modified to apply to this method. We handle this 

method by introducing an imaginary power level for users choosing not to transmit. Let us change 

the notation as follows,  

- 𝑝𝑖 : probability of user accessing power level i,   𝑖 = 0,… .𝑁.  

- 𝑘𝑖 : the number of users choosing power level i,   𝑖 = 0, … . 𝑁. 

-  �⃗� = (𝑘0, . . , 𝑘𝑖, . . , 𝑘𝑁) = vector of the number of users choosing each power level.  

 

    Thus, power level 𝐿0 is the imaginary power level for those users that choose not to transmit 

during a slot. The joint distribution of the number of users that has chosen each power level is 

given by the  multinomial distribution, 

 𝑓(�⃗� ) = (
𝑘

�⃗� 
)∏ 𝑝𝑖

𝑘𝑖𝑁
𝑖=0  

    As before 𝑖∗ denotes the power level that the first collision occurs at power levels 𝑖 = 1. . 𝑁 

which excludes power level zero. The remainder of equations (eq. (3.24) – eq. (3.29)) remain same 

and optimal user access probabilities are determined by maximizing average number of packets 

that may be transmitted during a slot, 𝐸[𝑈𝑘], given that there were k packets. Then, optimal user 

access probabilities may be determined as in Method i) but including power level zero, 

                 
𝜕𝐸[𝑈𝑘]

𝜕𝑝𝑖
= 0   ,    𝑖 = 0. . 𝑁       and       ∑ 𝑝𝑖

𝑁
𝑖=0 = 1 

3.3.2.2 Numerical results and Discussion  

First, we give results for the case of N=2 power levels. Fig. 3.13 plots optimal access probabilities 

from the solution of the maximization problem as a function of the number of packets in the 

system. It can be seen that the probability that a user will choose not to transmit, 𝑝0, soars up 

significantly as the number of contending packets during a slot increase. This implies that the 

system is more inclined towards not transmitting a packet when the packet queue grows.  Fig. 3.14 

plots the optimal transition probabilities as a function of the number of packets in the system. The 

graph illustrates that even for high number of packets in the system probability that a packet will 

be successfully transmitted at power level N is nonzero. Also, it is seen that the transition 

probabilities become independent of the number of packets in the system for 𝑀 >  6. The 

corresponding truncated transition probability matrix, Q, is given in eq. (3.34). Fig. 3.15 plots the 
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maximum throughput as a function of the number of packets in the system. It may be seen that 

maximum throughput levels off for M > 6.  

 Owing to the change in the Q matrix of the system, it is evident from comparing fig. 3.3 

and fig. 3.15 that, though the throughput is identical for lighter loads, there is a significant increase 

in the throughput when the system is optimized for optional transmission of packets. 

 

 

 

Fig. 3.13. Optimal access probabilities as a function of the number of packets in the system for N=2 power levels 
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Fig. 3.14. Success probabilities as a function of number of packets for N=2 power levels 

𝑄𝑀+1 = 

[
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02
𝑞10 𝑞11 𝑞12
𝑞20 𝑞21 𝑞22
𝑞30 𝑞31 𝑞32
𝑞40 𝑞41 𝑞42
𝑞50 𝑞51 𝑞52
𝑞60 𝑞61 𝑞62]

 
 
 
 
 
 

                                      𝑄𝑀+1 =

[
 
 
 
 
 
 

1 0 0
0.0001 0.9999 0
0.5 0 0.5

 0.3994 0.3938 0.2067
 0.4171 0.4058 0.1770
0.4283 0.4076  0.1640
0.4357 0.4075 0.1566]

 
 
 
 
 
 

 (3.34) 

 

Fig. 3.15. Throughput as a function of the packet arrival rate for N=2 power levels 
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Fig. 3.16 elucidates the variation of optimal access probabilities in the case of optional 

transmission of packets, when the number of power levels in the system 𝑁 = 3. An increase in the 

value of 𝑝0 is clearly inferred as the number of packets in the system increase. Fig. 3.17 plots the 

optimal transition probabilities as a function of number of packets in the system. As clearly 

illustrated by the curve, we have the Q matrix that is not varied by the increase in the number of 

packets in the system when 𝑀 > 7. The truncated Q matrix for the same is given by eq. (3.35). 

Fig. 3.18 shows the throughput of the system as a function of the number of packets in the system. 

A comparison similar to that of N = 2, can be drawn between Fig. 3.6 and Fig. 3.18, which infers 

an improvement in the system efficiency.  

 

 

 

Fig. 3.16. Optimal access probabilities as a function of the number of packets in the system for N=3 power levels 
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Fig. 3.17. Success probabilities as a function of number of packets for N=3 power levels 

𝑄𝑀+1 = 

[
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03
𝑞10 𝑞11 𝑞12 𝑞13
𝑞20 𝑞21 𝑞22 𝑞23
𝑞30 𝑞31 𝑞32 𝑞33
𝑞40 𝑞41 𝑞42 𝑞43
𝑞50 𝑞51 𝑞52 𝑞53
𝑞60 𝑞61 𝑞62 𝑞63
𝑞70 𝑞71 𝑞72 𝑞73]

 
 
 
 
 
 
 

       ⇒       𝑄𝑀+1 =

[
 
 
 
 
 
 
 

1 0 0 0
0.0001 0.9999 0 0
0.3333 0.0001 0.6666 0
0.3386 0.2884 0.2772 0.0956
0.3396 0.3355 0.2574 0.0673
0.3461 0.3506 0.2436 0.0595
0.3513 0.3577 0.2353 0.0555
0.3552 0.3617 0.2297 0.0531]

 
 
 
 
 
 
 

                             (3.35) 

 

Fig. 3.18. Throughput as a function of the packet arrival rate for N=3 power levels 
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 The system behavior is similar as N increases and the results are elucidated for number of 

power levels 𝑁 = 4, in Fig. 3.19, Fig. 3.20 and Fig. 3.21. One can observe an increase in the 

overall throughput of the system, as illustrated in Fig. 3.21. Eq. (3.36) gives the truncated Q matrix 

for the system in this case. The results for 𝑁 = 5 is outlined in Fig. 3.22, Fig. 3.23, and Fig. 3.24 

 

Fig. 3.19. Optimal access probabilities as a function of the number of packets in the system for N=4 power levels 

 

Fig. 3.20. Success probabilities as a function of number of packets for N=4 power levels 
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                    𝑄𝑀+1 = 

[
 
 
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03 𝑞04
𝑞10 𝑞11 𝑞12 𝑞13 𝑞14
𝑞20 𝑞21 𝑞22 𝑞23 𝑞24
𝑞30 𝑞31 𝑞32 𝑞33 𝑞34
𝑞40 𝑞41 𝑞42 𝑞43 𝑞44
𝑞50 𝑞51 𝑞52 𝑞53 𝑞54
𝑞60 𝑞61 𝑞62 𝑞63 𝑞64
𝑞70 𝑞71 𝑞72 𝑞73 𝑞74
𝑞80 𝑞81 𝑞82 𝑞83 𝑞84
𝑞90 𝑞91 𝑞92 𝑞93 𝑞94]

 
 
 
 
 
 
 
 
 

  ⇒  

[
 
 
 
 
 
 
 
 
 

1 0 0 0 0
0.0001  0.9999 0 0 0
0.2499 0.0001  0.7499 0 0
 0.3089 0.2571  0.1335 0.3002 0
0.2961 0.2785 0.2579 0.1408 0.0193
0.2978  0.2982  0.2601 0.1258 0.0179
0.3006 0.3087  0.2575 0.1160 0.0170
 0.3031 0.3151 0.2549 0.1103 0.0163
0.3052 0.3193 0.2527 0.1066  0.0159
 0.3070 0.3224 0.2509 0.1040 0.0155]

 
 
 
 
 
 
 
 
 

 (3.36) 

 

Fig. 3.21. Throughput as a function of the packet arrival rate for N=4 power levels 

 

Fig. 3.22. Optimal access probabilities as a function of the number of packets in the system for N=5 power levels 
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Fig. 3.23. Success probabilities as a function of number of packets for N=5 power levels 

 

𝑄𝑀+1 =

[
 
 
 
 
 
 
 
 
 
 
 
 
𝑞00 𝑞01 𝑞02 𝑞03 𝑞04 𝑞05
𝑞10 𝑞11 𝑞12 𝑞13 𝑞14 𝑞15
𝑞20 𝑞21 𝑞22 𝑞23 𝑞24 𝑞25
𝑞30 𝑞31 𝑞32 𝑞33 𝑞34 𝑞35
𝑞40 𝑞41 𝑞42 𝑞43 𝑞44 𝑞45
𝑞50 𝑞51 𝑞52 𝑞53 𝑞54 𝑞55
𝑞60 𝑞61 𝑞62 𝑞63 𝑞64 𝑞65
𝑞70 𝑞71 𝑞72 𝑞73 𝑞74 𝑞75
𝑞80 𝑞81 𝑞82 𝑞83 𝑞84 𝑞85
𝑞90 𝑞91 𝑞92 𝑞93 𝑞94 𝑞95
𝑞10,0 𝑞10,1 𝑞10,2 𝑞10,3 𝑞10,4 𝑞10,5
𝑞11,0 𝑞11,1 𝑞11,2 𝑞11,3 𝑞11,4 𝑞11,5
𝑞12,0 𝑞12,1 𝑞12,2 𝑞12,3 𝑞12,4 𝑞12,5]

 
 
 
 
 
 
 
 
 
 
 
 

 ⇒ 

[
 
 
 
 
 
 
 
 
 
 
 
 

1 0 0 0 0 0
0.0001 0.9999 0 0 0 0
0.1999 0.0001 0.7999 0 0 0
0.2664 0.2565 0.0001 0.4770 0 0
0.2680 0.2445 0.2203 0.1959 0.0711 0
0.2660 0.2597 0.2453  0.1719 0.0534 0.0035
 0.2669 0.2701 0.2511 0.1598 0.0477 0.0040
 0.2683 0.2770  0.2528 0.1527 0.0447 0.0042
 0.2696 0.2818 0.2533 0.1480 0.0429 0.0042
0.2707 0.2853 0.2532 0.1447 0.0416 0.0042
0.2717 0.2880 0.2530 0.1421 0.0406 0.0042
0.2726 0.2901 0.2528 0.1402 0.0399 0.0042
0.2734 0.2918 0.2525 0.1386 0.0393 0.0042]

 
 
 
 
 
 
 
 
 
 
 
 

 

  (3.37) 
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Fig. 3.24. Throughput as a function of the packet arrival rate for N=5 power levels 

3.3.3 Uniform user access probabilities with non-optional transmit  

3.3.3.1 Analysis  

 In this method, a user chooses power levels uniformly. As in the previous methods, joint 

probability distribution of the number of packets being transmitted at each power level during a 

slot is given by the multinomial distribution. Assuming that a user with a packet always transmits 

during a slot, then we have, 𝑝𝑖 =
1

𝑁
, 𝑖 = 1. . 𝑁. Thus, transmit probabilities are determined from 

eq. (3.26) with 𝑝𝑖 =
1

𝑁
, 𝑖 = 1. . 𝑁. 

 For this access method PGF of the probability distribution of the number of packets in the 

system may be simplified as follows. For this method for the number of packets in the system more 

than M, probability of transmitting packets successfully drops down to zero, thus , 𝑞0 = 1. As a 

result, eq. (3.13) simplifies to, 

 𝑄(𝑧) =
{∑ ∑ 𝑧𝑘−𝑗𝑞𝑘𝑗𝜋𝑘−∑ 𝑧𝑘𝑀

𝑘=0 𝜋𝑘
𝑁
𝑗=0

𝑀
𝑘=0 }𝐴(𝑧)

1−𝐴(𝑧)
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Since 𝑞0 = 1, we assume that in a stable system, 𝜋𝑘 = 0 for 𝑘 > 𝑀. Thus, we can write down the 

equations for 𝜋 = 𝜋𝑃 for 0 ≤ 𝑘 ≤ 𝑀 and solve these equations together with the normalization 

condition to determine unknown probabilities. 

3.3.3.2 Numerical results and Discussion  

    Next, we present transition probabilities for uniform access method for systems with number of 

power levels 𝑁 = 2 to 𝑁 = 5. Fig. 3.25 presents plot of the transition probability as a function of 

the number of packets in the system for a system with N = 2. It can be seen that the probability of 

successful packet transmission goes to zero with increasing number of packets in the system. Fig. 

3.26 plots the throughput of the system as a function of the number of packets in the system. It 

may be seen that throughput drops to zero with increasing number of packets in the system. 

 

 

Fig. 3.25. Success probabilities as a function of number of packets for N=2 power levels 
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Fig. 3.26. Throughput as a function of the packet arrival rate for N=2 power levels 

In Fig.  3.27 and Fig. 3.28, we present the transmit probabilities and throughput as a function of 

the number of packets in the system for N=3 power levels. As before, it may be seen that 

probability of successful packet transmission and therefore throughput goes down to zero for 

increasing number of the packets in the system. 

 

Fig. 3.27. Success probabilities as a function of number of packets for N=3 power levels 
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Fig. 3.28. Throughput as a function of the packet arrival rate for N=3 power levels 

In Fig. 3.29 and Fig. 3.30, we present the transmit probabilities and throughput as a function of the 

number of packets in the system for N=4 power levels. As before, it may be seen that probability 

of successful packet transmission and therefore throughput goes down to zero for increasing 

number of the packets in the system. 

 

Fig. 3.29. Success probabilities as a function of number of packets for N=4 power levels 
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Fig. 3.30. Throughput as a function of the packet arrival rate for N=4 power levels 

 

Fig. 3.31. Success probabilities as a function of number of packets for N=5 power levels 
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Fig. 3.32. Throughput as a function of the packet arrival rate for N=5 power levels 

3.3.4 Numerical results for the mean packet delay  

    Following the determination of the optimal transition probabilities, we determined the (M+1) 

unknowns in the PGF of the distribution of the number of packets in the queue given by eq. (3.13). 

First, we determined N-1 roots of the denominator of the PGF within the unit circle. Then, we 

obtained N-1 equations through substitution of these roots into the numerator and M+2-N equations 

from eq. (3.16). Then, we determined M+1 unknowns in the PGF through the simultaneous 

solution of these M+1 equations.  

    Fig. 3.33, Fig. 3.34, and Fig. 3.35 plot the average packet delay as a function of the packet arrival 

rate for the three user access methods for number of power levels N=2, 3 and 4, respectively. As 

may be seen, average packet delay increases with increasing arrival rate, however, while N=2 

system saturates at the arrival rate of 𝜆𝑚𝑎𝑥 ≈ 0.1 packets/slot, N=3 system saturates at the arrival 

rate of 𝜆𝑚𝑎𝑥 ≈ 0.35 packets/slot N=4 system saturates at the arrival rate of 𝜆𝑚𝑎𝑥 ≈ 0.6 

packets/slot. It may be seen that optimal optional transmit gives the best packet delay performance, 

then optimal non-optional transmit and uniform access providing the worst performance. 
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Fig. 3.33. Average packet delay as a function of the packet arrival rate for number of power levels N=2  

 

Fig. 3.34. Average packet delay as a function of the packet arrival rate for number of power levels N=3 
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Fig. 3.35. Average packet delay as a function of the packet arrival rate for number of power levels N=4 

3.4 Conclusion  

 In this chapter, we proposed a lossless model of a single channel PD-NOMA system. We 

assumed that each user may have at most single packet waiting to be transmitted at any time. The 

number of new packet arrivals to the system during a slot is according to a Poisson process. We 

explicate a mathematical model for the number of packets in the system by imbedding a 

homogenous Markov chain at the end of the slots. We derived the PGF of the number of packets 

in the system at the steady-state and determined enough number of equations to solve for the 

unknowns in the PGF. Then, we obtained the mean packet delay from the PGF of the number of 

packets in the system through application of the Little’s result. Results are demonstrated and 

compared across three different access methods to the power levels, optimal access with 

nonoptional transmission, optimal access with optional transmission and uniform access with 

nonoptional transmission. The numerical results show that optimal access with optional 

transmission gives the best throughput performance.  
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Chapter 4 

4 Conclusion and Future Work  

In this thesis, we consider a single channel slotted Power Domain NOMA model, with non-

uniform power level selection and CSI-aware multiple users. In chapter 2, we developed a 

throughput optimization model for a system with packet losses and analyzed the performance on 

the basis of packet transmission probability. Numerical results corroborate that the system serves 

better with optional transmission of packets with optimal user access probabilities. The maximum 

throughput is almost N times higher than maximum throughput of slotted Aloha protocol for a 

system with N power levels and it decreases with increasing arrival rate but it is lower bounded by 

N-1 times maximum throughput of slotted Aloha protocol. The trade-off between NOMA 

efficiency and power level consumption has also been explicated. Results reveal that the received 

signal power varies proportionally with traffic load and number of power levels. 

In chapter 3, the aforementioned mathematical model is extended  to adapt a lossless model 

and the system is solved for unknown power level access probabilities using PGF and 

homogeneous Markov chain equations. Average number of successfully transmitted packets is also 

determined as a function of power level access probabilities and the solution is utilized to obtain  

the results. Results are demonstrated and compared across three different access methods to the 

power levels, optimal access with nonoptional transmission, optimal access with optional 

transmission and uniform access with nonoptional transmission. The numerical results show a 

better performance in throughput when the user chooses the power levels optionally. Average 

mean delay is also compared between various methods of user transmission, which corroborates 

the fact that uniform power level access provides the least numbers in efficiency and performance 

parameters. 

While our thesis brings robust new evidence and evaluation results, the data here is limited 

to transcriptional level and some assumptions. The knowledge of number of user equipment having 

packets to transmit is still a concern in a distributed system. Future studies should focus on 

deployment of an unambiguous model, with a message-aware and user-aware distributed system. 
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This work should be extended to higher layer model and must consider, the complex parameters 

like attenuation losses and optimal power allocation. The lossless model should also allow for the 

possibility of optimal power allocation for critical messages, so that there is minimal latency in 

high priority deployment such as military applications. With huge amount of data packets and a 

congestive system, one can collect the data regarding the collision time, duration, and access 

probability and conveniently extend the model to learn and take measures against collisions pre-

emptively, and facilitate towards a predictive maintenance model.  
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