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Abstract

IMAGE-BASED FORCE ESTIMATION AND HAPTIC RENDERING FOR
ROBOT-ASSISTED CARDIOVASCULAR INTERVENTION

Amir Hooshiar, Ph.D.

Concordia University, 2021

Clinical studies have indicated that the loss of haptic perception is the prime limitation of robot-assisted

cardiovascular intervention technology, hindering its global adoption. It causes compromised situational

awareness for the surgeon during the intervention and may lead to health risks for the patients. This doctoral

research was aimed at developing technology for addressing the limitation of the robot-assisted intervention

technology in the provision of haptic feedback. The literature review showed that sensor-free force estimation

(haptic cue) on endovascular devices, intuitive surgeon interface design, and haptic rendering within the sur-

geon interface were the major knowledge gaps. For sensor-free force estimation, first, an image-based force

estimation methods based on inverse finite-element methods (iFEM) was developed and validated. Next, to

address the limitation of the iFEM method in real-time performance, an inverse Cosserat rod model (iCORD)

with a computationally-efficient solution for endovascular devices was developed and validated. Afterward,

the iCORD was adopted for analytical tip force estimation on steerable catheters. The experimental studies

confirmed the accuracy and real-time performance of the iCORD for sensor-free force estimation. After-

ward, a wearable drift-free rotation measurement device (MiCarp) was developed to facilitate the design of

an intuitive surgeon interface by decoupling the rotation measurement from the insertion measurement. The

validation studies showed that MiCarp had a superior performance for spatial rotation measurement com-

pared to other modalities. In the end, a novel haptic feedback system based on smart magnetoelastic elas-

tomers was developed, analytically modeled, and experimentally validated. The proposed haptics-enabled

surgeon module had an unbounded workspace for interventional tasks and provided an intuitive interface.

Experimental validation, at component and system levels, confirmed the usability of the proposed methods

for robot-assisted intervention systems.
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δũFEM Increment of nodal displacement vector

ε Residual deformation, residual internal force and moment

ζ Traction coefficient

ϑ Poisson’s ratio

θ Polar angle in spherical and cylindrical coordinates, pitch angle

κ Total curvature

κg Geodesic curvature

κn Normal curvature

λ Curvature control parameter for Bezier shape interpolation

λ1,2,3 Principal stretches

Λ Left Cauchy-Green deformation tensor, Rotation matrix

Λij ij−th component of rotation matrix

µ Statistical mean

µ0 Magnetic permeability of vacuum

µr Relative magnetic permeability

µf Dynamic coefficient of friction

ξk k−th Gauss node for Gauss quadrature

Π Functional for tip force estimation

ρ Density, radial distance in spherical coordinates

σ Statistical standard deviation

σi Normal true stress at inner radius

τg Geodesic torsion

ϕ Bending angle, roll angle

χ Parameterized deformation vector of centerline

ψ Yaw angle

Ψ Camera calibration matrix, magnetic energy

xxiii



ω Angular velocity vector

Ω Force indicator, stain energy

Ω? Total amended free energy function

English Symbols

a Acceleration

b Magnetic field intensity

bΘ Angular component of the magnetic field intensity

bn Vector of Bernstein polynomials

bR Radial component of the magnetic field intensity

bZ Longitudinal component of the magnetic field intensity

c Centerline of deformed B-spline

c? Centerline of undeformed B-spline

C Right Cauchy-Green deformation tensor

d1,2,3 Orthonormal vectors of Darboux frame

dFSLP Location of force on FSLP sensor

Dr Diameter of the active roller
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Chapter 1

Introduction

1.1 Background

Cardiovascular diseases (CVDs) are the prime cause of death globally[1]. Amongst different car-

diovascular diseases, the most prevalent is the coronary artery stenoses (CAS) [1]. Both genetic

and epigenetic factors might contribute to the development and extension of a CAS, e.g. sex [2],

smoking [3], obesity[4], inadequate physical activity [5], hypertension [6], and diabetes [7].

Following the discovery of the blood-thinning effects of heparin in 1915, medications became the

first medical intervention to treat CAS [8]. In 1950, Vineburg and Buller were the first surgeons who

used an arterial bypass to re-establish the blood flow downstream to a stenosis [9]. This procedure

soon became the gold standard in the treatment of CAS. However, it was associated with a relatively

high mortality rate at that time [9]. Dotter et al. reported the first application of a minimally invasive

surgery (MIS) approach for revascularization in 1964 [10]. Demonstration of success in the extrem-

ities, e.g., femoral, renal, and carotid arteries, led to the first percutaneous transluminal coronary

angioplasty (PTCA) by Andreas Gruenzing, Zurich, Switzerland in 1977 [11]. This procedure is

also referred to as percutaneous coronary intervention (PCI). A similar transluminal treatment of

non-coronary arteries is recognized as the percutaneous peripheral intervention (PPI).

During a PCI, the femoral or radial artery of the patient is punched to make a port of access to the

artery. Afterward, a short introducer sheath is placed into the port to secure it and reduce the friction.
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Subsequently, a guiding catheter along with a metallic guide-wire is introduced into the artery pass-

ing through the introducer sheath. The guide-wire and catheter are manipulated and steered under

live x-ray imaging, i.e., fluoroscopy, to access the site of a stenosis. Ultimately balloon angioplasty

and/or stent implantation is performed at the discretion of surgeon [11, 12].

Improvement of the techniques and promising clinical outcomes led to the significant expansion of

PCI and PPI. This expansion, inevitably, demanded more hours of operation for surgeons and sur-

gical staff. Because of the significant dosage of ionizing radiation, surgeons and surgical staff are

exposed to various health risks must wear very heavy lead aprons to protect their vital organs, e.g.,

thyroid, heart, lungs, breasts, genitals. A typical set of aprons, i.e., a chest vest and a skirt, weighs

more than 7 kg. Many studies have reported a significant correlation of orthopedic diseases with

the time of wearing lead aprons [13, 14]. Physical demand, along with risks exposed to pregnancy

because of X-ray radiation, has significantly reduced the number of female cardiac interventionists

[15, 16]. Furthermore, etiological studies emphasize that due to the risks of infection, cataract, and

skin anomalies, the catheterization laboratory (cathlab) is recognized as a high-risk environment

for surgeons and staff [13, 14]. The available literature is rich in evidence to this stipulation, e.g.,

50% chance of orthopedic diseases, 5% of radiation-related skin diseases, and 5.5% of cataract,

needle sticking, and glove perforation [17, 18]. In addition to that, needle stick injury and glove

perforation are among the infection hazards with rates of 0.6% and 1%, respectively. Additionally,

complications due to the imprecise localization of stenosis, inaccurate length estimation, and stent

misplacement are among the most reported risks for patients undergoing PCI [19]. Furthermore,

patients are exposed to continuous X-ray during PCI. Also, in complex or multi-stage operations,

excessive injection of contrast agents is a risk factor. These agents are radiopaque and are used to

visualize the blood flow in X-ray [20]. Nephropathies, secondary to the clearance of contrast agent

from kidneys, have been reported in PCI patients[20].

To alleviate these problems, the first robot-assisted cardiovascular intervention system was intro-

duced to reduce health risks for patients, occupational hazards for surgeons, and improve the sur-

geon’s dexterity and precision. Such systems have utilized a surgeon—patient architecture for per-

forming a telerobotic cardiovascular intervention. As depicted in Fig. 1.1, this configuration reduced

X-ray exposure to the surgeon and staff; however, introduced new health risks to the patient, mainly
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(a)

(b)

Figure 1.1: Schematic view of X-ray exposure to a surgeon and assistant in (a) conventional cardio-
vascular intervention, and (b) robot-assisted cardiovascular intervention.

due to the loss of haptic feedback during the procedure.

Based on the results, the reviewed literature were categorized under surgical instrumentation, sur-

gical planning and assistance, mechanisms and robotics, vascular contact mechanics, clinical and

post-market surveillance, or ergonomics and occupational safety areas. Furthermore, the most in-

vestigated topics in each research area are categorized in Fig. 1.2. Researchers may find this layout

utile for expediting a literature exploration.
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Figure 1.2: Research areas in the literature pertinent to robot-assisted cardiovascular intervention.
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1.1.1 Robot-assisted Cardiovascular Interventions: System Overview

Robot-assisted cardiovascular intervention systems are mainly utilized for three major procedures:

percutaneous coronary intervention (PCI), percutaneous peripheral intervention (PPI), electrophys-

iologic intervention (EPI). For the sake of brevity, these procedures are referred to as robotic PCI,

robotic PPI, robotic EPI, hereinafter.

From 2000 to 2019, various remote-control robotic catheterization systems were developed to alle-

viate some of the risks associated with conventional cardiovascular interventions. Ernst et al. [21]

investigate the applicability of such systems for electrophysiological mapping and radio-frequency

ablation in 2003. This study was the first robotic EPI procedure and served as a cornerstone for fur-

ther development of the first non-navigated endovascular robotic catheter system by Hansen Medical

in 2004, i.e., SenseiRoboticsTM Catheter System, Hansen Medical, Mountain View, CA, USA.

The development of the first robotic PCI system was accelerated since 2004, aspired by the promis-

ing results of robotic EPI. Beyar et al. [22] performed the first robotic PCI on human subjects in

2006. The first generation of remote-control robot used by Beyar et al. consisted of an operator

module and a patient module. The operator module was equipped with a touch screen monitor and

a joystick, and the patient module was a three degree-of-freedom (DOF) robot. It was capable of in-

sertion, withdrawal, and rotation of a guidewire and endoluminal device, e.g., balloon catheter[22].

It was initially introduced as a remote navigation system (RNS), but after modifications and further

development, it was launched as the first commercial robotic PCI system in 2012, CorPathTM200,

Corindus Inc., Waltham, MA, USA. At the time of its launch, CorPathTM200 was cleared by

FDA solely intended for robotic PCI procedures; however, its last generation, CorPathTMGRX, was

granted FDA approval for robotic PPI procedures in 2016.

Later in 2013, Hansen Medical, Mountain View, CA, USA, launched MagellanTM vascular robotic

system, was approved for robotic PPI. Both CorPathTM200 and MagellanTM employ a surgeon-

patient teleoperation system design. However, their compatible catheters and driving mechanisms

differ. More specifically, MagellanTM, can only accommodate its compatible catheters while CorPathTM200

and CorPathTMGRX are capable handling commercially available cardiac catheters.

In contrast to the generic cardiac catheters, the distal tip of MagellanTM catheters can actively be
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Figure 1.3: System components of a CorPathTMGRX robotic PCI system. (Courtesy of Corindus
Inc., Waltham, MA, USA).

steered to bend about two perpendicular axes using a cable-driven mechanism [23]. This feature

enables the surgeon to introduce the catheter while it is steered towards the target distally. This

functionality could not be achieved using the conventional catheters which were guided proximally

(from the portion outside the patient’s body). Fig. 1.3 represents the system components of a robotic

PCI procedure at cathlab.

1.1.2 Robot-assisted Cardiovascular Interventions: Clinical Outcomes and Limita-

tions

Early clinical outcomes of the robotic PCI in human subjects were assuring and encouraging [22,

24, 25]. Weisz et al. [25] reported a success rate of 98.8% for robotic PCI in an early pivotal study

on 164 patients in 2013. Their results showed that robotic intervention with CorPathTM200 was

effective and successful in the reduction of X-ray exposure to the surgeon by 95% [25]. Others

have also investigated the effectiveness of robotic PCI in increasing the precision of stent placement

[26, 27], decreasing occupational hazards [28], and X-ray exposure to surgeon [29].

Based on this survey, it is evident that the majority of clinical researchers advocate this technology

based on its efficacy in risk reduction and enhancing precision. Some even have referred to the

robotic PCI as ”the dawn of a new era” [30]. On the other hand, some studies escalate serious
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doubt about its long-term efficiency. The latter studies mainly express concern about the cost bur-

den [31, 32] and loss of haptic feedback [28, 32].

Despite this conflict of opinion, a recent study revealed that the use of robotic PCI, both in num-

ber and variety of procedures, is increasing [33]. Also, recent advancements in teleoperation for

robotic PCI has raised hopes for telestenting [34, 35]. However, the gap between critical and in-

favor opinions amongst clinicians is still large [32, 35]. One of the common grounds between the

advocates and critiques is the recognition of the loss of haptic feedback as the prime limitation

of current technology and a significant barrier for global expansion robot-assisted cardiovascular

interventions [32, 33, 35].

1.1.3 Necessity for Haptic Feedback and Challenges

Serious concerns about the loss of haptic feedback during robotic interventions are expressed in

clinical investigations [36–39]. Seto et al. [32], and Smilowitz et al. [28] have likened the robotic

intervention without haptic feedback to a blind control of catheter and guidewire. The first diffi-

culty inherited by the loss of haptic feedback in robotic intervention is the poor hand-eye coordina-

tion [40]. Consequently, a surgeon’s geometric perception of the catheter and vessels gets limited

[39, 41–44]. It is also postulated to contribute to the oversteering of the endovascular devices and

vascular rupture [45]. Furthermore, studies have shown that significant risk of embolization, per-

foration, thrombosis, and dissection is associated with excessive contact force between the catheter

and vascular wall [41–43, 45, 46]. Uncertainty about the catheter insertion force and depth is re-

ported as causes of withdrawal of the robotic procedures[17, 32, 35, 39]. Rafii-Tari et al. [42] have

recently identified significantly different force-time signatures between novice and expert interven-

tionists in five common robotic interventional procedures. They also have observed that the pulling

force for novices group was up to six times larger than experts. On the other hand, other studies have

reported up to 76% reduction in the contact force between catheter and vessel by providing force

feedback to a surgeon in a simulated aortic cannulation [43, 47]. Also, studies have revealed that

the effectiveness of robotic EPI procedures is significantly dependent on the ability of the surgeon

to maintain the contact force in the range of 20 ± 10 grf[48, 49]. Furthermore, a recent study has

shown that surgeons’ motor reaction to the catheter force is almost three times faster than visual
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reaction time. This postulates the possibility of early risk prevention with haptic feedback [50].

Therefore, the role of haptic feedback in the safety and effectiveness of robotic interventions is

evident.

Researchers have investigated various approaches and methods to tackle this problem; however,

haptic feedback, and consequently haptic teleoperation, is yet to be embedded in the commercially

available systems. Currently available robotic PCI systems, i.e. CorPath
TM

200 and CorPath
TM

GRX,

are not equipped with haptic feedback. However, intended for robotic EPI, IntelliSensce R© system,

integrated on Sensei X R© robotic system (Hansen Medical, Mountain View, CA, USA), provides

force feedback to surgeon’s hand. Nevertheless, the main limitation of force feedback in Sensei X R©

is that it only provides distal force, i.e., feedback taken from the tip of the catheter. This provides

the surgeon with a feeling of the contact status at the tip of the catheter, not the insertion force.

Therefore, the author would consider that as tactile feedback rather than haptic.

In Sensei X R© robotic system, the force feedback is estimated based on a mechanical model of

the catheter tip. Sensei X R© robotic system utilizes a custom designed family of steerable catheters,

i.e. Artisan R©. This catheter has a tendon-driven tip which has a large work-space inside the atria.

A mechanical model based on multi-body dynamics is used to estimate the force at the tip of the

catheter based on the tendon tension. Camarillo et al. [23] and Ganji and Janabi-Sharifi [51] have

postulated two methods for this purpose. Although some EPI catheters, e.g. TactiCath R© with

TactiSys
TM

system (St. Jude Medical Inc., MI, USA), are capable of providing real-time force mea-

surement, these catheters are yet to be integrated in robotic EPI systems. A comprehensive review

on steerable and force measuring catheters, modeling approaches and methods was published by

Awaz et al. [52].

Despite the advancements, Guo et al. has reported that the force feedback in the current robotic

intervention systems is often assessed as inaccurate [46]. The reason might be related to either the

location for which the force feedback is estimated, i.e., the tip of the catheter, or the type of haptic

cue, i.e., vibration, delivered to the surgeon. As stated earlier, the force feedback in Sensei X R© is

estimated for the tip of Artisan R© catheter; nevertheless, surgeons are used to feel the insertion force

at the vascular access port along with vibrational tactile cues [41]. This haptic perception might be

perceived as different from the surgeons’ experiences. This exemplifies the importance of proper

8



definition and assessment of haptic feedback in robot-assisted cardiovascular interventions. Besides,

the lack of systematic investigation on the choice of reference point for haptic feedback is evident

in the literature. Interested researchers would find a comprehensive review of the taxonomy and

clinical outcomes of different commercially available robotic systems in [41] and [17], respectively.

1.2 Motivation

Based on the literature review, sensor-free force estimation (haptic cue) on endovascular devices,

intuitive surgeon interface design, and compatible haptic rendering modality with the surgeon inter-

face were the major knowledge gaps. Thus, the motivation of this doctoral research was to address

these limitations. In the following, the rationale and motivation of this research are summarized:

(1) Robot-assisted cardiovascular intervention (RCI) provides superior surgical accuracy and ra-

diation safety for patients and surgeons. Clinical studies have indicated that the main technical

limitation hindering the global adoption of this technology is the loss of intraoperative haptic

perception for surgeons. The main haptic perception mechanism involved in perceiving the

insertion force of endovascular devices is through exteroception [53]. Studies, e.g., [42], have

shown that the most significant haptic cue during the cardiovascular interventional procedures

is the insertion force felt by the surgeon intraoperatively. Thus, a method to measure or es-

timate the insertion force and render it as haptic feedback to the surgeons is a clinical need.

Currently, the commercial sensor-embedded catheters are capable of measuring forces on the

catheters. However, their usability for haptic provision is limited due to:

(a) they measure internal forces of the catheter at a limited number of points along the

catheter, e.g., tip forces, while the contact forces may occur and change at multiple

points along the catheter intraoperatively,

(b) their indication for use is limited only to radio-frequency ablation procedures, while RCI

systems are general-purpose and may be used for other procedures, e.g., percutaneous

cardiovascular interventions,

(c) their structure, thus their exhibited deformation with insertion force, is different than
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conventional catheters as they are actively steerable, e.g., through tendon-driving, while

the conventional catheters deform passively in response to insertion force and lateral

contact forces.

(2) Moreover, measuring the insertion force at the insertion point of the catheter to the patient’s

body is not a viable solution. User studies, e.g., [41], have shown that surgeons have not per-

ceived this mode of force feedback intuitive mainly due to the pollution of the force measure-

ment with high frictional forces within the RCI system. Thus, a sensor-free force estimation

method capable of real-time performance is of high clinical relevance for haptic rendering.

(3) Another motivation of this study was to avoid introducing a new technological requirement,

e.g., custom-designed catheters, to the surgical workflow. RCI systems have already dis-

rupted the conventional intervention workflow by requiring multiple preoperative setting up

steps. Thus, it was motivated that the proposed force estimation should work with the avail-

able hard and soft resources within the interventional workflow. Given that the use of X-ray

imaging (fluoroscopy) is a standard-of-care, the proposed force estimation methods in this

research were merely image-based and could function with the intraoperative images. Also,

the compatibility of the proposed methods with the typical conventional endovascular devices

was at the core of this research.

(4) Also on this note, it was considered that the proposed force estimation methods should not

rely on any a-priori knowledge of the patient’s anatomy. A critical limitation of the previous

studies on force estimation on endovascular devices is their dependency on preoperative com-

puted tomography (CT-) or magnetic resonance imaging (MRI-) scan to obtain the patient’s

vasculature shape. In practice, generally neither CT- or MRI-scan is required for cardiovas-

cular intervention procedures. Given the fact that the majority of the patients undergoing

interventional procedures are in critical conditions, there is practically no time for an unnec-

essary preoperative imaging.

(5) Furthermore, the state-of-the-art designs of the surgeon interface for RCI systems are either

non-intuitive, e.g., knobs, or have usability limitations, e.g., limited insertion stroke. In fact,
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the provision of favorable haptic feedback through the currently-available surgeon interfaces

is not feasible. Surgeons are used to holding long flexible endovascular devices in hand and

insert and rotate those into the patient’s body as much as required and without spatial limi-

tation. However, the current interface designs do not allow the surgeon to maneuver the en-

dovascular devices as they would normally do during manual surgery. On top of that, because

of the fundamental differences between the kinematics of conventional catheterization and

the developed surgeon interfaces, the currently available surgeon interfaces do not provide a

favorable platform for haptic augmentation.

(6) To design a more intuitive surgeon interface, some studies have proposed to use a rotary

encoder stacked on a linear stage to measure the insertion stroke and rotation, e.g., [54].

Apart from the limitation of the stroke course in such designs, a haptic feedback system on

this design requires to overcome the inertia of the rotary measurement system. Thus, the

haptic force feedback is affected by the inertial of the rotation measurement. In this research,

it was motivated to decouple the rotation measurement from insertion measurement to avoid

the coupling effect.

(7) The most adopted technique for haptic rendering in medical robotics is through direct force

reflection (DFR) by controlling the torque of one or multiple DC-motor assembled in a kine-

matic chain with its end-effector at the hand of the user, e.g., surgeon. Torque control of

DC-motors is an active process that requires constant current feeding to the motors. Also, the

robustness and stability of the current control loop for force rendering require accurate system

modeling and noise filtering, especially when subjected to large desired force gradients. As

an alternative, to improve robustness and to simplify the force control framework, another

motivation of this research was to develop a novel semi-active haptic rendering modality to

couple with the proposed surgeon interface.

1.3 Research Objectives

To address the identified knowledge gaps, stated in Sec. 1.2 the specific objectives of this research

were:
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(1) To identify the design requirements pertinent to the provision of haptic feedback for robot-

assisted cardiovascular intervention procedures, e.g., haptic cue, operational range, required

accuracy, haptic rendering modality, surgeon module workspace, and refresh rate.

(2) To conceptualize, design, and validate an alternative system configuration for the robot-

assisted cardiovascular intervention systems that can accommodate the design requirements

of image-based haptic feedback.

(3) To develop, implement, and validate force estimation methods to estimate contact and inser-

tion force along with the endovascular devices that:

(a) are purely image-based and compatible with 2D fluoroscopy images available at catheter-

ization labs,

(b) are independent of a-priori knowledge of the patient’s anatomy,

(c) can be used for both conventional and steerable endovascular devices,

(d) can be solved fast to perform in real-time, i.e., minimum refresh rate of 25 Hz, and

(e) are accurate with less than 10% error of full-scale within the operational range of inser-

tion forces, i.e., 0–2 N.

(4) To develop, implement, and validate a technology to decouple the rotation measurement from

insertion measurement at the surgeon module that:

(a) is drift-free to avoid the temporal error accumulation,

(b) can be used for multiple consecutive and continuous rotations of the endovascular de-

vices in space without workspace limitation,

(c) is accurate with less than 10% error, and

(d) can exhibit a refresh rate of at least 25 Hz.

(5) To develop, implement, and validate an intuitive surgeon module that:

(a) is haptics-enabled,

(b) its haptic rendering is accurate with less than 10% error of the desired force,
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(c) can exhibit a haptic rendering refresh rate of at least 25 Hz,

(d) its force rendering range is compatible with the operational insertion forces, i.e., 0–2 N,

(e) can work with the commercially available endovascular devices, e.g., catheters and

guidewires, and

(f) provides an unbounded continuous workspace for rotation and insertion degrees of free-

dom.

1.4 Research Scope

To attain the research objectives, the scope of this research was:

(1) Developing a force estimation method for endovascular devices based on inverse finite-element

method (iFEM) that included:

(a) image-based shape estimation based on stereo-vision and 3D Bezier shape interpolation,

(b) derivation of the continuum mechanics-based balance equations for the endovascular

devices considering large deformations,

(c) development of a computationally-efficient inverse solution to determine the location

and magnitude of contact forces,

(d) verification of the developed solution scheme through comparison with commercial

finite-element softwares, and

(e) simulation-based and experimental validation of the proposed force estimation method

for interventional tasks.

(2) Developing a force estimation method for endovascular devices based on inverse Cosserat rod

model (iCORD) for non-steerable devices that included:

(a) image-based shape estimation based on stereo-vision and 3D Bezier shape interpolation,

(b) derivation of the continuum mechanics-based balance equations for the endovascular

devices considering large deformations,
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(c) development of a computationally-efficient inverse solution to determine the location

and magnitude of contact forces, and

(d) experimental validation of the proposed force estimation method for interventional tasks.

(3) Adapting the developed force estimation method for endovascular devices based on inverse

Cosserat rod model (iCORD) for steerable catheters that included:

(a) image-based shape estimation based on stereo-vision and 3D Bezier shape interpolation

with constant bending curvature assumption,

(b) derivation of the continuum mechanics-based balance equations for the steerable catheters

considering the constant bending curvature,

(c) analytical solution of the inverse model to determine the magnitude of the tip contact

force, and

(d) simulation-based and experimental validation of the proposed force estimation method

for interventional tasks.

(4) Developing an integral-free spatial rotation measurement through stereo-accelerometry for

decoupling the rotation measurement from insertion measurement that included:

(a) developing a wearable device to decouple the inertia of the rotation measurement from

surgeon interface,

(b) proposing an integral-free method to measure the spatial orientation of wrist through

stereo-accelerometry and sensor fusion,

(c) proposing a fast, easy, and one-time calibration for the proposed device,

(d) artificial neural network (ANN-) based implementation of the proposed sensor fusion

for fast real-time performance, and

(e) demonstration of the feasibility of integrating the proposed wearable device for inter-

ventional tasks.

(5) Developing a haptics-enabled surgeon module based on magnetostriction of magnetoelastic

elastomers that included:
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(a) multi-physics continuum mechanics-based modeling of the magnetoelastic behavior of

the magnetorheological elastomers,

(b) analytical solution of the developed magnetoelastic model for the magnetostriction phe-

nomenon in the magnetorheological elastomer,

(c) generation of a radial magnetic field using permanent magnets without a need for induc-

tion coils,

(d) proposing and prototyping a mechatronics system for force rendering,

(e) integration of the proposed surgeon interface with a representative RCI system and its

experimental validation interventional tasks, and

(f) assessment of the feasibility of integrating the proposed surgeon interface with the

iCORD force estimation for interventional tasks.

1.5 Thesis Contributions

To the best of the author’s knowledge, this study was the first to address the limitation of haptic

feedback provision for RCI systems with a top-to-bottom systemic approach. In this study, first,

the main technological gaps that had hindered the haptic provision were identified. Afterward,

a new system design for incorporating the image-based haptic provision in the RCI systems was

proposed. Next and based on the proposed system design, the required system components, i.e.,

image-based force estimation, decoupled drift-free rotation measurement, haptics-enabled intuitive

surgeon interface, were developed and validated. In addition, each of the developed components

was integrated with the proposed system design and their performances were studied at the system

level.

With respect to addressing the knowledge gaps in the available literature, the main contributions

and novelties of this research were in:

(1) Derivation of differential geometry-based kinematics (Bezier spline) of endovascular devices

with large deformation, which allowed for unifying the rigorous definition of small and large

deformations.
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(2) Development and validation of sensor-free, robust, and accurate force estimation methods

for steerable and non-steerable endovascular devices based on Cosserat rod model. Cosserat

rod provided a single set of governing equations for small and large deformations of the

endovascular devices. Also, it allowed for the incorporation of the Bezier spline kinematics

to achieve real-time performance for force localization and estimation.

(3) Incorporation of Bezier spline-based kinematics with continuum mechanics-based balance

equations which allowed for fast parallelized global optimization of the contact forces.

(4) Development and validation of an integral-free spatial rotation measurement based on stereo-

accelerometry. To the best of the author’s knowledge, the concept of stereo-accelerometry

and integral-free rotation measurement is unprecedented in the literature.

(5) Adoption of a learning-based (ANN-based) sensor-fusion technique for rotation measurement

in real-time without a need for attitude resetting.

(6) Development and validation of a wearable device for robust and unbounded rotation mea-

surement of endovascular devices. Thanks to the wearable design of the developed device,

its inertial was decoupled from the insertion measurement system, thus the proposed force

rendering system did not require to compensate for the inertia of the rotation measurement

system.

(7) Development and analytical solution of a multi-physics-based model for the mechanical be-

havior of magnetorheological elastomers. The obtained multi-physics-based analytical model

of the magnetorheological elastomers allowed for adopting an accurate physics-based calibra-

tion model for the developed haptic device.

(8) Development and validation of a magnetostriction-based haptic rendering system with simple

structure and control method. To the best of the author’s knowledge, the proposed design con-

cept, the proposed method for radial magnetic field generation, and the validated analytical

model are unprecedented in the literature.
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1.7 Thesis Layout

This thesis is prepared in manuscript-based style according to the ”Thesis Preparation and Thesis

Examination Regulations (version-2020) for Manuscript-based Thesis” of the School of Graduate

Studies of Concordia University. It includes eight chapters and one appendix. In the continuation

of this thesis:

Chapter 2 presents the results of a critical literature review of haptic telerobotic cardiovascular

intervention technology with regards to the state-of-the-art, modeling approaches, methods, and

knowledge gaps, published in IEEE Reviews in Biomedical Engineering journal:

(1) A. Hooshiar, S. Najarian, and J. Dargahi. Haptic telerobotic cardiovascular intervention:

A review of approaches, methods, and future perspectives. IEEE Reviews in Biomedical

Engineering, 13:32–50, 2020 [62].

The second author of [62] contributed as a scientific advisor.

Chapter 3 presents the development and validation of an image-based force estimation method

based on inverse finite-element method (iFEM) partly presented during the 2018 Hamlyn Sympo-

sium on Medical Robotics, London, UK:
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(1) Amir Hooshiar, Naghmeh M Bandari, and Javad Dargahi. Image-based estimation of contact

forces on catheters for robot-assisted cardiovascular intervention. In Proc. Hamlyn Symp.

Med. Robot., pages 119–120, 2018 [74].

The second author of [74] assisted in the selection of hardware components for the development of

the setup for 2D validation using force-sensing linear potentiometers.

Chapter 4 presents the development and validation of an image-based force estimation method

based on inverse Cosserat rod model (iCORD) for non-steerable endovascular devices, under review

(revision requested) as an original research article in IEEE Transactions on Robotics journal:

(1) Amir Hooshiar, Javad Dargahi, and Siamak Najarian. Real-time image-based force estima-

tion along endovascular devices using inverse cosserat rod model (icord) for robot-assisted

cardiovascular interventional surgery. IEEE Transactions on Robotics, Revision requested,

2021 [58].

The second author of [58] contributed as a scientific advisor.

Chapter 5 presents the development and validation of an image-based force estimation method

based on inverse Cosserat rod model (iCORD) for steerable catheters, partly published in Soft

Robotics journal, partly presented during 2020 IEEE Conference on Biomedical Innovation and

Applications, Varna, Bulgaria, and partly filed in two provisional patents with the United States

Patent and Trademark Office (USPTO):

(1) Amir Hooshiar, Amir Sayadi, Mohammad Jolaei, and Javad Dargahi. Accurate estimation of

tip force on tendon-driven catheters using inverse cosserat rod model. In 2020 International

Conference on Biomedical Innovations and Applications (BIA), pages 37–40. IEEE, 2020

[66],

(2) Amir Hooshiar, Mohammad Jolaei, and Javad Dargahi. Sensor-free force control of tendon-

driven ablation catheters through position control and contact modeling, January 17 2020. US

Patent application no. 62/962522 [56],

(3) Amir Hooshiar, Mohammad Jolaei, and Javad Dargahi. Sensor-free force and position con-

trol of tendon-driven catheters through interaction modeling, January 11 2021. US Patent
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application no. 63/136100 [55].

(4) Mohammad Jolaei, Amir Hooshiar, Javad Dargahi, and Muthukumaran Packirisamy. Toward

task autonomy in robotic cardiac ablation: Learning-based kinematic control of soft tendon-

driven catheters. Soft Robotics, Accepted(2020.0006), 2020 [64],

The author’s contributions in [64] were in the rigorous derivation of the kinematics of the catheter

and workspace analysis (included in Chapter 5). The second and third authors of [66] assisted

in the deployment of the developed software for image-processing and in the preparation of the

validation test setup, respectively.

Chapter 6 presents the development and validation of an integral-free wearable device, as a part

of the surgeon interface, published as an original research article in IEEE/ASME Transactions on

Mechatronics:

(1) Amir Hooshiar, Amir Sayadi, Javad Dargahi, and Siamak Najarian. An integral-free rotation

measurement method via stereo-accelerometery with application in robot-assisted catheter

intervention. IEEE/ASME Transactions on Mechatronics, In-press, 2021 [59].

The second author of [59] assisted in the deployment of the developed artificial neural network on

the wearable device and during the remote data-acquisition for the validation study.

Chapter 7 presents the development and validation of an intuitive surgeon interface, partly pub-

lished in Material Science and Engineering: C, partly published as an original research article in

Mechanical Systems and Signal Processing journal, partly filed in a provisional patent with the

United States Patent and Trademark Office (USPTO):

(1) Amir Hooshiar, Ali Alkhalaf, and Javad Dargahi. Tactile interface system with magnetorheo-

logical elastomer and method for stiffness adaptation, October 4 2019. US Patent application

no. 62/910916 [57],

(2) Amir Hooshiar, Ali Alkhalaf, and Javad Dargahi. Development and assessment of a stiff-

ness display system for minimally invasive surgery based on smart magneto-rheological elas-

tomers. Materials Science and Engineering: C, 108:110409, 2020 [63],
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(3) Amir Hooshiar, Alireza Payami, Javad Dargahi, and Siamak Najarian. Magnetostriction-

based force feedback for robot-assisted cardiovascular surgery using smart magnetorheologi-

cal elastomers. Mechanical Systems and Signal Processing, In-press, 2021 [60].

The author’s specific contributions in [63] that were included in Chapter 7 were in the design of

the hardware and software of the magnets controller, controller design and validation. The second

author of [60] assisted in material preparation and co-development of the PLK image-processing

algorithm. The third author of [60] contributed as a scientific advisor.

The continuity of the contents of this thesis is as follows:

Chapter 2 summarizes the knowledge gaps hindering the provision of haptic feedback for RCI

systems. To address the first knowledge gap, i.e., sensor-free force estimation on endovascular

catheters, Chapter 3 proposes a force estimation method based on iFEM that was indicated as the

most accurate method in the literature. To address the suboptimal real-time performance of the pro-

posed iFEM method, Chapter 4 proposes an alternative force estimation method based on iCORD

method which resulted in acceptable real-time performance. In continuation, Chapter 5 expands

the scope of the proposed iCORD method to steerable catheters, which resulted in an analytical

framework for force estimation on steerable catheters. Next, the second knowledge gap, i.e., cou-

pling effects of rotation and insertion measurement at surgeon interface, was addressed in Chapter

6. Afterward a feasible solution for the third knowledge gap, i.e., intuitive surgeon interface, is

provided in Chapter 7. In the end, Chapter 8 summarizes the main findings of this research, ver-

ifies the fulfillment of the research objectives provided in Sec. 1.3, and provides potential future

directions.

23



Chapter 2

Haptic Telerobotic Cardiovascular

Intervention: A Review of Approaches,

Methods, and Future Perspectives

Cardiac diseases are recognized as the leading cause of mortality, hospitalization, and medical pre-

scription globally. The gold standard for the treatment of coronary artery stenosis is the percu-

taneous cardiac intervention which is performed under live X-ray imaging. Substantial clinical

evidence shows that the surgeon and staff are prone to serious health problems due to X-ray ex-

posure and occupational hazards. Telerobotic vascular intervention systems with a surgeon-patient

architecture reduced the X-ray exposure and enhanced the clinical outcomes; however, the loss of

haptic feedback during surgery has been the main limitation of such systems. This chapter provides

a critical review of the state-of-the-art for haptic telerobotic cardiovascular interventions. A sur-

vey on the literature published between 2000 to 2019 was performed. Results of the survey were

screened based on their relevance to this work. Also, the leading research disciplines were iden-

tified based on the results of the survey. Furthermore, different approaches for sensor-based and

model-based haptic telerobotic cardiovascular intervention, haptic rendering and actuation, and the

pertinent methods were critically reviewed and compared. In the end, the current limitations of the

state-of-the-art, unexplored research areas as well as the future perspective of the research on this
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technology were laid out.

2.1 Method of Survey

Researchers have investigated the robot-assisted cardiac intervention systems from various points

of view, e.g., engineering, biomedical, medicine, regulatory, reimbursement, women studies. This

has constituted the broad-range and multi-disciplinary available literature. This review is based on

a literature survey done on Compendex, Google Scholar, Scopus, and PubMed online databases

using a combination of multiple keywords summarized in Table 2.1. The survey was limited to the

years of 2000 to Feb. 2019; however, should the background research demand, articles before 2000

were included individually. The results of the literature survey were compiled in a single BibTeX

database and filtered for duplicates. Afterward, each article underwent two rounds of screening;

first to examine if the article were in the context of this study, and second to determine if it had a

focus on haptic teleoperation. Table 2.1 summarizes the results of the comprehensive screening.

Table 2.1: Summary of the literature survey and screening.

Query string

”Vascular” OR ”Cardiac” OR ”Peripheral” OR Cerebral”
AND
”Catheterization” OR ”Intervention” OR ”Angiography”
AND
”Robotic” OR ”Robot-assisted” OR ”Robot”
AND
”Haptic” OR ”Force”

Total no. of articles
(duplicates removed)

Robotic intervention articles
(after screening round I)

Haptic feedback articles
(after screening round II)

736 402 211

2.2 Haptic Teleopeation for Robotic Interventional Surgery

During manual catheterization, the surgeon controls the position and orientation of the catheter tip

(or guidewire) by maneuvering its proximal portion, a few centimeters outside the patient’s body.
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The catheterization procedure is performed under live X-ray imaging, a.k.a. Fluoroscopy or an-

giography. Therefore, the natural haptic feedback perceived by the surgeon is based on forces at the

proximal portion of the catheter. However, a recent study postulated that surgeons might assimilate

the contact force information, by perceiving vibrations transmitted through the catheter [42].

Early studies emphasized on the provision of haptic feedback for robotic EPI, where maintaining

catheter-tissue contact was necessary. Nevertheless, the expansion of robotic PCI and telestenting

in recent years has opened a new front for the haptic teleoperation for vascular intervention [34, 35].

Also, the emergence of virtual reality training systems has substantiated the need for computational

tools to obtain high fidelity haptic feedback during simulated procedures[46, 78].

Haptic teleoperation for robotic interventions has been realized using two distinct approaches, i.e.

sensor-based, a.k.a. direct, and model-based, a.k.a sensorless. In the sensor-based approach, the

haptic forces and torques, a.k.a. Haptic cues or haptic stimuli, are measured using sensors at the pa-

tient module (slave) and replicated (rendered) by a haptic device at the surgeon module (master). On

the other side, in the model-based approach, the haptic stimulus is estimated using a computational

model [53] (see Fig. 2.1). Such computational models usually incorporate a mechanical model

of the catheter (and guidewire), an image processing engine for shape sensing, and a force/torque

estimation module.

In the model-based approach, however, proximal force/torque and position/orientation feedbacks

are necessary to constrain the model with proper boundary conditions. Such feedbacks are obtained

utilizing force/torque sensors and position/orientation encoders. The choice of boundary condition

is determined by the model formulation and solution schema[46, 74, 76]. Table 2.2 compares some

of the studies for the provision of haptic feedback in interventional surgery and Fig. 2.1, illus-

trates the system architecture for haptic telerobotic cardiovascular intervention for both direct and

model-based approaches.

2.3 Sensor-based Haptic Feedback

As depicted in Fig. 2.1(a), in sensor-based systems, haptic force and torque is measured using

one or multiple sensors. Depending on the surgical procedure, various ranges and resolutions for
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(a)

(b)

Figure 2.1: Haptic feedback provision in: (a) sensor-based and (b) model-based haptic feedback
approaches [74].
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Table 2.2: Representative studies for haptic teleoperation for robot-assisted PCI systems

Authors Application Haptic Estimation Distal Proximal Customized
Feedback Feedback Catheter

Meiβ et al. EV? Sensor-based X × X
(2009) [79]
Payne et al. EV Sensor-based X × X
(2012) [47]
Guo et al. EV Sensor-based X × X

(2013) [80]
Moon et al. VR?? Model-based × X ×
(2014) [81]
Wang et al. EV Model-based × X ×
(2015) [82]

Hasanzadeh et al. EV Model-based X × ×
(2016) [83]
Guo et al. VR Model-based X × ×

(2016) [46]
Bao et al. EV Sensor-based X X X

(2016) [84]
Chen et al. VR Model-based × × ×
(2016) [85]
Yin et al. EV Sensor-based × X ×

(2016) [86]
Tavallei et al. EV Sensor-based × X ×
(2017) [87]
Zhang et al. EV Sensor-based × X ×
(2017) [88]
Guo et al. EV Sensor-based × X ×

(2018) [89]
Wang et al. EV Sensor-based × X ×
(2018) [90]

Hooshiar et al. EV Model-based × × ×
(2018) [74]

?EV: Endo-vascular intervention ??VR: Virtual reality simulators
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sensors are suggested in the literature. Measuring the force at the tip of the catheter using a catheter-

integrated sensor was the first design principles investigated by researchers.

In an early effort, Tanimoto et al. [91] was successful in measuring and replicating the contact

forces between the catheter tip and the vessel phantom by integrating a miniature strain-gauge force

sensor at the tip of a catheter. Meiβ et al. [79, 92, 93] used a highly miniaturized piezoelectric

force sensor integrated on a cardiac catheter (HapCath) to measure the tip contact force with the

vascular wall. However, because of the piezoelectric characteristics, HapCath could only measure

the dynamic contact forces, not the static forces. To enhance usability under dynamic conditions,

researchers investigated the utilization of piezoresistive and strain-gauge sensors which were ca-

pable of measuring both the dynamic and static forces [47, 80, 84, 86–88, 94–97]. Despite the

good linearity, piezoresistive and strain-gauge sensors are doubted from the reliability point of view

for use in robot-assisted cardiovascular intervention systems [98]. Because of the metallic back-

ing and embedded circuitry, piezoresistive and strain-gauge sensors are intrinsically susceptible to

electromagnetic interference with other devices in the operating room. Another limitation of using

electrically active sensors, e.g., strain gauge and piezoresistive, is the electrolytic nature of blood.

Both electromagnetic interference and electrolytic environment, might adversely affect the readings

and eradicate the accuracy of measurements [46]. To alleviate the interference problems, researchers

have investigated optical fiber-based sensors for intravascular force measurement [77, 95, 98–107].

Optical-fiber-based sensors have been mainly proposed based on three sensing principles, i.e. fiber-

brag-grating (FBG), Fabry-Perot interferometry (FPI), and light-intensity-modulation (LIM) [108,

109]. Among the three principles, the LIM principle has been investigated in more studies. The

reason might be more simplicity of setup and easier interrogation of the sensor [98, 110]. LIM-

based sensors have been mainly intended for measuring contact forces at the tip of cardiac catheters

[77, 100–103, 106, 111], as well as along the body of the catheter [112, 113].

Various factors have been introduced in the literature playing a role in making the sensor-based hap-

tic feedback more realistic, a.k.a. high-fidelity haptic feedback. Among such factors, the location

of the sensor(s) [42], type and characteristics of the sensor(s) [46, 80, 89, 106], signal conditionings

applied on the sensor measurements [86, 106, 112], and the type and design of the haptic device

[46, 89] are of high practical importance. The author would also like to add the refresh rate to the
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above-mentioned factors [74].

2.3.1 Distal vs. Proximal Sensing

Researchers have investigated sensor-based haptic feedback by measuring the haptic stimulus at

both the distal and proximal part of the catheter. Based on this, studies would be categorized if

incorporated distal or proximal feedback. In an early effort, Thakur et al. [114] proposed a surgeon-

patient mechanism to replicate the motion acquired by a catheter-like user interface. Their system,

however, was not designed for haptic feedback provision but the concept of proximal sensing was

implemented to assure reliable motion replication. Their study revealed valuable force, torque, and

motion data for a typical cannulation intervention [114]. Besides, one could also find valuable force,

torque, and motion information in [42] for aortic, carotid, and subclavian interventions.

The majority of researchers have postulated a surgeon-patient configuration capable of controlling

the catheter insertion and rotation and provision of haptic feedback as the basis of their design

for robotic intervention [80, 84, 87, 88, 94, 96, 97]. In a surgeon-patient configuration, the main

contributors to the catheter insertion force (and consequently the haptic force) are the weight of

unsupported portion of catheter (between the robot and patient), contact forces between catheter

and vasculature, friction between the catheter and vascular access port, and the bearing friction

between robot parts. The last two factors are identified to as disturbance and are known accountable

for ’polluting’ the haptic perception[41].

In the current literature, a clear preference in the utilization of the proximal feedback was observed

in studies focusing on PCI or PPI[87–90]. On the other hand, the studies aiming at robotic EPI have

exploited distal sensing[46, 50, 77, 100, 101, 106]. By further employing miniaturization techniques

[115] and the use of novel materials, e.g. conductive nanocomposites [115, 116] for soft-sensors,

a research front is emerging on the embedded-soft sensors[112]. Such distributed sensors show a

high potential of being used for shape-sensing and multiple contact force measurements[112].
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2.3.2 Sensor Types and Characteristics

Different sensing principles, a.k.a. transduction mechanisms have been suggested in the literature

for the use in cardiovascular catheter-based interventions. Piezoelectric, piezoresistive, and optical-

fiber-based sensors are the most-employed sensor types. Piezoelectric and piezoresistive sensors

have shown reliable and linear characteristics [95, 98, 117]. These sensors, however, differ in their

dynamic response. Piezoresistive sensors are capable of both static and dynamic force measure-

ments, while piezoelectric sensors can merely measure dynamic forces [53]. On the other hand,

due to the induced micro-currents and larger circuitry, piezoresistive sensors are more prone to elec-

tromagnetic interference. Optical-based sensors, on the other hand, outperform both in terms of

dynamicity and interference inertia[107].

Because of their transduction medium, light, and the carrier medium, 125µm-optical-fiber, opti-

cal sensors are both inert to electromagnetic interference and small in size[53, 107]. However, the

physics behind optical transduction is far more complex and nonlinear than piezoelectricity and

piezoresistivity[53, 98, 107]. Also, calibration of optical-fiber-based sensors is rather a more cum-

bersome procedure[106, 107, 111]. Therefore, the choice of a sensor type is highly dependent on

the requirements of the specific surgical procedure. The most studied requirements emphasized in

the literature are size, range of force, accuracy, resolution, dynamicity, bio-compatibility, electrical-

passivity, and magnetic resonance (MR)-compatibility. Fig. 2.2 compares some of the functional

requirements of embedded sensors for the common cardiac intervention applications.

To be embedded on a catheter, sensors must be cylindrical. Also, must be of a diameter no

larger than the nominal gauge of the catheter, e.g., 4 − 18Fr. Therefore, the scalability of the sens-

ing principle for it being miniaturized is of prominent importance. Furthermore, bio-compatibility

is a must-to-have feature across all the principles for in-vivo usability. On this front, optical-fiber-

based sensors outweigh the other principles [53, 110]. MR-compatibility becomes necessary merely

if the procedure is performed under MR-imaging guidance, e.g., neurovascular interventions (NVI).

Examples of catheter-integrated force sensors are depicted in Fig. 2.3. Comprehensive reviews of

piezoelectric biomaterials for sensors and optical fiber-based sensors for MR-based interventions

are provided in [121] and [107], respectively.
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Figure 2.2: Functional requirements for embedded sensors for application in different interventional
surgeries [106, 111, 118–120].
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2.3.3 Signal Conditioning

Various signal conditioning techniques have been proposed for using sensor readings in real-time

and off-line applications. Signal filtering, synchronization, and feature-extraction are among the

most important techniques for signal conditioning. Noise appears on sensor readings due to sam-

pling, analog-to-digital conversion, and electromagnetic interference. Also, due to heart-beat, blood

pressure wave, and breathing are known among the sources producing noise on sensor readings [53].

Usually, the signature of reading noises are high-frequency, e.g., 10− 50Hz. Therefore, utilization

of a hardware low-pass filter or a digital filter [122] is necessary for the improvement of signal-to-

noise ratio (SNR).

Additionally, since in a haptic robotic system multiple force sensors and haptic devices with differ-

ent data sampling-rates are used, synchronization is vital [46, 80, 89]. Usually, the synchronization

is carried out by down-sampling or averaging readings from the fastest devices to match up with the

slowest readings. However, when the frequency of the slowest readings is less than the minimum

requirement of the haptic device (25 − 30Hz), utilizing a predictive filter, e.g., Kalman-filter, is

necessary [106]. For the predictive filters to work accurately, a fairly accurate statistical model of

noise and input is needed. Such a model might not be straightforward to obtain and thus insufficient

model fitting compromises the system accuracy. Besides, some studies have employed machine-

learning algorithms for mining extra information from the sensor signals, e.g., contact forces [112],

catheter curvature[123]. Such algorithms require features in real-time, i.e., statistical parameters

like median, mean, median frequency, etc. Nevertheless, using digital filters with feature-extraction

imposes a computational surplus to the system and further complicates the sensor-based systems.

Thus, there is a trade-off between the system refresh rate and accuracy [74].

2.3.4 Refresh rate

Refresh rate is the frequency at which the input to the control loop of haptic rendering is updated[53].

The normal range of frequency human’s mechanosensory system perceives haptic cues is between

30 − 60Hz [53, 124]. Therefore, the sensor-based haptic systems must update at a minimum of
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(a) (b)

(c) (d)

Figure 2.3: Sensor-integrated catheter with (a) piezoelectric sensors [122], (b) piezoresistive sensor
[95], and (c)-(d) optical fiber sensors [101].

60Hz. Factors compromising the refresh rate include but are not limited to the sampling-frequency

of data acquisition, communication delay, and the computational surplus of the signal conditioning,

filtering, feature extraction, and synchronization. Although the commercially available catheter-

embedded sensors, e.g., HapCath, have high sampling-rates (nominally at 1kHz), they are offered

in closed-packages. Given the fact that medical device regulations mandate a design-freeze for such

products before being cleared for the off-the-shelf market, researchers are at no liberty of changing

the hardware and software configuration of the sensors to suit their needs better. Therefore, in-

evitably most of the studies have devised their specific sensors, which were not necessarily superior

to those commercially available.
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2.3.5 Advantages and Limitations

Utilization of sensors for direct measurement of forces or torques entails embedding a miniaturized

sensor on a cardiovascular catheter. This might be a cumbersome process due to the limitations

in size, material, electromagnetic compatibility, and structural flexibility of the catheter. However,

sensors are capable of providing direct valuable information from the anatomical site, e.g., contact

points. In comparison with model-based feedback, sensor-based systems have less dependency

on uncertain parameters such as catheter stiffness or design. Also, sensor-based systems have a

relatively lower computational surplus and run at much higher refresh rates, e.g., 1kHz.

Although sensors can provide instant feedback, they have intrinsic limitations. For example for

robotic EPI, since the atrial space is relatively larger than coronary arteries, and the fact that catheter

is in contact with the cardiac wall only at its tip, utilization of sensor-embedded catheters is a fit

[36, 106]. However, the inner diameter of the coronary arteries hardly exceeds 2.5 millimeters [125].

Also, the force or motion data taken from a sensor on a catheter is limited to its installation spot,

where the contact with the tissue may or may not occur. In other words, the sensor data is related

to the point of its attachment; therefore, in order to have a wider knowledge of force distribution

or shape sensing, one needs multiple or array sensors distributed on the catheter body [126]. As of

present, the state-of-the-art is yet to reach that form-factor. Also, some highlight the applicability

limitations and state that the sensor-embedded catheters are counter-intuitive for surgeons due to the

significant change in their flexibility and weight [17]. Higher cost-per-patient and inapplicability to

the virtual-reality systems are also among the reported limitations of sensor-based systems [17, 32].

Considering the limitations above and despite the introduction of sensor-integrated catheters for

EPI applications, e.g. Tacticath R© (St. Jude Medical Inc., MI, USA) and Thermocool R© (Biosense

Webster Inc., CA, USA), the use of sensor-integrated catheters in PCI and robotic PCI is not feasible.

2.4 Model-based Haptic Feedback

As depicted in Fig. 2.1(b), haptic feedback in model-based systems is estimated computationally

via incorporation of boundary conditions from sensors, live imaging, and a mechanical model of the

catheter (or guidewire). As elaborated in Chapter 1, the risks associated with the loss or inaccurate
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haptic feedback during the telerobotic cardiac surgery are severe; therefore, not only the mechanical

model must be precise but also the solution process has to be real-time, accurate, and stable [46, 83].

Guidewires and catheters are long and highly slender structures made of a metallic mandrel and a

spring coil. The core and coil are made of a biocompatible metal such as stainless steel, Chromium-

Cobalt-Molybdenum alloys, Nickel-Titanium alloys, Gold, Platinum, or Tungsten. The coil usually

has a hydrophilic or hydrophobic coating, an anti-thrombogenic agent, or a drag-reducing material

like Silicon or tetrafluoroethylene (TFE) [127].

Due to high slenderness, the catheters and guidewires are usually modeled as one-dimensional

flexible structures (lines), kinematically. Various approaches have been postulated to model the

catheters: continuum mechanics-, multibody dynamics-, differential geometry-, and particle-based

models.

2.4.1 Continuum Mechanics Models

In an early effort, Baily and Amirat [128] presented a continuous description of static deflection

in a catheter for cardiac intervention (MALICA) in 2005. Camarillo et al. [23] developed a similar

continuum model of a tendon-driven catheter, which showed promising performance in predicting

the shape of the catheter under quasi-static manipulation. Nonetheless, both above models were

not real-time and assumed quasi-static condition; moreover, the models required detailed structural

information, e.g., non-linear material compliance and measurement of the force at the catheter tip

[129]. Besides all, the quasi-static condition is far from the physiologic conditions of the cardiac

vessels and makes the above models inadequate for robotic PCI applications.

The continuum deflection model, introduced by Khoshnam et al. [130] in 2012, modeled the large

deflection of a steerable catheter using the Bernoulli-Euler beam theory (e.g., see [131] for details).

The shear effects and out-of-plane warping of the cross-section were excluded. This assumption

seems reasonable due to the high slenderness of the catheters; however, the model was based on a

quasi-static assumption. In continuation, Khoshnam et al. in [123] and [120] have reported success-

ful implementation of the large deflection analysis method, postulated in [130], to predict contact

forces at the tip of a catheter with a steady-state error of less than 5%. Although their results were
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promising with regards to the accuracy, their model was not adequate to consider the multiple point

loads and wall contact conditions that occur during robotic PCI. In addition to that, their model was

two-dimensional with a planar cantilever beam. In three-dimensional problems, finding a closed-

form solution to a large deformation problem needs a rigorous analysis and necessitates simplifying

assumptions.

Gao et al. [132] used a linear finite element model with Bernoulli-Euler elements to estimate the

contact forces between a cardiac catheter and the vessels in a vascular phantom. The results re-

vealed that the model had underestimated the contact forces compared to the other clinical studies.

The reason might be because of excluding the geometric non-linearity evolved by large-deformation

of the beam [133]. Although FEA can be of high precision in modeling catheters and guidewires,

it is computationally expensive and is prone to erroneous results if implemented with inadequate

constraints. The exact constraint definition and treatment is of high importance, especially in case

of large deformation or contact analysis [130].

To shorten the solution times of the finite element models, various theoretical and software advance-

ments have been made, e.g. co-rotational updated Lagrangian formulation [134], explicit dynamics

formulation [135], GPU computation [136], and sub-structural analysis and condensed stiffness ma-

trix storage [137]. However, the FEA is still the most computationally-expensive amongst the mod-

eling modalities for robotic cardiovascular intervention applications. In the absence of an analytic

solution, the numerical method used by researchers for large deformation analysis is the structural

finite element analysis (FEA). In the FEA theory, the geometry is discretized into finite elements,

while the deflection is considered to vary continuously (linearly or quadratically) within each ele-

ment [138]. Therefore, the deflection and internal forces vary continuously. Some researchers have

investigated the deflections of catheters and guidewires as a finite element beam structure. In an

early effort, Wang et al. [139] used static structural finite element analysis to find the distributed

forces acting on the cardiac guidewire during the conventional PCI; however, the vascular wall was

modeled as rigid. In addition to that, the width span and variation rule of the distributed forces were

pre-set as constraints. Duriez et al. [140, 141] performed an incremental finite element analysis on

a guidewire which was modeled by three-dimensional Bernoulli-Euler beam elements. In order to

capture the geometric non-linearities, the elemental stiffness matrix was updated at each increment
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based on the augmented Lagrangian method proposed in [133].

2.4.2 Multibody Dynamics Models

Because of the simplicity and computational efficiency, this framework is also widely used in mod-

eling the motion and deformation of flexible and slender structures, e.g., catheters and guidewires

[142]. To derive the kinematics, the structure is approximated by a set of rigid serial links connected

by a set of spherical joints. One or two torsional springs are assumed to connect two adjacent links,

depending on the dimensionality of the model, i.e., two or three-dimensional. The torsional degree

of freedom might be included at any joint by an additional torsional spring. The tructural damp-

ing phenomenon of the material could be modeled by adding torsional dampers at the joints. This

method was initially introduced by Shabana in 1997 as a finite segments method[143].

To have physically plausible results from multi-body dynamics models, a proper determination the

spring and damper constants is essential. Amongst different methods to estimate the spring stiffness

and damper constants, optimal parameter identification [51] and sub-structural finite element stiff-

ness estimation are the most adopted in the literature [140, 143, 144].

In an early effort, Alderliesten et al. [145] provided a two-dimensional model of a typical catheter

as a multibody system. The kinematics was defined following the D-H convention, and the total

kinetic energy of the system was defined as the summation of both rotational and translational ki-

netic energies. The total potential energy was obtained by adding the gravitational potential and the

stored energy in the springs considering the stiffness of the rotational springs as the flexural rigidity

of the structure. It was assumed that maneuvers of the catheter are performed with a constant and

relatively slow speed (quasi-static assumption); therefore, the minimum total potential principle was

applied to obtain the optimal configuration of the structure. This hypothesis seems invalid, consid-

ering the dynamic motion of the heart.

In another study, Guo et al. [146], proposed a computationally efficient algorithm for collision de-

tection and force-estimation for virtual reality training purposes. In their model, the equations of

motion were derived by the Lagrangian method and were integrated from a time-history of inser-

tions and rotations to estimate the current configuration. Chembrammel et al. [147] enhanced Guo et
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al. ’s [146] model by considering a linear elastic deformable vascular wall. The vessel was modeled

as an elastic membrane and was parameterized piecewise-continuously. The contact was assumed

to be frictionless. Each constraint was set active and solved by the Lagrange multipliers method,

upon the collision detected. This study estimated a more realistic contact force by considering the

vessel as deformable; however, the material model of the vessel was linear elastic. Linear elastic

material model caused post-collision vibration (instability) in the catheter and vascular wall [147].

In reality, the viscoelastic energy loss in the vascular wall, the viscous friction of the blood flow,

and frictional contact between the catheter and the vascular wall would lead to rapid attenuation of

the vibration wave through the catheter [148, 149].

The models using multibody dynamics are computationally efficient through the significant reduc-

tion in total degrees of freedoms of the system; however, the accuracy of the results is influenced

by the resolution of the geometric discretization. There is a continuous effort to modify multibody

models of flexible structures to increase computational efficiency while maintaining acceptable ac-

curacy [150, 151].

2.4.3 Differential Geometric Models

In this method, the shape of the whole structure is assumed to be controlled by the position of a

certain number of key-points. Each key-point might not necessarily belong to the structure and is

merely a mathematical entity. The polynomial interpolation is the primary example of the differ-

ential geometric representation. Other piecewise differentiable continuous curves like splines and

B-splines could be used to represent the shape of the structure. The equations of motion in this

method could be derived by defining the kinetic, potential (gravitational and strain energy) and dis-

sipative (friction or viscoelastic) energies of the structure in terms of the spine curve parameter and

using the Lagrangian equation of motion. Since the spine curve is a function of the position of

key-points, the acceleration of any point on the curve is a function of the position, velocity, and

acceleration of all the key-points (see [143, 152] for details). However, considering the dependency

of the formulation on the translational kinematics and kinetics of the key-points (not the rotational),

this method can not capture the torsional deformation of the structure [143].

In order to enable the torsional degrees of freedom using differential geometric methods, Spillmann
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and Teschner [153] proposed a rod element (CoRdE) for the dynamic simulation of one-dimensional

elastic objects based on the Cosserat’s rod theory (see Dixon [154] for theoretical background). In

this theory, the structure was discretized into line segments by a finite number of vertices. The line

segments had no physical interpretation and were mathematical entities [153]. In this method, an

orthogonal Frenet-Serret (FS) frame is defined for each segment (or vertex) by tangent,
⇀
t (s), nor-

mal,
⇀
n(s), and bi-normal,

⇀
b (s) unit vectors. The FS frame was used as a local coordinate system to

define the kinematics of the motion and deformation of the segments. Since the FS frame was para-

metrically defined by the interpolating functions of the spine curve, s(x, y, z), the rotational degrees

of freedom (two bending and one torsional) were involved through projecting two neighboring FS

frames [153]. To avoid the gimbal lock singularity raised from rotation matrices, Spillmann and

Teschner used a singularity-free quaternion description of the rotation (see [155] for details). This

methodology was used by Tang et al. [156] in a hybrid model, which modeled the body of the

catheter as a Cosserat rod and the tip of the catheter as a Bernoulli-Euler beam. This study could

predict the 3D configuration of the catheter under forced insertion with a maximum position error

of 2 millimeters. Luo et al. [157] proposed a haptic feedback setup that used a similar method to be

used in PCI training. Recently Cardoso et al. [158] reported a maximum position error of less than

1 millimeter by implementing a differential geometric model based on active contours.

2.4.4 Particle-based Dynamics Models

Particle-based models (or mass-spring models) have been mainly used in obtaining the deformation

of vascular tissue [46, 159]. The number of studies investigating methods of parameter identification

for the particle-based models in modeling catheters and guidewires is increasing [151, 160, 161].

The main reason is for theoretical simplicity and computational stability [160]. In addition to that, in

the case of contact between the catheter and the vessel, it could be treated by the penalty method to

save the computational resources. The advocates of this approach accept the cost of a slight inaccu-

racy to gain real-time performance. Lenoir et al. [162] modeled the catheter using the mass-spring

modeling technique. The vessel was considered rigid and the collision detection between catheter

and guidewire was performed using the gap volume technique [163]. The equations of motion for

the models were derived from Newton’s laws. The solution started from the velocity boundary
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conditions after re-arranging the equations into an explicit form. The solution then estimated the

displacement of the entire structure iteratively [159].

Despite the computational efficiency, mass-spring models usually do not produce physically plausi-

ble results [120]. The main reason for this inaccuracy is the accumulation of constraint residues that

maintain the integrity of the structure [159]. As postulated by Koning et al. [142], this accumulation

of error might further lead to the violation of the constant length assumption for the structure. Ex-

tensive studies have been done to minimize the residue of the constraints and increase the reliability

of the mass-spring models (e.g., see [159, 164–166]).

2.4.5 Advantages and Limitations

Current research focuses more on model-based haptic feedback, although sensor-based haptic feed-

back has a less computational cost and shorter response time. Some factors leading to this preference

are less susceptibility to noise, lower cost, and simplicity of implementation, easy plugging to the

currently available robotic PCI systems, and the feasibility to be used in surgical simulators [46].

In adopting a modeling approach, there is always a compromise between accuracy, and computa-

tional efficiency [167, 168]; hence a coherent comparative study to compare the performance of four

approaches is yet to be done. Considering the characteristics indicated in this section, a comparison

table for some of the studies addressing the model-based haptic feedback in robotic PCI is presented

in Table 2.3.

Due to assuming deformation as a continuous field, continuum mechanics models of the catheters

and guidewires are the most accurate amongst the four approaches above [130]; however, adopting

a physically meaningful set of equations addressing continuity, conservation of momentum, and

conservation of energy is crucial for the accuracy [133]. The catheters or guidewires are classified

as hyper-redundant structures regarding deformations [169, 170]; therefore, to enforce the solution

to converge to an acceptable deformation, a redundancy treatment method is needed [170].

A widely-adopted technique to treat the hyper-redundancy of continuum structure is to impose

proper geometric constraints on the deflection of the structure [129], e.g. planar deflection [171],

single radius curvature [172], piece-wise constant curvature [173, 174]. Webster and Jones [129]

have indicated the calculation of the velocity and the acceleration Jacobian as a bottleneck in using
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continuum robot models. Researchers have postulated to to determine the Jacobian via fitting a

closed-form solution to the deflection of the structure [129]. Nevertheless, the most critical limi-

tation of the model-based haptic feedback in the literature has been the sensitivity of results to the

uncertain parameters, e.g., mechanical properties of the catheter and vessels, discretization length,

solution schema, the beating motion of the vasculature. As Hasanzadeh et al. has shown in [83],

results of the inverse solution are strongly sensitive to the model parameters and perturbations.

2.5 Model Components for Haptic Feedback

Based on the literature survey, any model intended to be used for haptic feedback in the cardiovas-

cular system shall at least contain the following components:

2.5.1 Imaging, Segmentation, and Shape sensing

Essentially, identifying the pixels of an image that show the shape of the catheter is called catheter

segmentation. The goal of segmentation is to find the current shape of a catheter and estimate its

deformation by caparison to its undeformed (initial) shape. This process is also often referred as

shape sensing in the literature. Fig. 2.4 schematically depicts a generic deformation estimation

algorithm as well as an example of a segmented catheter in three consecutive X-ray angiographic

frames. Different methods have been postulated for catheter segmentation and tracking in X-ray im-

ages, [175–180] and cinematographic (video) imaging [23, 43, 83, 119, 178, 181–185]. To evaluate

and compare the performance of different segmentation techniques, Dalvand et al. proposed a set of

characteristics, i.e. refresh rate (fps), accuracy (±1mm), no dependency to more than two cameras,

no dependency to fiducial markers, auto calibration, no dependency to initial guess, no approxima-

tion by circular arcs, automatic detection of the tip of catheter, and 3D reconstruction capability.

The author would like to suggest adding no dependency to prior knowledge of the anatomy, and

curve parameterization to the characteristics above.
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Table 2.3: Summary of the studies using a model-based approach for contact force estimation between catheter and vasculature.

Authors Application
Modeling
Approach

Theory DoF(s) per Node
Energy

Formulation
Contact

Treatment
Arc-length

parametrization
Workspace

Accessibility
Real-time
Imaging

Haptic
Device

Translation Bending Torsion

Bailly and Amirat
(2005)[128]

PPI
Continuum

Model
Constant Radius

Actuator
2 1 × Weak × X Low × ×

Cotin et al.
(2005)[141]

VR PCI
Continuum

Model
Beam

Finite Elements
2 1 0 Weak

Augmented
Lagrange

× High Simulated ×

Duriez et al.
(2006)[140]

VR PCI
Continuum

Model
Beam

Finite Elements
2 1 0 Weak

Augmented
Lagrange

× High Simulated ×

Lenoir et al.
(2006)[162]

VR PCI Particle-based × 2 0 0 Weak
Lagrange

Multipliers
× Low Simulated ×

Tang et al.
(2012)[156]

VR PCI
Differential
Geometry

Cosserat
Rod

3 2 1 Exact Penalty X High Simulated ×

Khoshnam et al.
(2012)[130]

PCI
Continuum

Model

Beam
Pseudo-Rigid

Body
2 1 × Weak × X Low X ×

Chembrammel et al.
(2013)[147]

VR PCI
Multi-body
Dynamics

Contrained
Multi-body

3 1 0 Weak Penalty × High Simulated ×

Luo et al.
(2014)[157]

VR PCI
Differential
Geometry

Kirschhoff
Rod

2 0 0 Weak
Augmented
Lagrange

X ◦ Simulated X

Khoshnam et al.
(2014)[120]

PCI
Continuum

Model
Curvature
Analysis

2 1 × × × X × X ×

Wang et al.
(2015)[82]

VR PCI
Multi-body
Dynamics

Finite Segments 3 2 1 Exact
Augmented
Lagrange

× High Simulated X

Wu et al.
(2015)[151]

VR PCI
Multi-body
Dynamics

Finite Segments 3 2 1 Exact Penalty × High Simulated X

Venkiteswaran & Su
(2015)[144]

VR PCI
Multi-body
Dynamics

Pseudo-Rigid
Body

2 1 0 Weak Penalty X Low × ×

Guo et al.
(2016)[46]

VR PCI
Multi-body
Dynamics

◦ 3 2 1 Exact Penalty × High Simulated X

Li et al.
(2016)[160]

VR PCI Particle-based × 3 0 0 Weak
Lagrange

Multipliers
× Low Simulated X

Cardoso et al.
(2016)[158]

VR PCI
Differential
Geometry

× 3 1 0 Weak Penalty × Low Simulated ×

Guo et al.
(2017)[186]

VR PCI
Multi-body
Dynamics

× 3 1 0 ◦ Penalty × Low Simulated ×

Cai et al.
(2017)[187]

VR PCI
Differential
Geometry

Kirschhoff
Rod

2 0 0 Weak
Augmented
Lagrange

X × Simulated ×

Back et al.
(2018)[188]

PCI
Differential
Geometry

Cosserat
Rod

3 2 1 Exact × X × X ×

◦: Not applicable ×: Not indicated
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(a)

(b)

Figure 2.4: (a) Estimation of deformation on an schematic 3D shape of the catheter in its final shape (denoted by f superscript) with respect to
its initial shape (denoted by i superscript) , and (b) segmentation and tracking of a guidewire in three consecutive X-ray images using a B-spline
tube model approximation method [189].
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2.5.2 Curve Parameterization and Deformation Parameterization

In the curve parameterization, the extracted catheter shape is described analytically as a parame-

terized formulation [190]. In other words, curve parameterization is the interpolation of (x, y, z)

coordinates of a set of points, Pi belonging a the image-extracted spine of the catheter, i.e., curve

C, in terms of a parameter s. Conventionally s is a normalized real positive number which s = 0

entails the tail and s = 1 refers to the tip of curve [74]. As depicted in Fig. 2.4, curve parame-

terization facilitates definition of local Fernet-Serret (FS) curvilinear coordinate systems which are

further used for deformation estimation (e.g. see [190] for details).

2.5.3 Force Estimation based on X-ray Image-feed and Shape Sensing (inverse for-

mulation)

These methods are to estimate the unknown acting forces on the catheter based on its deformation

state (inverse problem). To be able to solve this problem, it is necessary to define, assemble, and

solve a constrained-enough set of dynamic equations governing the motion and deformation of

the catheter. In the literature, this topic has been referred as the structural modeling of catheter

and guidewire. Researchers have adopted various approaches to formulating the mechanics of the

catheter deformation. Generally, all approaches require addressing the conservation principles of:

(1) conservation of mass (kinematics)

(2) conservation of linear and angular momentum (dynamic/static force balance including the

unknown forces for the whole structure), and

(3) conservation of energy (constitutive equations),

as functions of the deformations, external loading, and material properties.

Three main sets of equations described above are necessary for the assembly of the inverse problem.

However, this system of equations might constitute ill-conditioned or redundant problems, without

imposing proper constraints [74, 169, 186]. Arc-approximation [83, 120, 173, 174] and length-

preservation [135, 162, 172] assumptions have been proposed to treat the redundancy issues. Also
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recently, the contact-zone detection with [186] and without [74] a priori knowledge of the vascular

anatomy have been employed to properly constraint the models, respectively.

2.5.4 Force Estimation based on Virtual Interactions (forward formulation)

In surgical simulators, in contrast to real surgical conditions, the X-ray image feed is not available.

Alternatively, a computational model detects the contact points and calculates the deformation of the

catheter (and guidewire) at a given time (forward formulation). To obtain a real-time performance

in surgical simulators, the incremental solution approach is preferable. Algorithm 1 describes a

generic incremental process to estimate the acting forces based on the input from the catheter steer-

ing device, 3D model of vasculature, and mechanical model of the catheter [46, 82].

2.6 Haptic Rendering and Haptic Devices

Human body perceives external haptic (kinesthetic) stimuli, e.g., force and torque, through extero-

ception mechanism in skeletal joints [53]. Haptic rendering is defined as the process of replicating

estimated or measured forces and torques for a user computationally to perceive the same haptic

stimuli as they would through real interaction [53]. The device with which a user interacts and

through which the haptic stimuli are generated and transferred to the user’s hand is the haptic de-

vice. Haptic rendering is realized in a closed-loop force control system as depicted in Fig. 2.1.

For the robotic intervention application, different haptic devices have been proposed, e.g., general-

purpose multiple-DOF devices, custom-designed devices.

Six-DoF Phantom devices (3DSystems Inc., SC, US) have been among the first systems used as the

control and haptic interface for the active catheter insertion application [119, 191–195]. Similarly,

Omega haptic device (Force Dimension, Nyon, Switzerland) has been used for relaying catheter

insertion forces to the surgeon’s hand [196, 197]. Phantom devices are constructed as serial robotic

mechanisms and generate torque and force feedbacks through multiple capstan mechanisms and

current control on independent DC motors (one-motor per DoF). Such an architecture has allowed

this family of devices to provide a wide kinematic range in working space, e.g., 838×584×406mm,
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Algorithm 1 An explicit algorithm for the estimation of the model-based haptic feedback

Input: Initial Conditions: Initial steering force
⇀

ΣFs, position, orientation, and velocity of the prox-
imal part at the catheter

Input: Constants: Mechanical properties of the catheter, δt
Input: Models: Wall-catheter contact model, wall material model, catheter material model,

catheter deformation model, discretized geometric model of catheter

Output: Contact forces
⇀
F c, deformation of catheter

⇀
u c and deformation of vascular wall

⇀
uv

1: Initialization :
2: i = 0
3: LOOP Process
4: while t 6 tfinal do
5: update boundary conditions from the input device

6: calculate the elemental acceleration
⇀
a
i

over the catheter by enforcing initial and boundary
conditions in mechanical model of catheter

7: integrate acceleration to obtain the velocity of catheter:
⇀
v
i+1

=
⇀
v
i
+
⇀
a
i
· δt

8: integrate velocity to obtain the shape of catheter:
⇀
u
i+1

c =
⇀
u
i

c +
⇀
v
i
· δt

9: check for penetration of the catheter into vascular wall
10: if penetration is occurded then
11: use contact model to estimate the contact forces

⇀
F c

12: check the force balance between contact forces and boundary conditions

13: if
⇀

ΣFc 6=
⇀

ΣFs then
14: perform bi-section: divide δt by 2
15: go to 6
16: end if
17: re-solve the mechanical model of catheter with the updated contact forces

⇀
F c

18: go to 7
19: end if
20: send

⇀
ΣFc to the haptic device

21: t = t+ δt
22: i = i+ 1
23: end whilereturn
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and a fine spatial resolution, e.g., 0.007mm. However, the serial architecture has compromised the

overall system stiffness, i.e., 3.5N.mm-1.

On the other hand, the Omega device uses a delta-based parallel mechanism and controls forces and

torques through simultaneous current control on multiple motors. Such a parallel mechanism has

both increased the stiffness of the device, e.g., 14.5N.mm-1 and has made it intrinsically symmetric

along the X, Y, and Z axes. However, Omega devices have a relatively more restricted workspace,

e.g., 160×110mm. Both the devices provide reliable industrial-standard solutions for the provision

of haptic feedback within the catheter insertion force range (0 − 2N) [42, 43] and spatial resolu-

tion (0.1mm) [42]. Also, both systems are well-maintained, and manufacturers offer comprehensive

software development kits (SDK). The SDKs allow a designer to control the device at both high-

level (needs the least programming skills) and low-level (requires more programming skills) to best

accommodate application requirements.

Clinicians believe that the utilization of a pen-like (stylus) interface, used in Phantom and Omega

systems, for robotic intervention is non-intuitive and would lead to a steep learning curve [17, 32].

Therefore, researchers have developed intuitive haptic interfaces to better accommodate with the

clinical need [54, 84, 198–204].

Studies have explored active, semi-active, and passive actuation for the force control and haptic

rendering [54, 84, 86, 198–205]. The choice of actuation highly depends on its application and the

range of desired forces. With active actuation, e.g., use of DC motors, haptic device can comply

freely with the user (at zero current) or actively oppose the user’s motion (at the maximum cur-

rent). However, active actuation is known to be prone to instability, backlash, force insufficiency

and jitter, and energy dissipation [205]. Semi-active actuation has been suggested to increase the

stability of the motor-driven devices. It is performed through simultaneous use of a DC motor and

a mechanical brake. The integrated break introduces a level of friction damping to the system and

increases the stability[206]. However, this also comes at the price of compromised peak force and

lower agility[205, 206]. In passive actuation, haptic rendering is realized through controlling the re-

sistance against the motion, e.g., viscous friction on the catheter. Recently, Yin et al. [86, 205, 207]

have utilized a medium filled with a magneto-rheologic-fluid (MRF) as the haptic interface. A

catheter was passed through the medium and the viscosity of the MRF was controlled by the current
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in a coil surrounding the medium. Therefore, viscous friction on the catheter (resistance against the

motion) was controlled, so that the total insertion force of the user matches up with that measured

at the slave side[207]. The development of haptic interfaces for robot-assisted cardiovascular inter-

vention is still in its infancy, and new technologies such as wearables must be investigated for the

proposing intuitive haptics-enabled surgeon interfaces.

2.7 Summary

The provision of haptic feedback for robot-assisted cardiovascular interventions is the most promi-

nent technological challenge for this technology. Although many studies have focused on the force

feedback for robotic EPI, the current literature for the robotic PCI and PPI is not promising. This

review was an attempt to gather the state-of-the-art for haptic telerobotic cardiovascular interven-

tions. The article was tailored to deliver the results of the literature survey in a system-to-component

hierarchy.

In this chapter, initially, an overview of the research topics pertinent to the robot-assisted haptic

feedback in cardiovascular interventions was presented. The literature-tree provided in this chapter

would be utile for the researchers who are willing to expedite their literature review, as well as those

keen to gather the state-of-the-art. Furthermore, a review of the clinical significance for the pro-

vision of haptic feedback in robotic interventional procedures was performed. Finally, two system

architectures for sensor-based and model-based haptic feedback systems were explored, and related

methods, notes on implementation, advantages, and limitations of each were critically discussed.

On this front, it was tried to cross-validate the basic assumptions in the reviewed methods; however,

the available literature was not sufficient in some parts, e.g., particle-based mechanical models of

the catheter.

A prominent finding of this review was that the use of model-based haptic feedback had been mainly

investigated for virtual reality applications. The reason might be due to the computational advance-

ments, high detailed visualization, or relatively compact setup for performing experiments. While

this is welcome, more efforts are needed for concept validation and feasibility study of integrating
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the model-based haptic provision in clinical setups. To adopt a proper method of modeling and

solution, one should notice the essential difference between VR and real applications; whereas, the

vascular anatomy (3D image) is a priori knowledge in VR but not in a real cardiac intervention.

Gathering such information pre-operatively necessitates additional computed tomography (CT) or

magnetic resonance (MR) imaging, which is both ethically and economically not welcome.

Despite the researchers’ efforts for the generalization of their results, an apparent limitation of the

majority of investigations for robotic PCI and PPI is the limitation of the scope of studies to one

specific component of the system, e.g., image-processing, haptic device, or mechanical modeling.

The need for more thorough studies to investigate the mutual effects of the specification of major

system components on the quality of haptic feedback is evident. To exhibit an acceptable level of

clinical applicability, studies should be accompanied by enough experimental evidence and statisti-

cal analysis.

Both sensor data and model data are needed for robotic PCI and PPI. As explored in Section 2.2,

sensor data is irreplaceable with mere model predictions; however, mining extra information is pos-

sible through the combination of model and sensor readings. Therefore, more extensive research on

the requirements for a model-based haptic feedback and procedure-specific parameters, e.g., range

of forces, kinematics of catheter, specifically for robotic PCI and PPI is needed.

Moreover, as another front of possible enhancement, specifically for the model-based haptic provi-

sion, is the model verification and validation (V&V). As certification bodies, e.g., US FDA, Canada

Health, European Notified Bodies, etc., are advancing their measures in recognizing the use of

model and simulation results in the medical technology, more efforts should be directed towards the

means and methods of the verification and validation of models. To this end, ample studies would

be needed to build an acceptable level of confidence on certain aspects of model-based haptic provi-

sion such as justification of primary assumptions, definition, and test of accuracy, repeatability, and

reliability. Such direction in future research would result in shorter prototype-to-product time and

better global acceptability of the telerobotic cardiac intervention technology.

In the following chapters, the three major identified knowledge gaps, i.e., sensor-free force estima-

tion, independent rotation and insertion measurement, and intuitive surgeon unit design, that have

hindered the provision of haptic feedback for RCI systems are addressed.
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Chapter 3

Image-based Estimation of Contact

Forces on Catheters for Robot-assisted

Cardiovascular Intervention

Clinicians have reported the loss of haptic feedback during the robot-assisted cardiovascular in-

tervention (RCI) as the most challenging limitation of the state-of-the-art. This limitation is a risk

factor that causes poor hand-eye coordination for surgeons, compromised situational awareness, and

may lead to adverse events such as vascular perforation. To alleviate this problem, researchers have

postulated using embedded force/torque sensors at the distal or proximal end of catheters. How-

ever, this integration is cumbersome and not feasible for the majority of the commercially available

intraluminal devices, e.g., catheters and guidewires. In this chapter, a new image-based force es-

timation for haptic rendering, as an alternative to sensor-based force measurement, is described.

The proposed method is based on image-based shape-sensing and inverse finite-element method for

force estimation. The proposed method was validated for robot-assisted cardiovascular intervention

through a series of simulation-based and experimental studies. The results showed that the proposed

method was accurate within the requirements for estimating the catheter insertion force. However,
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Figure 3.1: System architecture of the model-based haptic feedback for RCI applications.

its real-time performance did not meet the required refresh rate.

3.1 Introduction

The clinical evidence discussed in Section 1.1.3 showed the clinical significance of the need for

haptic feedback in RCI applications. Provision of haptic feedback entails two major components:

force measurement (or estimation) and haptic rendering. Fig. 3.1 depicts the system architecture for

the model-based haptic feedback provision. An integral part of the model-based haptic provision for

RCI applications is the force estimation framework. Model-based force estimation is an alternative

to the direct force measurement method which resolved its main technical limitations discussed in

Section 2.3.5, i.e., in the integration of force sensors.

In this chapter a new image-based force estimation framework for catheters is presented. This

framework is intended for finding the location and magnitude of the structural shear forces on a

deformed catheter in real-time using its shape and inverse finite-element method (iFEM). In the

following a brief review of the related work, proposed methodology, results of validation studies,

and concluding remarks are provided.
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3.1.1 Related Work

The finite element method has been regarded as the most accurate method for the simulation of

catheter deformations in the vasculature [62]. In this regard, Gao et al. [132] used a linear finite ele-

ment model with Euler-Bernoulli elements to estimate the contact forces between a cardiac catheter

and the vessels in a vascular phantom. The results revealed that the model had underestimated the

contact forces compared to the other clinical studies. The reason might be because of excluding

the geometric non-linearity evolved by large-deformation of the beam [133]. Although FEM is of

high precision in modeling catheters and guidewires, it is computationally expensive and is prone

to erroneous results if implemented with inadequate constraints. The exact constraint definition and

treatment are of high importance, especially in the case of large deformation or contact analysis

[130].

To accelerate the solution of the finite element models, various theoretical and software advance-

ments have been made, e.g. co-rotational updated Lagrangian formulation [134], explicit dynamics

formulation [135], GPU computation [136], and sub-structural analysis and condensed stiffness ma-

trix storage [137]. However, the FEM is still the most computationally-expensive amongst the mod-

eling modalities for robotic cardiovascular intervention applications. In the absence of an analytic

solution, the numerical method used by researchers for large deformation analysis is the structural

FEM. In the FEM theory, the geometry is discretized into finite elements, while the deflection is

considered to vary continuously (linearly or quadratically) within each element [138]. Therefore,

the deflection and internal forces vary continuously. Some researchers have investigated the de-

flections of catheters and guidewires as a finite element beam structure. In an early effort, Wang

et al. [139] used static structural finite element analysis to find the distributed forces acting on the

cardiac guidewire during the conventional PCI; however, the vascular wall was modeled as rigid.

In addition to that, the width span and variation rule of the distributed forces were pre-set as con-

straints. Duriez et al. [140, 141] performed an incremental finite element analysis on a guidewire

which was modeled by three-dimensional Euler-Bernoulli beam elements. In order to capture the

geometric non-linearities, the elemental stiffness matrix was updated at each increment based on

the augmented Lagrangian method proposed in [133].
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Despite the efforts, the FEM-based force estimations frameworks still suffer from two shortcom-

ings. Firstly, the proposed methods in the literature depend on a-priori knowledge of the vascu-

lar anatomy. This information required preoperative volumetric imaging, 3D reconstruction, and

segmentation of the heart and vessels. Secondly, as the shape of the vessels and heart change in-

traoperatively, the preoperative 3D shapes must be deformed computationally to conform to the

intraoperative shape (non-rigid registration). Intraoperative non-rigid registration is a computation-

ally expensive procedure. Moreover, even with proper knowledge of the vessels and heart during

the surgery, force estimation requires real-time contact detection between the catheter and vessels

which exacerbates the computational cost.

3.1.2 Motivation and Contributions

The FEM-based force estimation was selected in this study to investigate its capability in estimating

accurate insertion forces on catheters. Addressing the technical limitation of the available FEM-

based force estimation frameworks, i.e., high computational cost and dependency on the vascular

anatomy, was the motivation of this study. It was hypothesized that a desirable force estimation

framework for haptic provision in RCI applications shall be independent of the vascular anatomy

and be performed merely based on the deformation of the catheter. The reason is that the deformed

shape of the catheter is obtained in real-time with negligible computational cost through preliminary

image-processing techniques, e.g., background removal [185]. The main contributions of this study

are:

(1) proposing a novel force estimation framework based on inverse finite element method (iFEM),

(2) utilization of a fast shape-sensing method for curve parameterization of the catheters,

(3) independency of the proposed force estimation method from vascular anatomy and elimina-

tion of the need for computational contact treatment,

(4) proposing a new force indicator parameter for determining the positions of external forces

along the catheters,

(5) proposing a fast inverse finite element solution for force estimation,
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(6) integration of the proposed method with a representative RCI system for haptic provision.

3.2 Force Estimation Framework

The proposed force estimation in this study was based on real-time shape-sensing, shape-based

identification of the contact points (location of the contact forces), and optimization-based force

estimation at the contact points using an iFEM framework. The proposed method included the re-

quired model-based components introduced in Sec. 2.5, i.e., imaging, segmentation, shape-sensing,

curve parameterization and deformation estimation, inverse formulation, and fast solution. The

proposed method was based on identifying the location of external forces from a geometric parame-

terized force indicator, ζ(s). The proposed force indicator is based on a physical interpretation from

the force-deformation relationship in slender (Euler-Bernoulli) beams (discussed in Sec. 3.2.6).

Algorithm 2 describes the proposed framework in a pseudo-code format.

Algorithm 2 Pseudo-code for the proposed iFEM-based force estimation.
Input: Camera Calibration: The camera calibration matrix, Ψ to map the segmented pixels(

ju1
jv1

ju2
jvj 1

)T to global coordinates
(
xj yj zj

)T
.Ψ ∈ R3×5

Input: Initial Shape: Original shape of the catheter c?(s) . s ∈ [0, 1]
Input: Constants: Geometric and mechanical properties of the catheter . E, ϑ, I, L
Output: Contact points: sci . i = 1 · · ·nc
Output: Magnitude of perpendicular contact forces: f ci . i = 1 · · ·nc

1: Initialize:
Calculate initial curvature of the catheter: κ?(s) . Appendix A

2: while the catheter is being inserted do
3: procedure CONTACTPOINTSDETECTION(κ?(s), c(s))
4: Calculate the change in the curvature of the catheter . δκ(s) = κ(s)− κ?(s)
5: Calculate the force indicator . Ω = d2

ds2
δκ(s)

6: Identify the singularities of Ω as the location of the contact forces . sci
7: end procedure
8: procedure FORCEESTIMATION(sci , c?(s))
9: find fi: argmin(||c(s)− c?(s)− uFEM ||) s.t. f(s) = 0 if s /∈ sci . iFEM+PSO

10: end procedure
11: end while

return
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3.2.1 Image Processing and Segmentation

Since the live X-ray images are available intraoperatively, an image-based catheter shape extraction

was proposed. In this study, camera imaging was used to obtain the shape of the flexible catheter

through stereo vision. Using the stereo vision, in laboratory experiments, has been validated for

catheter shape extraction in the literature, e.g., [185].

Two USB cameras (C920, Logitec Inc., Switzerland), were installed on a frame for providing

stereo vision. The cameras were calibrated using MATLAB Stereo Camera Calibration Toolbox

(MATLAB R2017b, MathWorks Inc., MA, USA) with a pinhole camera model [208]. Fig. 3.2(a)

shows the pose of cameras with respect to the vascular model. The checkerboard calibration and

re-projection test confirmed a root-mean-square (RMS) re-projection error of 0.27, 0.11, and 0.31

mm for x, y, and z estimation (Fig. 3.2(b)). The calibration template was a standard 19 × 12

checkerboard with 20mm edge size. Also, the goodness-of-fit for the pinhole model as a mapping

from camera coordinates to world coordinates was R2 = 0.98. Equation 1 shows a representative

calibration matrix obtained from stereo-calibration.

Ψ =


−0.3078 −0.0121 −0.2941 0.0021 401.2635

−0.2212 −0.3317 0.3196 0.2218 242.7941

0.0470 −0.0422 0.0009 0.0726 584.1171

 (
mm
px

) (1)

For the experiments, a vascular phantom (SAM plus, Lake Forest Anatomical Inc., IL, USA) with

femoral, abdominal, and thoracic aorta was used. Also, a master–slave robotic mechanism was

developed in-house and was used for remote robotic steering of the catheter.

To segment the catheter, each frame of each camera was converted to gray-scale and was sub-

tracted from the background image obtained with the same camera (image of the setup before in-

serting the catheter). Afterward, by performing thresholding, adopted from [185, 209], a binary map

representing the catheter in each frame was obtained and was used for 3D reconstruction. The 3D

reconstruction of the pixels from binary maps were performed using the calibration mapping matrix

of stereo-cameras, i.e. Ψ3×5 obtained from camera calibration; whereas, m segmented pixels in the

left (ju1,
j v1)T, and the right (ju2,

j v2)T camera were mapped to the 3D point p̄j by triangulation
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(a)

(b)

Figure 3.2: (a) Experimental setup with the cameras, RCI system, and vascular phantom, (b) back-
propagation result from camera calibration.
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method using Eq. 2.

p̄j = Ψ

(
ju1

jv1
ju2

jv2 1

)T

j = 1 · · ·m (2)

3.2.2 Shape Parameterization

The goal of the shape parameterization was to find a continuously differentiable representation for

the shape of the catheter in each frame. In contrast to graph representation (a collection of points

with numerical values), parameterized shape allowed for finding a differentiable representation of

the shape and deformation. Each of the points acquired from stereo-vision, p̄j , was associated with

a normalized curve parameter s̄j defined as:

s̄j =
1

L̄

j∑
k=2

||p̄k − p̄k−1||, (3)

L̄ =

m∑
k=2

||p̄k − p̄k−1||, (4)

where L̄ is the total length of the segmented catheter. Therefore, the discretized centerline c̄(s̄j) was

defined as a collection of p̄j-s such that:

c̄(s̄j) = p̄j =


x̄j

ȳj

z̄j

 , j = 1 · · ·m (5)

with x̄j , ȳj , and z̄j in the global coordinates.

The centerline of the catheter, c(s), was interpolated using a Bezier curve. Bezier curves are

Pythagorean–hodograph curves with Bernstein polynomial tuple basis [210], which are widely used

for 3D shape reconstruction of curves. A Bezier curve of n–order is a function of normalized length

parameter s ∈ [0, 1] and provides a continuous and differentiable interpolation using n+ 1 control

points p0–n. Therefore, the centerline c(s) was parameterized as a Bezier curve of degree n with
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the form:

c(s) =


x(s)

y(s)

z(s)

 =

n∑
i=0

bi,n(s)pi, (6)

where pi = (xi, yi, zi)
T represent the i-th control point in global coordinates and bi,n is the (i−1)-th

Bernstein basis polynomial of degree n with the form:

bi,n(s) =

n
i

 (1− s)n−i si. (7)

In general, the control points do not coincide with the curve, however, p0 and pn, associated

with s = 0 and s = 1, necessarily reside on the tail and the tip of the curve, respectively. This

would further facilitate the localization of the beginning (tail) and the ending (tip) of the catheter in

the reconstructed shape. The matricial form of Eq. 6 was:

c(s) = Pbn(s) =

(
p0 · · · pn

)


b0,n(s)

·

·

·

bn,n(s)


. (8)

Fitting the discrete shape of the centerline c̄(sj) with the Bezier curve c(s) constituted an un-

constrained least-square optimization (LSO) problem defined by Eq. 9 with P unknown.

mininmize

m∑
j=1

(Pbn(s̄j)− c̄(s̄j))
T (Pbn(s̄j)− c̄(s̄j)) , (9)
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Moore-Penrose pseudo-inverse theorem guarantees the existence and uniqueness of a P mini-

mizing Eq. 9, if and only if:

P =

(
p0 · · · pn

)
= C̄B̄T (B̄B̄T )

−1
, (10)

with,

C̄ =

(
p̄1 · · · p̄m

)
(11)

and,

B̄ =

(
bn(s̄1) · · · bn(s̄m)

)
. (12)

Fig. 3.3 depicts the reconstructed shape of the catheter for two representative deformations. By

obtaining P, the accurate total length of the catheter L was obtained using the arc-length integration

over s ∈ [0, 1] domain:

L =

∫ 1

0
||c′(s)||ds, (13)

where (.)′ = d
ds is the derivative operator. For fast numerical integration, the five-node Gauss

quadrature method was adopted. To avoid noise injection by numerical derivation, the recursive

De Casteljau’s algorithm was used to obtain the derivative terms in Eq. 13 [210]. The analytical

expressions of the derivatives of c(s) are provided in Appendix A. For demonstration, the proposed

catheter segmentation was applied on a representative X-ray image of a PCI procedure (Fig. 3.4).

3.2.3 Kinematics

In this study, the catheter was modeled as a slender Euler-Bernoulli beam with large deformations.

Any given point along the centerline of the catheter, c(s), has three degrees-of-freedom (DoFs) in

spatial translation, two bending DoFs in geodesic and normal bending within the normal plane of

the centerline, and one torsional DoF in twisting about the tangent unit vector of the centerline.

For the sake of simplicity and without loss of generality, the original shape of the centerline of

the catheter, c?(s) was assumed to be a straight line and tangent to the deformed shape at s = 0.
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Figure 3.3: Top view of reconstructed shapes of the catheter with two deformations using Bezier
shape fitting and reconstruction.

(a) (b) (c)

Figure 3.4: (a) Intraoperative X-ray image with a PCI catheter, (b) segmented catheter, (c) interpo-
lated shape of the catheter using Bezier spline.
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Therefore:

c?(s) =

(
p0 Lp1

)
b1(s). (14)

Using Eq. 14 and parameterized shape of the catheter, the parameterized positional displacement of

the catheter was obtained as:

u(s) = c(s)− c?(s) = Pbn(s)−
(

p0 Lp1

)
b1(s) (15)

Vector u3×1(s) expresses the positional deflection of the catheter in each frame.

The Frenet-Serret (FS-) frame is the most adopted moving frame choice for representing the spatial

orientation of parameterized curves. However, the FS-based curvature κ(s) is singular at the inflec-

tion points of the curve [210]. To alleviate this problem, orthonormal Darboux frame [211, 212]

was used in this study to parameterize the spatial orientation of c(s). Using the definitions of the

orthonormal unit vectors d1–3(s), the local Darboux frame R was defined as:

R =

(
d1(s) d2(s) d3(s)

)
(16)

The choice of Darboux frame allowed for finding analytical expressions of the geodesic curva-

ture κg(s) and normal curvature κn(s) as . Furthermore, the total curvature of the centerline was

obtained as [210]:

κ2(s) = κ2
g(s) + κ2

n(s). (17)

Fig. 3.5 depicts the schematic deformed shape of the catheter with representative Darboux frames.

3.2.4 Force Balance

The external forces acting on the intraluminal devices are the insertion force (along d1(0)) and

torsional torque (about d1(0)), distributed weight (along global z-axis), hemodynamic drag (along

d1(s)), contact forces with the vessels (in d2(s)-d3(s)-plane), and contact friction (along d1(s) at

contact points).
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Figure 3.5: Schematic deformed shape of the catheter, c(s) with representative local Darboux
frames.

In this study, the catheter was assumed in quasi-static equilibrium and with a negligible torsional

twist as a simplifying assumptions. Also, given the fact that catheters are coated with superhy-

drophobic agents, the hemodynamic drag was not considered in the model. Fig. 3.6 depicts the

free-body-diagram of a portion of a catheter cut at s.

The internal force and moments of the beam in global coordinates are related to the external forces

through [213]:

n(s) = n0 −
∫ s

0
(f(η) + ff (η) + ρAg)dη (18)

m(s) = m0 −
∫ s

0
c′(η)× n(η)dη, (19)

with ρ the density of the catheter, A the cross-sectional area of the catheter, and g =

(
0 0 −9.81

)T

.

Alternatively, m(s) was calculated using the hat operator (.)∧ (defined in Appendix A) [213]:

m(s) = m0 −
∫ s

0
c′(η)∧n(η)dη. (20)
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Figure 3.6: The free-body-diagram (FBD) of a portion of the catheter with representative external
force and insertion force and torque.

3.2.5 Constitutive Equation

Medical catheters are usually constituted of a medical-grade Nickel-Titanium (NiTi) alloys coil

[214] covered with a thin polymeric drag-reducing sheet. Despite the large geometrical deformation

of the catheter, it remains within the limits of the linear elastic region, thanks to the super-elastic

properties of NiTi alloys [188, 215]. Using the Euler-Bernoulli theory, the bending constitutive

equation of the catheter in global coordinates at any s is:

m(s) = RKb


τg

κn

κg

− R?Kb


τ?g

κ?n

κ?g

 , (21)
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with Kb as the bending and torsional stiffness matrix defined as:

Kb =


EI

1+ϑ 0 0

0 EI 0

0 0 EI

 . (22)

Given that the initial shape of the catheter was assumed to be a straight line, κ?g, κ?n, and τ?g were

zero. Thus, the second term in the right-hand-side (RHS) of Eq. 21 became zero. Should not the

catheter be of a linear shape, the second term in RHS would become a non-zero constant vector.

Using the moment balance Eq. 20, the constitutive equation was re-arranged as:

m0 −
∫ s

0
c′(η)∧n(η)dη = RKb


τg

κn

κg

 . (23)

In each frame, m0 was obtained by evaluating Eq. 23 for s = 0:

m0 = Kb


0

κn(0)

κg(0)

 . (24)

Eq. 23 provides an analytical description of the relationship between the curvature and twist of the

catheter with the external force distribution. The RHS of this equation is parameterized with s, thus

with proper rigorous derivation the left-hand-side (LHS) (including the unknown f(s) and ff (s))

could be obtained as a function of s. The remaining unknowns were f(s) and ff (s). In an empirical

study, Takashima et al. [216] found that Coulomb friction with µf = 0.04 could adequately model

the friction of catheters and vessels. Accordingly, the adopted friction model for this study was:

ff (s) = −sgn
(
ċ(s) · d1

)
µf ||f(s)||d1(s) = −sgn

(
Ṗbn(s) · d1

)
µf ||f(s)||d1(s) (25)
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with sgn as the sign function, ˙(.) = d
dt , the temporal derivation operator, and Ṗ as the velocity of

the control points. The temporal derivative terms were calculated using the third-order backward

differentiation formula:

Ṗ =
11
6 Pt − 3Pt−ht + 3

2Pt−2ht − 1
3Pt−3ht

ht
+O(h3

t ), (26)

with ht the time difference between two consecutive frames.

For mechanical problems, should the distribution of external force be known a-priori, the deforma-

tion (curvature and twist) could be obtained at any given s = s0 through Eq. 23. Such a problem

is known as a direct problem. However in this study, the force distribution was unknown while

the curvatures were known that made this problem an inverse problem. Thus, the solution schema

required localizing the external forces and estimating the magnitude of the localized forces. As

the first step of the solution, the following force indicator, Ω, was proposed to localize the external

forces.

3.2.6 Force Indicator

The physical intuition of the proposed force indicator in this study was based on the fact that the

internal shear force, n(s), exhibits a discontinuity (sudden change) at points where concentrated

external forces are applied. Theoretically at such points, n′(s) becomes singular. In practice, such

singularities were identifiable by local maxima in n′(s). Therefore, it was hypothesized that the

corresponding arc-lengths sci corresponding to the local maxima of n′(s) were the locations of

external forces. Nevertheless, f(s) was unknown and yet to be solved.

To obtain the location of the external forces, the RHS and LHS of Eq. 21 were differentiated with

respect to s. Eq. 27 and 28 express the first and the second derivatives, respectively.

− c′(s)∧n(s) = R′Kb


τg

κn

κg

+ RKb


τ ′g

κ′n

κ′g

 . (27)
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− c′′(s)∧n(s)− c′(s)∧n′(s) = R′′Kb


τg

κn

κg

+ 2R′Kb


τ ′g

κ′n

κ′g

+ RKb


τ ′′g

κ′′n

κ′′g

 . (28)

For any arbitrary sci with an external force applied on the catheter, the term n′(sci ) becomes singular.

This condition necessitates that the RHS of Eq. 28 becomes singular at sci .

To find a proper force indicator for finding sci , the RHS was analytically investigated. Given that

curve c(s) is Lipschitz continuous, its derivatives exist and are real-valued [210]. Also, from the

properties of Darboux frames is that τg, κg, and κn are not singular [210]. Moreover, in Darboux

frames:

R′ =


0 −κg τn

κn 0 −κn

−τg κn 0

R =


τg

κn

κg


∧

R, (29)

and

R′′ =


τ ′g

κ′n

κ′g


∧

R +


τg

κn

κg


∧2

R, (30)

which implies R′ is real-valued. Therefore, the necessary condition for singularity of the RHS of

Eq. 28 is that either of τ ′g, τ ′′g , κ′n, κ′′n, κ′g, or κ′′g become singular.

Given that in this study torsional twist was neglected τg = 0, only κg and κn were remained. Also,

with the definition of κg and κn it can be shown that singularities of κ′g and κ′′g and κ′n and κ′′n

happen at similar sci (concentrated external force in the d2-direction causes singularity in both κ′g

and κ′′g , and concentrated external force in the d3-direction causes both κ′n and κ′′n become singular).

Since the second derivative would amplify the numerical singularity, it was used as the condition.

To combine these necessary conditions, the second derivative of the square of the total curvature κ

(Eq. 17) was used. The rationale was that a singularity in either κn or in κg would make it singular,

thus allow for localizing the external force. Therefore, the force indicator Ω(s) was defined as:

Ω =
d2

ds2
κ2 =

d2

ds2

(
κ2
g + κ2

n

)
. (31)
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The objective was to find sci , the singularities of Ω, in real-time to localize the external forces.

Afterward sci were used in the inverse solution to find the magnitude of the external forces.

3.2.7 Inverse Solution: iFEM

Inverse problems are typically ill-conditioned due to (1) the non-existence, (2) the non-uniqueness,

or (3) the discontinuity of the solution [217]. From these factors, the non-existence was not relevant

to the problem since the deformations were obtained from physically-deformed catheters; thus, the

existence of the solution is guaranteed. It is noteworthy that non-existence usually occurs when

there cannot be a physically plausible solution for the equation. Nevertheless, the discontinuity of

the solution is intrinsic in this study since the external forces assumed to be point loads at contact

points. The mathematical representation of such point loads would be Dirac’s sliding delta, δ(s−sci )

[218]. To remedy the discontinuity issue, a few studies have proposed continuous forms to estimate

the external forces such as truncated Fourier series [218]. Nevertheless, such approximations have

resulted in large errors in the force estimation and localization. The main reason for large errors

in those studies is the fact that the proposed interpolation functions could not adequately replicate

the point load conditions. To remedy this problem in this study, a sliding Gaussian distribution was

proposed. The force interpolation function was of the form:

f(s) = f
Tip
2 e−

(s−1)2

σ2 d2

∣∣∣
s=1

+ f
Tip
3 e−

(s−1)2

σ2 d3

∣∣∣
s=1

+

nc∑
i=1

α2,ie
− (s−sci )

2

σ2 d2 + α3,ie
− (s−sci )

2

σ2 d3 (32)

which was of a smooth continuous form with multiple maxima at sci and zero values at s 6= sci . In

Eq. 32, nc are the number of contact points localized with force indicator, α2,i and α3,i are the inter-

polation coefficients for the i-th contact force along d2 and d3 directions, respectively and σ = 1/100

is a shape controlling parameter which controlled the sharpness of the peaks in f(s). In addition,

two unknown tip forces residing in the normal plane to the catheter were added. The reason was

that tip forces were not detectable with the proposed force indicator due to the non-existence of the

derivative of the curvature at the tip. Should the catheter be force-free at the tip, the force estimation

would find zero values for fTip
2,3 .
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(a) (b)

Figure 3.7: Representative force distributions along the catheter with the proposed smooth force
interpolation function with (a) 2D distribution, and (b) 3D distribution.

To exemplify, Fig. 3.7(a) depicts a representative force distribution on the catheter with L = 500

mm, fTip
2 = 0.1 N, and two contact forces of α2,1 = 0.15 N and α2,2 = −0.2 N acting at sc1 = 0.25

and sc2 = 0.6, respectively. Also, Fig. 3.7(b) depicts a similar force distribution with 3D distribu-

tion.

The force estimation problem along flexible beams has previously formulated as a constrained min-

imization problem with nonlinear constraints [218]. In this study, thanks to the use of a continuous

force interpolation, the problem was an unconstrained minimization problem defined as:

minimize ε = ||c(s)− c?(s)− uFEM||, (33)

where uFEM is the deformation obtained from the FEM solver. In each frame, c(s) was obtained

as described in 3.2.3 and was used in the minimization of Eq. 33.

For solving the minimization problem, various gradient descent methods, such as the Gauss-Newton

method, have been proposed [218] However, gradient-based methods suffer from high computation

cost (due to their iterative algorithms) and stagnation at local minima. To avoid the computational

cost and stagnation issues, a particle swarm optimization (PSO) method was used in this study

[219].

The PSO method is a global optimization method with a parallel search algorithm that allowed for
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performing the optimization on parallel threads on GPU. The PSO was implemented in C++ and was

parallelized with 100 search threads with a maximum iteration of MAX_ITER=100. The initial α2,i

and α3,i were randomly selected from [0, 2] N, within the reported range of force in RCI procedures

[62]. As recommended in [219], the cognitive and social parameters of the PSO were set to 1.5 and

the inertial parameter linearly decreasing from 1 to 0.4 over the iterations. The stopping criterion

for the optimization ε ≤ 1mm or MAX_ITER=100, whichever happened first.

3.2.8 Finite Element Formulation

To obtain uFEM in optimization threads, an FEM model of the catheter (as a cantilever beam) with

geometric nonlinearity (large deflection) and ne = 100 linear beam elements [133] was imple-

mented in C++ programming language. The GPU-accelerated Armadillo linear algebra library

was utilized in the FEM solver for fast matrix operations. A mesh-independency test confirmed

that ne = 100 was sufficient for the developed model. The formulation of the incremental FEM

solver was adopted from [133]. The incremental FEM balance equation for the j-th iteration of the

solution in each frame was:

jδũFEM =
(
KL + jKG

)−1 jδf̃FEM, (34)

with j as the iteration number, ũFEM and f̃FEM as the global nodal displacement and forces, and KL

and KG as the global linear and geometric stiffness matrices. Each 3D beam element had twelve

DoFs corresponding to three global displacements, one torsional twist, and two bending angles for

each node. Thus, for the i-th element, the elemental displacement and force vectors were:

ũiFEM =

(
ũi1 ũi2 ũi3 θ̃i1 θ̃i2 θ̃i3 ũi4 ũi5 ũi6 θ̃i4 θ̃i5 θ̃i6

)T

, (35)

f̃iFEM =

(
f̃ i1 f̃ i2 f̃ i3 m̃i

1 m̃i
2 m̃i

3 f̃ i4 f̃ i5 f̃ i6 m̃i
4 m̃i

5 m̃i
6

)T

. (36)

In addition the elemental stiffness matrices for the i-th element are provided in Eq. 37 and Eq. 38.
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K̃
i

L =



EA
L 0 0 0 0 0 −EA

L 0 0 0 0 0

0 12EI
L3(1+Φ) 0 0 0 6EI

L2(1+Φ) 0 − 12EI
L3(1+Φ) 0 0 0 6EI

L2(1+Φ)

0 0 12EI
L3(1+Φ) 0 − 6EI

L2(1+Φ) 0 0 0 − 12EI
L3(1+Φ) 0 − 6EI

L2(1+Φ) 0

0 0 0 GJ
L 0 0 0 0 0 −GJ

L 0 0

0 0 − 6EI
L2(1+Φ) 0 (4+Φ)EI

L(1+Φ) 0 0 0 6EI
L2(1+Φ) 0 (2−Φ)EI

L(1+Φ) 0

0 6EI
L2(1+Φ) 0 0 0 (4+Φ)EI

L(1+Φ) 0 − 6EI
L2(1+Φ) 0 0 0 (2−Φ)EI

L(1+Φ)

−EA
L 0 0 0 0 0 EA

L 0 0 0 0 0

0 − 12EI
L3(1+Φ) 0 0 0 − 6EI

L2(1+Φ) 0 12EI
L3(1+Φ) 0 0 0 − 6EI

L2(1+Φ)

0 0 − 12EI
L3(1+Φ) 0 6EI

L2(1+Φ) 0 0 0 12EI
L3(1+Φ) 0 6EI

L2(1+Φ) 0

0 0 0 −GJ
L 0 0 0 0 0 GJ

L 0 0

0 0 − 6EI
L2(1+Φ) 0 (2−Φ)EI

L(1+Φ) 0 0 0 6EI
L2(1+Φ) 0 (4+Φ)EI

L(1+Φ) 0

0 6EI
L2(1+Φ) 0 0 0 (2−Φ)EI

L(1+Φ) 0 − 6EI
L2(1+Φ) 0 0 0 (4+Φ)EI

L(1+Φ)



(37)
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K̃
i

G =
T

L



0 0 0 0 0 0 0 0 0 0 0 0

0 1.2+2Φ+Φ2

(1+Φ)2 0 0 0 L
10(1+Φ)2 0− 1.2+2Φ+Φ2

(1+Φ)2 0 0 0 L
10(1+Φ)2

0 0 1.2+2Φ+Φ2

(1+Φ)2 0 − L
10(1+Φ)2 0 0 0 − 1.2+2Φ+Φ2

(1+Φ)2 0 − L
10(1+Φ)2 0

0 0 0 J
Ax 0 0 0 0 0 − J

Ax
0 0

0 0 − L
10(1+Φ)2 0 L2(8+10Φ+5Φ2)

60(1+Φ)2 0 0 0 L
10(1+Φ)2 0 −L2(2+10Φ+5Φ2)

60(1+Φ)2 0

0 L
10(1+Φ)2 0 0 0 L2(8+10Φ+5Φ2)

60(1+Φ)2 0 − L
10(1+Φ)2 0 0 0 −L2(2+10Φ+5Φ2)

60(1+Φ)2

0 0 0 0 0 0 0 0 0 0 0 0

0− 1.2+2Φ+Φ2

(1+Φ)2 0 0 0 − L
10(1+Φ)2 0 1.2+2Φ+Φ2

(1+Φ)2 0 0 0 − L
10(1+Φ)2

0 0 − 1.2+2Φ+Φ2

(1+Φ)2 0 L
10(1+Φ)2 0 0 0 1.2+2Φ+Φ2

(1+Φ)2 0 L
10(1+Φ)2 0

0 0 0 − J
Ax 0 0 0 0 0 J

Ax
0 0

0 0 − L
10(1+Φ)2 0 −L2(2+10Φ+5Φ2)

60(1+Φ)2 0 0 0 L
10(1+Φ)2 0 L2(8+10Φ+5Φ2)

60(1+Φ)2 0

0 L
10(1+Φ)2 0 0 0 L2(2+10Φ+5Φ2)

60(1+Φ)2 0 − L
10(1+Φ)2 0 0 0 −L2(8+10Φ+5Φ2)

60(1+Φ)2


(38)

where,

T = EA
(u4 − u1)

L
(39)

Φ = 24(1 + ϑ)(
A2

πL2
) (40)
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For small deformation and in the absence of rigid body motion, the geometric elemental matrix

would approach zero since u1 � 1 and u4 � 1. However, with larger deformations, u4−u1 (which

shows longitudinal deformation of the beam) would increase and augment a geometric stiffness to

the global stiffness.

The global stiffness matrices were assembled by adding the corresponding terms of K̃i
G and K̃i

G for

each DoF in a 600 × 600 matrix. In the implementation, each PSO thread had a dedicated FEM

solver. In each solver, δf̃FEM started from zero and linearly increased in 20 iterations to the force

of interest determined by the PSO thread. At the end of the iterations the total displacement of the

nodes were obtained through the summation of all the displacement increments in the iterations:

ũFEM =
∑
j

jδũFEM, (41)

and uFEM was constructed by compiling the deformed nodal positions to be used in Eq. 33.

3.2.9 Solver Verification

To verify the accuracy of the developed FEM solver for beam deflection, three 6-Fr (1 Fr=1/3 mm)

catheters with flexural rigidities of 3000 Nmm2 (super stiff), 750 Nmm2 (stiff), and 200 Nmm2

(soft) were studied. The geometrical specifications of the catheters are provided in Fig. 3.8(a). Each

catheter was solved for three different load cases: (1) concentrated shear force at the tip, uniform

shear force, and two concentrated forces perpendicular to the beam at the tip and mid-span. Fig.

3.8(a) depicts the load cases. Afterward, the results of the developed solver were compared with a

commercial FEM software (Ansys R17.0, PA, USA). Fig 3.8(b) compares the deformed shape of

the beams from the developed solver and the commercial software. In addition, Table 3.1 compares

the maximum vertical deflection, total strain energy, and computation time of the simulation for the

soft catheter (worst-case scenario) for the developed solver and Ansys.

The post-processing showed that the results of the developed FEM solver were in fair agreement

with the results of the commercial software for the load cases tests. The mean relative difference
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(a)

(b)

Figure 3.8: (a) Schematic of the simulated catheter with three load cases, (b) comparison of the
shape of the deformed catheter from the developed FEM solver and Ansys R17.0 for three loading
scenarios.
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Table 3.1: Comparison of the results of the developed FEM solver with Ansys R17.0 for three load
cases.

Case 1 Case 2 Case 3 Mean Difference
Solver Ansys Solver Ansys Solver Ansys (%)

Maximum Deflection (mm) -448.1 -457.3 -27.3 -27.6 135.7 136.9 -1.3%
Total Strain Energy (mJ) 2.2 2.3 8×10−3 8×10−3 1.7 1.8 -2.9%
Computation Time (ms) 7 313 2 25 5 261 -95.8%

in the solver results for maximum deflection was 1.29% and was 2.67% for the total strain energy.

Also, the results showed that the developed FEM solver was 95.67% faster than the commercial

software. The superior performance of the developed software might be related to the utilization of

GPU-accelerated libraries for linear algebra and the fact that Ansys uses multiple preamble libraries

for data storage and graphical user interface that occupy memory and diminish the performance.

3.2.10 Parameter Identification

The parameters incorporated in the model were the elastic modulus, E, cross-sectional area, A,

second moment of cross-sectional area, I , and the Poisson’s ratio, ϑ of the catheter. Since the

catheters used in this study (RunWay 6Fr, Boston Scientific, MA, USA) were made of metal-braided

body, the Poisson’s ratio was set to 0.395 as the average of 0.3, commonly used for metals, and 0.49,

commonly used for incompressible elastomers.

Moreover, a similar catheter was cut into three samples of 100 mm length for diameter mea-

surement and three-point bending test (3PB), as per ISO 14125 standard [220]. The 3PB test was

performed using a universal testing machine (ElectroForce 3200, TA Instruments, DE, USA) with a

vertical displacement rate of 20 mm/min.

Fig. 3.9(a) and (b) show a sample of the catheter under 3PB test and the force-displacement

curve of the three samples, respectively. Table 3.2 summarizes the model parameters as used in the

solution. In clinical practice, a look-up table of various catheter s may be populated in the software

and parameters automatically get set when the operator selects a specific catheter.
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Table 3.2: Summary of the measured and set values of the model parameters for RunWay 6Fr
catheter (n=3).

Parameter Method/Definition Measured value Set value

A (mm2) π
4 (OD2-ID2) OD=2.14± 0.17 mm 2.14

ID=1.85± 0.23 mm
I (mm4) π

64 (OD4-ID4) OD=2.14± 0.17 mm 0.45
ID=1.85± 0.23 mm

E (MPa) k σ3

48I k = 0.0671± 0.0023 N/mm 1592.3
ϑ - - 0.395

OD: outer diameter σ = 80mm: the span of the 3PB test jig
ID: inner diameter k : flexural stiffness- the slope of force-displacement curve

(a) (b)

Figure 3.9: (a) a sample of the catheter under the three-point bending test, (b) force-displacement
curves of the three samples under three-point bending test.
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3.3 Validation Studies

For the validation of the proposed force localization and estimation method, two studies were per-

formed. The objective of the first study was to investigate the accuracy of the proposed methods on

simulated deformed shapes of the catheter. The location and magnitude of the external forces on the

simulated catheters were used as the reference to assess the performance of the proposed methods.

The objective of the second study was to investigate the performance of the proposed methods on

planar deflections of the catheter. Planar deflections of the endovascular catheter usually happen

during the intervention of peripheral arteries, e.g., hands and legs, and parts of the cerebral vessels,

e.g., neck and parietal arteries. The accurate position and magnitude of the external forces were

measured using film force sensors and were used as references for comparison.

3.3.1 Study I: Simulation-based Validation

In Study I, sixteen load cases were simulated in Ansys R17.0 and the image of the deformed shape

of the catheter was used for force localization and estimation. To this end, model parameters in Ta-

ble 3.2 were used for the FEM simulations. The external forces in the load cases were in the range

of reported RCI forces in the literature, i.e., less than 0.3 N [62]. Fig. 3.10(a) shows the schematic

of the simulated load cases with a representative force. In the simulated load cases, multiple forces

at various locations were simulated with 2D and 3D distributions. The details of the load cases are

provided in Table 3.3. Fig. 3.10(b) shows deformed shapes of the catheter for four load cases. The

catheters were segmented and their spatial curvature were extracted using the method provided in

Sec. 3.2.3. Afterward the location of the external forces were identified using the force indicator Ω

(Eq. 31) applied on the results of the FEM simulations. Fig. 3.11 shows representative Ω-s for load

cases 1 to 4.

The results showed that in all cases, Ω had indicated an initial singularity at the neighborhood of

s = 0. The reason for that was related to the interpolation inaccuracy at the proximity of s = 0.

This phenomenon was not remedied in this study as its effect was limited to s ≤ 0.1. Nevertheless,

computational constraints such as tangency enforcement algorithm [210] could be used to avoid it.

A promising finding in Study I was that Ω was fairly accurate in localizing the external force at the
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(a)

(b)

Figure 3.10: (a) Schematic of the simulated load cases with a representative force and (b) deformed
shape of the catheter for four load cases.
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Table 3.3: Simulated load cases for Study I.

No. L E 2D/3D Force locations Force magnitudes
(mm) (MPa) (mN)

1

500

6600
2D

sTip = 1 f
Tip
2 = −15

2 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, α2,1 = 30

3
3D

sTip = 1 f
Tip
2 = −15, fTip

3 = 20

4 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, fTip

3 = 20, α2,1 = 30, α3,1 = −10

5

1600
2D

sTip = 1 f
Tip
2 = −15

6 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, α2,1 = 30

7
3D

sTip = 1 f
Tip
2 = −15, fTip

3 = 20

8 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, fTip

3 = 20, α2,1 = 30, α3,1 = −10

9

200

6600
2D

sTip = 1 f
Tip
2 = −15

10 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, α2,1 = 30

11
3D

sTip = 1 f
Tip
2 = −15, fTip

3 = 20

12 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, fTip

3 = 20, α2,1 = 30, α3,1 = −10

13

1600
2D

sTip = 1 f
Tip
2 = −15

14 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, α2,1 = 30

15
3D

sTip = 1 f
Tip
2 = −15, fTip

3 = 20

16 sTip = 1, sc1 = 0.5 f
Tip
2 = −15, fTip

3 = 20, α2,1 = 30, α3,1 = −10

midspan. For example, for 2D deformation with force at the midspan (Case 2) the peak of singular-

ity in Ω was at s = 0.52 while the external force was at sc1 = 0.5. Similarly for the 3D deformation

(Case 4), Ω localized the force at s = 0.47 while the reference force was at sc1 = 0.5. A similar

trend was observed for all load cases. The mean-absolute error (MAE) of the force localization

in 2D cases (n=8) was 0.027 ± 0.008 mm (5.4%) and for 3D cases (n=8) was 0.043 ± 0.013 mm

(8.6%). Wilcoxon’s signed-rank test with a 5% confidence interval (p < 0.05) showed no signifi-

cant difference between the error of force localization in 2D and 3D cases (p = 0.00128).

Another finding was that Ω possessed larger values for 3D deformations, especially near the singu-

larity. The reason might have been due to the superposition of singularity in κn and κg which both

have had singularities at the force locations. In addition, the MAE of force estimation for 2D cases

(n=8) was 1.03± 0.47 mN (6.8%) at the tip and 2.41± 0.33 (8%) at the mid-span while the MAE

for the 3D cases (n=8) was 1.07 (7.1%) 3.31± 0.74 (11%) at the mid-span. Wilcoxon’s signed rank

test with a 5% confidence interval (p < 0.05) confirmed significant difference between the error of

force estimation in 3D cases (p = 0.218).

The average computational time for force localization and estimation was 17±5 ms in 2D cases and

41 ± 7 ms in 3D cases which corresponds to minimum refresh rates of 45Hz (2D cases) and 20Hz
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Figure 3.11: Variation of the force indicator for load cases 1 to 4.
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(3D cases). Despite the accuracy of force localization and in spite of using simulated deformation

images, that were artifact-free, the refresh rate of the proposed method for 3D cases was below the

requirements for real-time applications, i.e., 25-30Hz. The main bottleneck of the 3D analysis was

matrix inversion that was frequently performed within the PSO optimizer.

3.3.2 Study II: Force Localization and Estimation with Planar Deformation

In study II, the performance of the proposed method for 2D deformations of the catheter were ex-

perimentally investigated. To this end, two sets of experiments were performed.

In the first experiment, the image streams of the 100mm-long catheter samples were used to perform

force localization and estimation in real-time. In the second experiment, a 3D printed planar vascu-

lar model equipped with four force-sensing linear potentiometer (FSLP) (FSLP-2730, Polulu, NV,

USA) was used for cannulation. A catheter was inserted into the sensor-equipped vascular model

for five repetitions while iFEM was run in parallel to image-acquisition. The FSLPs were calibrated

in-house using a 3D printed housing for the forces in the range of 0 to 3 N. The output voltage of

each FSLP was linearly proportional to the magnitude and location of the applied force. Eq. 42

shows the multi-linear regression calibration matrix for one of the FSLPs and Fig. 3.12 depicts the

calibration verification results for forces in the range of 0 to 3 N. The calibration verification showed

that the MAE of the position sensing for four FSLPs was 0.89 ± 0.21 mm (0.89%) and the MAE

of force sensing was 0.018 ± 0.014 N (0.6%). FSLP data were acquired using an Arduino MEGA

2560 embedded system.dFSLP

fFSLP

 =

−0.106 20.47

0.956 0.363


v1

v2

+

−0.366

−1.905

 (42)

Fig. 3.13(a) shows the experimental setup used for the first experiment with a checkerboard camera

calibration template, Fig. 3.13(b) shows the calibration setup for FSLPs, and Fig. 3.13(c) depicts

the experimental setup for validation of 2D force localization and estimation with FSLPs.
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(a)

(b)

Figure 3.12: (a) Variation of output voltages of the FSLPs during the calibration test with input force
of 0 to 3 N and at dFSLP = 0 to 100 mm, and (b) results of calibration verification and comparison
with the ground truth force and location.
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(a)

(b)

(c)

Figure 3.13: Experimental setup used in Study II in (a) 3PB tests, (b) FSLP calibration, and (c)
force localization and estimation with FSLPs validation.
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Figure 3.14: Representative snapshots of the output of the iFEM force estimation for 3PB test
images and their corresponding force indicators.

Fig. 3.14 shows the result of force localization and estimation on the 3PB test frames with

the localized force vectors augmented on the original frames. Also, Fig. 3.15 compares the iFEM

estimated mid-span force with the ground truth (UTM output). It is noteworthy that in order to

perform the force estimation on the 3PB test images, the sample was assumed as two cantilever

beams fixed together at the base and spanning toward left and right. The point of the fixture (of the

two beams) was identified at the minimum point of the deflected catheter in each frame. Thus, two

parallel force estimation PSO optimizers were used for the left and right beams.

The average computation time per frame for force estimation on the 3PB images was 21 ± 3

ms (refresh rate of 47 Hz) which was slightly more than the computation time of Study I for 2D

cases. The reason was due to more time spent on catheter segmentation in 3PB tests. For force

localization, the proposed method had a limitation in detecting the force locations for forces less

than 0.01 N, however above that the accuracy of force localization increased with larger deflection

of the catheter sample. Fig. 3.15(b) shows the variation of the detected forces on the left and right

with time.

The MAE of force localization (combined for left and right forces) was 6.7± 2.3 mm (6.7% of the

length). Furthermore, the MAE of iFEM for force estimation was 0.023 ± 0.017 N with bounded

variation around the 10-point moving average of the estimated force. The observed variation was
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(a) (b)

Figure 3.15: (a) Comparison of the iFEM estimated mid-span force with ground truth for 3PB test,
and (b) variation of the position of the identified forces on the catheter sample.

attributed to the flicker of the camera and residual error of the PSO optimization.

Fig. 3.16 shows snapshots of the catheter inserted into the 3D printed planar vascular model

with their corresponding Ω-s and localized forces. Also, Fig. 3.17(a–b) depict the measured forces

locations with each FSLP and their corresponding contact forces. Also, Fig. 3.17(c–d) compares

the estimated total insertion force (iFEM) with the ground truth and distribution of the estimation

error, respectively. The total insertion force was estimated as the resultant force of the contact forces

and their corresponding frictions along d1 (tangent to the body of the catheter). The coefficient of

friction of the catheter with the surfaces of the FSLPs was 0.617, identified empirically.
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Figure 3.16: Result of force localization on the catheter with planar vascular model.
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The average computation time per frame for this experiment was 23 ± 7 ms (refresh rate of 43

Hz) which was in compliance with the requirements of RCI applications, i.e. 25-30Hz. Also, it was

observed that the estimated insertion force fairly followed the ground truth in all five repetitions.

However, there was a minimum detectable contact force of 0.020 ± 0.011 N, below which the

iFEM could not accurately estimate the insertion force. Compared to the insertion forces reported

in the literature for RCI applications, i.e., up to 0.3 N, this minimum detectable force would relate

to a 7.6% (of full-scale) lower-limit. Another phenomenon observed in the experiments was the

occurrence of a whiplash effect. Whiplashes were identified as fast joggings of the catheter off of

the vascular walls due to fast catheter insertions and frictional stick-slip of the catheter on the FSLP

surfaces. Such whiplashes are not likely to happen during real surgical procedures due to typically

slow catheter manipulations and small friction between catheters and vascular surfaces.

In two repetitions (of five) whiplash effects were observed. During the whiplash period (≈ 0.5

s) iFEM has failed to accurately estimate the forces. The reason was that the whiplash effect was

a highly dynamic motion (with non-negligible acceleration), thus iFEM has failed to capture it

because of its quasi-static formulation. Also, toward the end of three repetitions (of five), the distal

contact point of the catheter with the vascular model passed the surface of FSLP-2 which resulted

in inaccurate total reference force measurement.

For error analysis, the data in the whiplash period and those acquired while the distal contact point

passed FSLP-2 were excluded from the dataset. However, the data related to the non-detected

contact forces (< 0.021 N) were included in the analysis. The error analysis showed that the MAE

of contact localization was 6.7 ± 1.9 mm while it was 0.020 ± 0.009 N (9.5% of maximum force)

for insertion force estimation. Also, Wilcoxon’s signed-rank test with (p < 0.05) on five repetitions

(total n=778 samples) showed no significant difference between the estimated force and reference

force (p = 0.01476). In addition, the distribution of error for the pooled errors showed that the

median error was 0.007 with a Gaussian distribution with a spread of 0.018 N. This indicates that

more than 95% of the data points had an absolute error of less than 0.036 N (11.45% of maximum

force).

87



(a) (b)

(c) (d)

Figure 3.17: Representative data from the second validation experiment in Study II: (a) contact force
locations, (b) contact force magnitudes measured with FSLPs, (c) comparison of the total insertion
force estimated with iFEM and ground truth, and (d) distribution of error of iFEM estimations.

88



3.3.3 Study III: Force Estimation with Spatial Deformation

In the third validation study, a surgeon-patient RCI setup was used for investigating the performance

of the proposed force estimation method for haptic provision with an RCI system. To this end, an

experimental setup with a surgeon unit and a patient unit was developed. The patient unit consisted

of a 2-DoF RCI robot with rotation and insertion degrees-of-freedom (Fig. 3.18(a)) and a 5-DoF

serial arm (Catalyst 5). The components and the design of the RCI robot is depicted in Fig. 3.18(b).

The housing of the RCI robot was 3D printed and was anchored to the robotic arm. The arm was

used to align the RCI system with the vascular model as shown in Fig. 3.18(a).

Also, the surgeon unit consisted of a graphical user interface (GUI) to display the images relayed

from the patient unit and a haptic interface for providing haptic feedback. The GUI was devel-

oped in the C# programming language. The haptic feedback was rendered through controlling the

electrical current to a DC motor (3242-024CR, Faulhaber GMbH & Co. KG, Switzerland). The

nominal torque constant of the selected motor was kT = 41.3 mNm/A. For controlling the current a

proportional-integral (PI-) controller was implemented. The current feedback was acquired using a

current sensor (1122, Phidgets Inc., AB, Canada) at a sampling rate of 1 kHz. Fig. 3.18(c) shows

the internal structure of the haptic interface. Since the diameter of the roller coupled to the motor

was 40 mm, the desired force (from iFEM) was divided by 20mm (radius of the roller) to obtain

the desired torque of the DC motor. In addition and for validation purposes, the vascular model

was installed on an ATI-Mini force sensor to measure the total insertion force, FATI, on the vascular

model.

Fig. 3.19(a) shows the system integration architecture in Study III. The communication between

the patient and master units was established using a user datagram protocol (UDP) over a local wire-

less network. The average latency of the communication between the patient and surgeon units was

132±11 ms. Based on the literature, latencies up to 300 ms are imperceptible by surgeons in remote

RCI procedures [34, 221]. The force estimation was performed using the proposed iFEM method

and the resultant total insertion force was relayed to the PI-controller to render haptic feedback ac-

cordingly. The details of the controller design and its performance in force tracking are provided in

[67]. The author’s investigation in [67] showed that the designed force controller could follow the
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(a)

(b)

(c)

Figure 3.18: (a) The 2-DoF RCI robot used in Study III, (b) cross-sectional view of the RCI system,
and (c) components of the developed haptic interface.
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desired force with an MAE of 0.061± 0.034 N for dynamic forces up to 0.5 N. Fig. 3.19(b) shows

the integrated patient and surgeon units for Study III. Since this study was scoped to investigating

the performance of the system, a single-user study was performed. The user was tasked to perform

aortic cannulation by inserting the catheter from the femoral artery toward the aortic arch remotely.

The user was given 15 minutes to familiarize themself with the system. The user repeated the test

five times.

Fig. 3.20 compares the estimated insertion force with the ground truth (FATI) for the five repetitions.

From a qualitative perspective, the estimated forces were in harmony with the ground truth, FATI.

However, iFEM failed to capture the rapid changes in the force, e.g., Repetition 1 and Repetition 5.

Such rapid changes were mainly related to the stick-slip friction of the catheter inside the vascular

model. However, no major whiplash effect similar to the observed whiplashes in Study II was ob-

served in Study III. Also, it was observed that iFEM has underestimated the total insertion force.

Previously, Rafii et al. [42] have shown that the mean force Favg, maximum force Fmax, force impact

over time, FIT , and the number of major peaks in the force NP (above 0.1N), are the statistically

significant features (metrics) in the force feedback for the RCI procedures. In addition, the MAE

and minimum detectable force Fmin were used as metrics in this study. The Fmin metric was defined

as the minimum estimated force for which the absolute error of 10-point average of iFEM with re-

spect to FATI was less than 5% of FATI for FATI > 0.1N . For the quantitative analysis, these metrics

were compared between the iFEM estimations and ground truth FATI and were statistically tested

using Wilcoxon’s signed-rank test with a 5% confidence interval (p < 0.05), where possible. Table

3.4 summarizes the comparison of iFEM estimations with the ground truth for five repetitions in

Study III.

While the results showed that MAE of iFEM was 7.31% of Fmax at average for the five repetitions,

Wilcoxon’s signed-rank test confirmed significant differences between the iFEM and reference mea-

surements. The post-processing showed that the average computation time per frame for all repeti-

tions was 70.4 ms corresponding to a refresh rate of 14 Hz. This computation time was higher than

Study I and Study II and was not within the required range for real-time RCI applications, i.e. 25-30

Hz. An implication of the high computation time was in the observed error of iFEM, whereas the

iFEM estimations had an accumulated lag over time resulting in the error of asynchrony.
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(a)

(b)

Figure 3.19: (a) The system integration architecture in Study III and (b) the integrated patient and
surgeon units.
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Figure 3.20: Comparison of the estimated total insertion force by iFEM and ground truth in Study
III.
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Table 3.4: Comparison of the performance metrics of iFEM in Study III for five repetitions.

Metric Repetition 1 Repetition 2 Repetition 3 Repetition 4 Repetition 5
iFEM FATI iFEM FATI iFEM FATI iFEM FATI iFEM FATI

Mean Force, Favg (N) 0.179±0.221? 0.199±0.255 0.366±0.214? 0.405±0.2943 0.628±0.255? 0.681±0.295 0.392±0.345? 0.431±0.394 0.283±0.321? 0.316±0.386
Max. Force, Fmax (N) 0.779? 1.161 0.877? 1.036 0.992? 1.208 1.260? 1.493 1.276? 2.121
MAE, (N) 0.058±0.072? - 0.062±0.054? - 0.091±0.088? - 0.067±0.075? - 0.097±0.084? -
Min. Det. Force, Fmin (N) 0.029 - 0.031 - 0.026 - 0.034 - 0.037 -
No. Peaks, NP 4? 17 6? 15 7? 20 5? 18 14? 22
Force impact, FIT (Ns) 6.064 6.810 10.107 11.578 16.315 17.841 12.456 13.770 13.128 14.738
Computation time (ms/frame) 65 (15 Hz) - 69 (15 Hz) - 75 (13 Hz) - 72 (14 Hz) - 66 (15 Hz) -
?: significant difference was observed between iFEM and FATI with p < 0.05.
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The main computational bottleneck for the iFEM was in PSO convergence where more than

78% of the computation time was spent for the PSO optimization. In fact, a maximum of 20× 100

iterations (100 PSO iterations with 20 FEM increments in each PSO iteration) were performed for

PSO convergence in each frame.

The average minimum detectable force for the five repetitions was 0.031 N (3.1% of Fmax). In all

the repetitions, the minimum detectable force happened fairly early during the procedure. During

actual interventions, such small forces are only applied to the catheter at the beginning procedure

that the catheter is still in the femur artery. Therefore, the presence of a small minimum detectable

force, such as in this study, will not pose a major risk.

3.4 Summary

In this chapter, initially a Bezier-based shape interpolation for catheters was proposed and formu-

lated. Afterward, the kinematics of the deformation of the catheter was derived analytically based

on the proposed shape interpolation. Furthermore, the constitutive equations and force balance

equations of the catheter were derived based on the differential geometry and continuum mechanics

principles. To obtain the unknown forces acting on a deformed catheter with known deformation,

an inverse solution based on non-linear finite-element modeling and particle swarm optimization

was proposed. In addition, a geometric force indicator was proposed to localize the unknown ex-

ternal forces acting on the catheter. To test the performance of the proposed force localization and

estimation method, iFEM, three validation studies were performed. The studies showed that the

proposed method was fairly accurate in force estimation and localization for simulated and experi-

mental deformations. In addition, the proposed method was integrated with a haptics-enabled RCI

system for aortic cannulation tasks. The proposed integration architecture was modular and showed

robustness during the five remote interventions. Despite the accuracy and real-time performance

for 2D deformations, the integration study showed that iFEM is computationally expensive for 3D

deformations which requires remediation for practical integration.

To address this limitation, an alternative solution for the force estimation inverse problem was de-

veloped and validated based on inverse Cosserat Rod model (iCORD). The details of iCORD are

provided in the next chapter.
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Chapter 4

Real-time Image-based Force Estimation
along Endovascular Devices using
Inverse Cosserat Rod Model (iCORD)
for Robot-assisted Cardiovascular
Interventional Surgery

Fast and accurate force estimation is a clinical need for robot-assisted cardiovascular intervention

systems, e.g., for enhanced safety or haptic feedback. In this study, an inverse Cosserat rod model

was proposed and validated for real-time image-based force estimation on endovascular devices.

First, the deformation of conventional endovascular devices was parameterized through 3D Bezier

shape modeling. The deformation was used to derive the analytical form of Cosserat rod balance

equations. Also, a multi-Gaussian distributed contact force with an unknown number, magnitudes,

and loci was used in the balance equations. To find the unknown forces, parallelized particle swarm

optimization was used. The accuracy and computational performance of the proposed method were

tested in three major interventions on phantom vessels. Mean force, peak force, and force-impact

over time were compared between the model estimations and reference data. Wilcoxon signed-rank

test with p<0.05 revealed no significant difference between the estimations and reference. The

proposed method showed accuracy and real-time performance without a dependency on the a-priori

knowledge of vascular anatomy.

96



4.1 Introduction

4.1.1 Background

Endovascular devices (EDs), such as guidewires and catheters, are long and flexible medical de-

vices inserted into the patient’s vessels through a small skin incision, i.e., vascular port, to provide

minimally invasive access to vessels and heart. To visualize such devices inside the body, contin-

uous X-ray imaging, fluoroscopy, is used. Prolonged hours of X-ray exposure has been shown to

be related to skin cancer, cataract, and orthopedic disorders in surgeons [17]. Clinical studies have

shown that by using a surgeon–patient robot-assisted cardiovascular intervention (RCI) system, the

irradiation to surgeons would decrease by 95% [25]. Recent studies have shown the safety and

feasibility of using robot-assisted systems for neurovascular interventions [222, 223] and remote

procedures [34, 221, 224].

RCI procedures have shown clinical success in reducing X-ray exposure to surgeons and per-

forming complex procedures. However, the loss of haptic feedback has been reported as the prime

technological limitation [17, 62, 225]. The reason for the loss of haptic feedback is that the surgeon

uses knobs on a control panel (surgeon module) to control the robot (patient module) to insert and

rotate the EDs. Loss of haptic feedback could result in altered situational awareness for the surgeon,

over-steering of the devices, and vascular damage, which might cause irreversible sequels for the

patient [32, 35].

For example, US FDA’s Manufacturer and User Facility Device Experience (MAUDE) system

shows that undesirable movements, e.g., MDR 7713735, 7918144, and 6197973, excessive force

and kinking of EDs, e.g., MDR 8055503 and 7400392, and over-steering of the control knobs,

e.g., MDR 6227199, have been among the adverse events experienced with commercially available

RCIs. Although comprehensive post-market surveillance platforms (like MAUDE) are not available

worldwide, clinical surveys have emphasized the need for incorporation of haptic feedback in the

state-of-the-art RCIs systems, e.g., [32, 62]. The review of the root-cause of the above-mentioned

reports suggests that the likelihood of such adverse events could be reduced through the provision

of intraoperative haptic feedback [41, 62].
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During conventional interventions, the surgeon perceives the distal motion of the ED by cog-

nitive synchronization of the haptic cues (force and motion) from the proximal end of the ED held

in hand and the live X-ray [41]. A recent study has shown that the haptic cues are perceived faster

than the visual cues by surgeons during interventional surgeries [50]. The haptic cues perceived by

the surgeon are contact forces acting on and transferred through the body of the ED and the friction

of the ED with the introducer sheath. The latter, however, has been recognized as being undesirable

noise and diminishing the haptic cue [41].

4.1.2 Related Studies

To provide surgeons with the force feedback during RCI, researchers have adopted sensor-based and

model-based approaches. In a recent literature survey, Hooshiar et al. [62] reviewed the approaches

and methods for measurement, estimation, and provision of haptic feedback for RCI systems. The

survey showed that, despite its higher accuracy, using a sensor, e.g., [226–228], or an array of

sensors, e.g., [77], provides limited information about the contact forces on EDs. The reason is that

a sensor provides information merely for the sensor-embedded part of the catheter, which might not

be adequate to render high-fidelity haptic feedback. As stated earlier, the surgeon’s haptic perception

depends on the assimilation of total contact forces acting on the catheter.

In addition, embedding a sensor on conventional EDs used for percutaneous cardiovascular

(PCI) and neurovascular interventions (NVI), is cumbersome, due to the limitations in size, material,

electromagnetic and bio-compatibility, and structural flexibility [229]. Moreover, if the sensor is

embedded at the proximal part of the EDs, it would pick up the undesirable noises, e.g., friction

with the introducer sheath, which alters the haptic cue [41]. Therefore, a force estimation schema is

desirable if it is compatible with conventional EDs and can filter the effect of friction in the insertion

force.

As an alternative to the sensor-based force measurement, studies have proposed model-based

force estimation schema. Such schema, utilize a shape sensing method, e.g., image-based tech-

niques to obtain the deformation of EDs, e.g., [185, 209]. In such studies, usually a continuous

kinematic model for the ED is derived which mathematically expresses the deformed shape of the

ED. Afterwards, a dynamic model is solved inversely with optimization techniques to estimate the
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unknown forces acted on it [62]. The proposed models in the literature have been mainly based

on continuum mechanics [74, 230, 231], multi-body dynamics [51, 232], and differential geometry

[156–158, 233]. Such models usually assume simplified deformation forms, such as planar de-

formation, [71, 73, 74, 230, 231], constant radius bending [172], and piece-wise constant bending

catheters [173, 174, 234, 235]. Fig. 4.1 shows the schematic system representation of RCIs with

sensor-based and model-based haptic feedback.

Among the modeling approaches, the continuum mechanics-based models produce the most ac-

curate results [62]; however, suffer from the high computational cost and non-unified formulation

for small and large deformations of EDs [74]. Comparatively, the multi-body dynamics models

are generally computationally efficient and unify large and small deformation formulation; how-

ever, require fine geometric discretization to produce physically plausible results for EDs. Such

fine geometric discretization may further compromise the computational efficiency. Differential

geometry-based models, such as the Cosserat rod model, on the other hand, unify the large and

small deformation formulation. Nevertheless, these models rely on the rigorous derivation of a set

of nonlinear spatiotemporal partial differential equations to describe the structural behavior of EDs

[213, 235–238].

Furthermore, for modeling the deformation of catheters in contact with vasculature, studies

have been dependent on a-priori knowledge of the vascular anatomy, e.g., [239]. The a-priori

knowledge of anatomy entails imposing a clinically unnecessary structural scan of vessels, e.g.,

computational tomography (CT), or magnetic resonance imaging (MRI). To account for the heart

motion, real-time non-rigid deformation of the vascular model would be necessary which has a high

computational cost and further diminishes the real-time performance of the models. In summary,

Table 4.1 provides a comparison between representative studies on mechanical modeling of flexible

rods exhibiting large deformation, applicable to EDs. The studies were compared based on their

application, modeling approach, theory, solution schema, dimensionality, dependency to a-priori

CT or MRI, and the use of real-time imaging (shape-sensing).
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(a)

(b)

Figure 4.1: System-level layout of (a) sensor-based and (b) model-based haptics-enabled RCI sys-
tems.
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Table 4.1: Comparison of representative studies on modeling flexible rods, applicable to force estimation on endovascular devices.

Study Application Approach Theory Solution Dimensions CT/MRI Markers Imaging

[157] Simulation DG? Cosserat rod Explicit integration 3D X × Simulated

[230] Force estimation CM? Beam theory Gaussian Mixture Model 2D × X X

[231] Force estimation MD? Piecewise circular arc Newton-Raphson 2D × X X

[151] Simulation MD – Numerical optimization 3D X × Simulated

[144] Simulation MD Pseudo-rigid body Numerical optimization 2D × × ×

[158] Simulation CM Beam theory Numerical optimization 3D X × X

[235] Simulation DG Cosserat rod Implicit integration 2D × X Simulated

[187] Simulation CM Kirchhoff rod Explicit integration 3D X × Simulated

[240] Control and dynamics DG Cosserat rod Explicit integration 3D × × ×

[232] Simulation CM Nonlinear beam NL–FEM? 3D X × Simulated

[188] Force estimation DG Cosserat rod Analytical 3D × X X

[74] Force estimation CM Nonlinear Beam NL–FEM 2D × × X

[241] Simulation MD – Numerical optimization 3D X X X

[213] Control and dynamics DG Cosserat rod Explicit integration 3D × × ×

[218] Force estimation DG Cosserat rod Constrained optimization 3D × × X

[239] Force estimation DG Cosserat rod Constrained optimization 2D × X X

[64] Control and dynamics MD Single circular arc Analytical 3D × X X

[70] Force estimation MD Generalized Kelvin-Voigt Analytical 3D × X X

This study Force estimation DG Cosserat rod Multi-PSO optimization 3D × × X

?DG: Differential Geometry, MD: Multibody Dynamics, CM: Continuum Mechanics, NL-FEM: Nonlinear Finite Elements Method
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By comparing the representative studies, it was evident that most of the studies were focused on

forward modeling of the flexible rods, e.g., for either simulation or control purposes. However, a

number of studies were focused on force estimation, where deformation is known and forces were

to be determined, e.g, [74, 188, 218, 239]. Moreover, none of the representative studies have param-

eterized the deformation with an analytical form. Derivatives of such analytical parameterization

could further facilitate estimation of kinematic variables, e.g., strains and curvature, to be employed

in the continuum’s conservation equations. While numerical arc-length parameterization, such as

employed by Aloi et al. [218], may be stable for single-plane deformations, it may incur numerical

unboundedness for curvature, in the case of highly tortuous 3D deformed conventional EDs during

RCI. Moreover, to the best of the author’s knowledge none of the reviewed studies have investigated

the feasibility of rendering haptic cue (total insertion force) from real-time imaging without a-priori

knowledge of anatomy.

4.1.3 Motivation and Contributions

Based on the literature survey, a computational framework for estimation of the haptic forces on

flexible EDs without the need for a sensor, simplifying assumptions on its 3D deformation, or using

fiducial markers is desirable for model-based haptic provision. Also, the dependence on the a-priori

knowledge of anatomy is a limiting factor for the clinical usage of force estimation models.

To address this need, in this study, a computational framework (iCORD) for real-time estimation

of acting forces on flexible EDs was proposed and validated. To this end, the author exploited the

availability of the intraoperative live X-ray fluoroscopy, as a standard-of-care, to extract and parame-

terize the 3D deformation of a catheter. Afterward, the parameterized deformation was incorporated

in the kinematics of a (quasi-) static Cosserat rod model. The contact forces were assumed to have a

multiple Gaussian form with an unknown number of contact forces, unknown magnitudes, and loci

and were optimized using a multiple particle swarm (multi-PSO) optimization technique. The pro-

posed method was applied to experimental data for three major vascular interventions on a vascular

phantom and eventually statistical analysis was performed to compare the results of iCORD with

the reference data.

The Cosserat rod model was used to unify the small and large deformation formula. Also,
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the analytical form of this model allowed for pre-compiling the balance equations for generalized

parametric deformation of EDs, which further decreased the runtime computations leading to a

small computational surplus. More specifically, our main contributions in the present study are:

(1) proposing an image-based force estimation framework compatible with the available image

modality in practice,

(2) independence of the force estimation from a-priori knowledge of anatomy and mechanical

properties of the tissue,

(3) inclusion of the frictional effects of the contact forces which allows for the exclusion of fric-

tion from the haptic cue,

(4) pre-compilation of the analytical description of the balance equations for runtime computa-

tional efficiency,

(5) incorporation of a Jacobian-free and global optimization technique without the need for a

well-posed initial guess, and

(6) improvement of the accuracy and computational efficiency of the developed Cosserat-based

models for EDs.

In the following, the details of shape extraction, deformation parameterization, inverse problem

formulation, and solution schema are provided in Section 4.2. Also, the details of the hardware

and software used for validation tests, experimental procedures, results, and statistical analysis are

presented and discussed in Section 4.3. Finally, Section 4.4, concludes this article with a summary

of the main findings, limitations, and proposed future works.

4.2 Force Estimation Framework

In this section, the details of the image-based deformation extraction, shape parameterization, in-

verse Cosserat rod model, and the force estimation schema are described.
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4.2.1 Image-based Shape Extraction

Since the live X-ray images are available intraoperatively, an image-based shape extraction was

proposed. In this study, camera imaging was used to obtain the shape of the flexible catheter through

stereo vision. Using the stereo vision, in laboratory experiments, has been validated for catheter

shape extraction in the literature, e.g., [185].

Two USB cameras (C920, Logitec Inc., Switzerland), were installed on a frame for providing

stereo vision. The cameras were calibrated using MATLAB Stereo Camera Calibration Toolbox

(MATLAB R2019b, MathWorks Inc., MA, USA) adopting a pinhole camera model [208]. Fig. 4.2

shows the pose of cameras with respect to the vascular model. The checkerboard calibration and

re-projection test confirmed a root-mean-square (RMS) re-projection error of 0.21, 0.07, and 0.35

mm for x, y, and z estimation. Also, the goodness-of-fit for the pinhole model as a mapping from

camera coordinates to world coordinates was R2 = 0.97.

For the experiments, a vascular phantom (SAM plus, Lake Forest Anatomical Inc., IL, USA)

with femoral, abdominal, and thoracic aorta was used. Also, a surgeon–patient robotic mechanism,

developed previously by Hooshiar et al. [74] was used for robotic steering of the catheter.

To segment the catheter, each frame of each camera was converted to gray-scale and was sub-

tracted from the background image obtained with the same camera (image of the setup before in-

serting the catheter). Afterward, by performing thresholding, adopted from [185, 209], a binary map

representing the catheter in each frame was obtained and was used for 3D reconstruction. The 3D

reconstruction of the pixels from binary maps were performed using the calibration mapping matrix

of stereo-cameras, i.e. Ψ3×5 obtained from camera calibration; whereas, m segmented pixels in left

(ju1,
j v1)T , and right (ju2,

j v2) cameras were mapped to the 3D point p̄j by triangulation using

(43). Equation (44) shows a representative calibration matrix obtained from stereo-calibration.

p̄j = Ψ



ju1

jv1

ju2

jv2

1


j = 1 · · ·m (43)
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Figure 4.2: Experimental setup with the cameras, RCI system, and vascular phantom.

Ψ =


−0.3248 −0.0067 −0.4914 0.0015 397.4636

−0.1962 −0.4624 0.1996 0.3527 256.4915

0.0017 −0.0513 0.0021 0.0464 600.2752

 (
mm
px

) (44)

4.2.2 Shape Parameterization

The goal of the shape parameterization was to find a continuously differentiable representation for

the shape of the catheter in each frame. The parameterized shape would facilitate the formulation

and solution of the inverse Cosserat rod model as it is based on the continuous and differentiable

shape of the rod.

Given that the points along the catheter were acquired densely, each p̄j was associated with a

normalized curve parameter s̄j defined as:

s̄j =
1

L̄

j∑
k=1

||p̄k − p̄k−1||, (45)

105



where L̄ was the inserted length of the catheter obtained from the RCI device in real-time. There-

fore, the discretized centerline c̄(s̄j) was defined as a collection of p̄js such that:

c̄(s̄j) = p̄j =


x̄j

ȳj

z̄j

 , (46)

with x̄j , ȳj , and z̄j in the global coordinates.

On the other hand, centerline shape c(s) was assumed as a Bezier curve. Bezier curves are

Pythagorean–hodograph curves with Bernstein polynomial tuple basis [210], which are widely used

for 3D shape reconstruction of curves. A Bezier curve of n–order is a function of normalized length

parameter s ∈ [0, 1] and provides a continuous and differentiable interpolation using n+ 1 control

points p0–n. Therefore, the centerline c(s) was parameterized as a Bezier curve of degree n with

the form:

c(s) =


x(s)

y(s)

z(s)

 =
n∑
i=0

bi,n(s)pi, (47)

where, pi = (xi, yi, zi)
T represent the i-th control point in global coordinates and bi,n is the (i−1)-

th Bernstein basis polynomial of degree n with the form:

bi,n(s) =

n
i

 (1− s)n−i si. (48)

In general, the control points do not coincide with the curve, however, p0 and pn, associated

with s = 0 and s = 1, necessarily reside on the tail and the tip of the curve, respectively. This

would further facilitate the localization of the beginning (tail) and the ending (tip) of the catheter in
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the reconstructed shape. The matricial form of (47) was:

c(s) = Pbn(s) =

(
p0 · · · pn

)


b0,n(s)

·

·

·

bn,n(s)


. (49)

Fitting the discrete shape of the centerline c̄(sj) with the Bezier curve c(s) constituted an un-

constrained least-square optimization (LSO) problem defined by (50) with P unknown.

mininmize

m∑
j=1

(Pbn(s̄j)− c̄(s̄j))
T (Pbn(s̄j)− c̄(s̄j)) , (50)

Moore-Penrose pseudo-inverse theorem guarantees the existence and uniqueness of a P mini-

mizing (50), if and only if:

P =

(
p0 · · · pn

)
= C̄B̄T (B̄B̄T )

−1
, (51)

with,

C̄ =

(
p̄1 · · · p̄m

)
(52)

and,

B̄ =

(
bn(s̄1) · · · bn(s̄m)

)
, (53)

The computation of (51) is fast and efficient compared to the gradient-based optimization tech-

niques. In each frame, n was selected by the solver so that the error of length estimation for catheter

L would be less than 5% compared to the measured inserted length relayed from the RCI device.

Also, for further acceleration, the initial n at any time-step was equal to the n at the previous time-

step. The length of the parameterized centerline c(s) was formulated as:

L =

∫ 1

0
dl =

∫ 1

0
||c′(s)||ds, (54)

where (·)′ = d
ds(·). Five-node Gaussian quadrature, (55), with Gauss nodes and weights (Table

4.2) would result in exact integration of L for n ≤ 10 [242, 243]. To accelerate the integration, a
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Table 4.2: Gauss nodes ξk and weights wk for six-node Gauss quadrature [243].

k ξk wk

1 0 0.5689
2, 3 ±0.5385 0.4786
4, 5 ±0.9062 0.2369

collection of the analytical form of ||c′(s)|| for n ∈ {1, 2, 3, · · · , 10} was compiled offline using

recursive Casteljau’s algorithm [210] and was used in runtime.

L ≈ 1

2

5∑
k=1

wk||c′(
ξk + 1

2
)||. (55)

To test the accuracy of the length estimation, 400 mm of the catheter was inserted in and re-

tracted from the vascular model using the RCI system. In real-time, the reference inserted length

was obtained from the encoder on the RCI system, while the estimated length was obtained from

using (55). The test was repeated five times.

Fig. 4.3(a) depicts a representative snapshot of the catheter during the test and its parameter-

ized 3D shape, Fig. 4.3(b) compares the reference and estimated lengths, and Fig. 4.3 shows the

distribution of the percentage of error in length estimation. The post-processing showed that the

root-mean-square error (RMSE) in length estimation was 1.07± 0.93 mm.

4.2.3 Kinematics

4.2.3.1 Spatial orientation

The Fernet-Serret (FS-) frame is the most adopted moving frame choice for representing the spa-

tial orientation of parameterized curves. However, the FS-based curvature κ(s) is singular at the

inflection points of the curve [210].

To alleviate this problem, orthonormal Darboux frame [211, 212] was used in this study to

parameterize the spatial orientation of c(s). Using the definitions d1–3, κ(s), and τ(s) provided in

the Appendix A, the local Darboux frame R was defined as:

R =

(
d1(s) d2(s) d3(s)

)
(56)

Fig. 4.4 depicts the schematic deformed shape of catheter with representative Darboux frames.
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(a) (b)

(c) (d)

Figure 4.3: (a) Deformed catheter during the length estimation test, (b) 3D reconstructed shape of
the deformed catheter with Darboux frames, (c) comparison of the estimated and reference length
of insertion, and (d) distribution of length estimation error.
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Figure 4.4: Schematic deformed shape of the catheter, c(s) with representative local Darboux
frames.

4.2.3.2 Local bending and torsion

Catheters have been modeled as inextensible and slender rods [213, 218]. The inextensibility as-

sumption was enforced by considering the undeformed length of the catheter equal to the deformed

length of the centerline, L. The parameterized bending and torsion of the centerline were obtained

from the spatial rate of change of the curve orientation, R′. From the differential geometry proper-

ties of Darboux frames:

R′ = DR =


0 κg(s) κg(s)

−κn(s) 0 τg(s)

−κn(s) −τg(s) 0

R. (57)

According to the Cosserat model, the bending and torsion deformation of the parameterized

curve is defined as:

u = (RTR′)∨ = (RTDR)∨, (58)

where, u is the parameterized vector of bending and torsion of c(s) in about the axes of the local
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frames, and (.)∨ represents the vee operator, a mapping from so(3) to R3 defined as [244]:
0 −u3 u2

u3 0 −u1

−u2 u1 0


∨

,


u1

u2

u3

 . (59)

From a mechanical point of view, at any given s, u1 measures the torsional shear angle of c(s)

about the local d1(s) in Radian per unit length, while u2 and u3 are the curvature of c(s) in the

planes constructed by (d3(s),d1(s)) and (d1(s),d2(s)), respectively. Since u was parameterized

with respect to p0–n and s, a library of u for n ∈ {2, · · · , 10} was compiled offline and was used in

real-time.

4.2.3.3 Local extension and shear

Local extension and shear were defined as the spatial rate of change in the position of the centerline,

c(s) with respect to its local coordinates, (60).

δ = RT c′(s) (60)

With the definition of c(s), as (49), and R, as (56), it can be shown that δ is of the form(
δ1(s) 0 0

)T
. In fact, δ1 measures the local longitudinal extension of the catheter along its

local d1 direction. Therefore, the proposed Bezier shape parameterization automatically does not

encode the shear and possible warping deformations. However, for non-slender rods, shear and

warping effects can be included with a modified parameterization. Discarding shear and warping

effects for slender rods, e.g., EDs, have been widely adopted in the previous literature, e.g., [64,

211, 213, 218, 236].

4.2.3.4 Undeformed shape

In general, the undeformed (original) shape of catheter of any form could be parameterized with a

unique c?(s). Without loss of generality, the undeformed shape of the catheter c?(s) was assumed

to be a straight line of length L along the direction of d1(0), i.e., tangent to the deformed shape at

tail (s = 0). Therefore:

c?(s) =

(
p0 Ld1(0)

)
b1(s). (61)

111



The undeformed shape c?(s) exhibits zero torsion and bending, thus, u? = 0, however, it has

spatial extension δ? =

(
L 0 0

)T
in local coordinates. Such an assumption has been adopted in

similar studies, e.g., [213, 218, 236].

4.2.3.5 Parameterized deformation

The proposed parameterized deformation of catheter was defined as a twist vector χ(s) [236] in

local coordinates such that:

χ(s) =

δ − δ?
u− u?

 (62)

The parameterized deformation,χ(s), satisfies the homogeneous Dirichlet and Neumann bound-

ary conditions, necessary for modeling a cantilever rod. Thus, χ(s) is admissible as the deformation

of the catheter as a cantilever rod. In addition, it can be shown that the proposed deformation is

length-preserving for n ≤ 10:

δL =

∫ 1

0
Rδ(s) · d1(s)ds− L =

∫ 1

0
||c′(s)||ds− L = 0, (63)

where, δL is the total change in the length of the deformed shape with respect to the undeformed

shape. In other words, since generally δ(s) 6= 0, the local elongations in the catheter are compen-

sated with the local compressions and vice versa, resulting in a total δL = 0.

4.2.4 Constitutive Equations

Medical catheters are usually constituted of a medical-grade Nickel-Titanium (NiTi) alloys coil

[214] covered with a thin polymeric drag-reducing sheet. Despite the large geometrical deforma-

tion of the catheter, it remains within the limits of the linear elastic region thanks to the super-elastic

properties of NiTi alloys [215]. Therefore, the constitutive equations of the catheter in global coor-

dinates are of the following Hookean form:n(s)

m(s)

 =

R 0

0 R


Kδ 0

0 Ku

χ(s), (64)
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where, n(s) and m(s) are internal forces and moments as a function of s, while, Kδ and Ku are

stiffness matrices for elongation–shear and torsion–bending, respectively:

Kδ =
EA
L


1 0 0

0 1 0

0 0 1
2(1+ϑ)

 , (65)

Ku = EI


1

1+ϑ 0 0

0 1 0

0 0 1

 , (66)

(67)

where, EAL , EI , and ϑ are the tensile–compressive stiffness, flexural rigidity, and Poisson’s ratio of

the catheter.

In the case of non-negligible shear and warping effects, e.g., for non-slender rods, the off-

diagonal components of the assembled stiffness matrix would be non-zero.

4.2.5 Force Balance

Fig. 4.5 shows the free-body-diagram of a representative catheter in its deformed shape being cut

at an arbitrary point,e.g., s = s0. Previous studies have shown that the inertial effects on the

intraluminal catheters are negligible, mainly due to slow insertion and rotation speeds and the small

mass of catheters [245]. Based on the fact that intraluminal catheters are coated with hydrophobic

materials, the drag deflection from blood flow is negligible compared to the large deformation of

the catheter [246]. Also, due to the small external diameter of the catheter, e.g., 7 Fr (2.33 mm),

the external torque on the body of catheter is not comparable to the steering torque (at s = 0) and

bending moments throughout the catheter.

Therefore, the loading on the rod model included external steering moments and forces at s = 0

and contact forces f(s) and contact friction ff (s).

Studies have shown that the average coefficient of friction between intraluminal devices and vessels

is µf = 0.04 with a maximum of 20% uncertainty [216]. Thus, the contact force distribution f(s) is

in the normal plane and toward the centerline. The contact force would generate a frictional force
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Figure 4.5: Free-body-diagram of a representative catheter in original and deformed shapes cut at a
given s0.
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distribution ff along d1(s) in the opposite direction of the linear velocity of c(s). The contact force

and contact friction in local coordinates were formulated as:

f(s) =


0

f2(s)

f3(s)

 , (68)

ff (s) = −sgn
(
ċ(s) · d1

)
µf ||f(s)||


1

0

0

 = −sgn
(
Ṗbn(s) · d1

)
µf ||f(s)||


1

0

0

 , (69)

with sgn as the sign function, ˙(.) = d
dt , the temporal derivation operator, and Ṗ as the velocity

of the control points. The temporal derivative terms were calculated using the third-order backward

differentiation formula:

Ṗ =
11
6 Pt − 3Pt−ht + 3

2Pt−2ht − 1
3Pt−3ht

ht
+O(h3

t ), (70)

with ht the time difference between two consecutive frames.

The force balance equations of the portion of the rod shown in Fig. 4.5 in global coordinates are:

n0 = n(s0) +

∫ s0

0
(R(f(s) + ff (s)) + ρAg)ds, (71)

m0 = m(s0) +

∫ s0

0
−c′(s)× (R(f(s) + ff (s)) + ρAg)ds (72)

where n0 and m0 represent the steering forces and moments applied at the proximal part of catheter

(s = 0) and g =

(
0 0 −g

)T
is the gravity vector in global coordinates with g = 9.81m/s2.

4.2.6 Problem Formulation

4.2.6.1 Inverse problem

With the shape and deformation (R and χ(s)) known from the deformation parameterization, the

inverse problem was defined as to determine the distribution of unknown contact and steering forces,

i.e., f̃(s), n0, and m0. As discussed in [217], the inverse problems are generally ill-posed due to non-

existence, non-uniqueness, or discontinuity of the inverse solution for small perturbations. However,
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employing the integral form of the model would improve the posedness of the problem [217]. The

residual of the force and moment balance equations for a given s = s0 was defined as:

r̃n(s0) = n(s0) +

∫ s0

0
(R(̃f(s) + f̃f (s)) + ρAg)ds− n0, (73)

r̃m(s0) = m(s0) +

∫ s0

0
−c′(s)× (R(f(s) + ff (s))+

ρAg)ds−m0.

(74)

r̃(s0) =

 r̃n(s0)

r̃m(s0)

 (75)

Also for computational efficiency, (74) was reordered as:

r̃m(s0) = m(s0) +

∫ s0

0
c′(s)∧T (R(f(s) + ff (s))+

ρAg)ds−m0.

(76)

By evaluating the residuals r̃(s0) for s0 = 1, the residuals would include all the forces acting

on the catheter. Therefore, a least-square minimization problem was defined as:

minimize ε = (r̃(s0)|s0=1)T (r̃(s0)|s0=1) (77)

The variable of interest in this study was the total insertion force ||n0|| during cannulation pro-

cedures, as the literature indicates insertion force as a determinant haptic cue during interventional

surgeries [41, 43].

4.2.6.2 Force interpolation function

In order to evaluate the integral part of (73), the form of f̃(s) was required. Recent studies have

proposed curvature-based force localization [74], sliding Dirac-δ force localization [218], truncated

Fourier approximation [218], and contact treatment with a-priori knowledge of vessel geometry

[247]. However, the curvature-based method is based on 2D deformation, Dirac-δ requires con-

strained non-linear optimization, truncated Fourier approximation requires large number of terms to

capture sharp changes, e.g., point loads, and contact treatment necessitates a-priori knowledge of

3D vessel shape.
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Given that the contact happens at small areas along the catheter (contact points), the force in-

terpolation function is required to exhibit individual sharp spikes at contact points, while remains

zero at non-contacting points along the catheter. Therefore, the force interpolation function was

proposed to be of the form of summation of sliding Gaussian functions, (78).

fi(s) =

nc∑
j=1

αije
−(

s−βj
σ

)2 , σ =
1

10
, i = 2, 3. (78)

In the proposed interpolation function, 0 < βi ≤ 1 is the offset, which localizes the j-th contact

force, while σ controls the spread of the force peak. Also, the spread σ was set to 1/10. Such a

choice of σ would limit the spread of the contact forces to merely ±5% of the length of the catheter

at the neighborhood of βj . Therefore, the inverse problem was reduced to the determination of the

number of the contact points nc, location of the contact points βj , and the magnitude of the contact

forces αij .

4.2.7 Solution

As stated in Section 4.2.6.1, Eq. 77 constitutes a nonlinear least-square problem. To solve this

problem, a gradient descent method, e.g., Gauss-Newton method, would need iterative computation

of the Jacobian of the residual εwith respect to fitting parameters βj and αij . Moreover, the gradient

descent methods is not applicable with the integer variable nc. Also, the gradient-based solution

might stagnate at a local minimum, depending on the initial guess. To avoid these limitations in

this study, a particle swarm optimization (PSO) algorithm was used for minimizing (77). The PSO

algorithm is a fast-converging, Jacobian-free, and global optimization method [219].

Similar to [218], the aim of the solution was to find the ’worst-case’ loading, which involved

the ’least’ number of contact points, i.e., nc. To this end, a multi-PSO optimizer was implemented

to simultaneously start ten parallel PSOs, with nc = 1, 2, · · · 10, at each frame. Each PSO defined

with an inertial coefficient ω linearly decreasing from 1 to 0.4 over iterations, a social coefficient of

c1 = 1.5, and a cognitive coefficient of c2 = 1.5 [219]. The stopping criterion for each PSO was

reaching a residual norm of ε < 0.01 N or reaching the maximum iteration of MAX_ITER= 100.

The optimizer would finally select the solution, i.e., αij-s and βj-s, which satisfied the minimum

residual norm with the smallest nc.
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Table 4.3: Summary of the measured and set values of the model parameters for RunWay 6Fr
catheter (n=3).

Parameter Method/Definition Measured value Set value

A (mm2) π
4 (OD2-ID2) OD=2.14± 0.17 mm 2.14

ID=1.85± 0.23 mm
I (mm4) π

64 (OD4-ID4) OD=2.14± 0.17 mm 0.45
ID=1.85± 0.23 mm

E (MPa) 3PB EI=723.7 MPa/mm2 1592.3
ϑ - - 0.395

OD: outer diameter
ID: inner diameter

4.2.8 Model Parameters

The parameters incorporated in the model were the elastic modulus, E, cross-sectional area, A,

second moment of cross-sectional area, I , and the Poisson’s ratio, ϑ of the catheter. Since the

catheters used in this study (RunWay 6Fr, Boston Scientific, MA, USA) were made of metal-braided

body, the Poisson’s ratio was set to 0.395 as the average of 0.3, commonly used for metals, and 0.49,

commonly used for incompressible elastomers.

Moreover, a similar catheter was cut into three samples of 100 mm length for diameter mea-

surements and three-point bending tests (3PB), as per [220]. The 3PB test was performed using a

universal testing machine (ElectroForce 3200, TA Instruments, DE, USA) with a vertical displace-

ment rate of 20 mm/min.

Fig. 4.6 shows a sample of the catheter under the 3PB test and Table 4.3 summarizes the model

parameters as used in the solution. In clinical practice, a look-up table of various intraluminal

devices may be populated in the software and parameters automatically get set when the operator

selects a specific ED.

4.3 Validation Study

4.3.1 Hardware–Software Integration

Fig. 4.7 shows the system-level hardware-software integration map implemented in this study. For

this study, a graphical user interface (GUI) was developed in the C# programming language. The
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Figure 4.6: Sample of a catheter under the three-point bending test.
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Figure 4.7: System-level representation of the RCI system with iCORD force estimation.

user would enter the mechanical and geometrical properties of the catheter to the GUI. The RCI

was also controlled through the GUI, relaying the motion commands to the RCI microprocessor

(Arduino Mega, Arduino, MA, USA). The microprocessor firmware was developed in the C++

programming language and controlled the catheter insertion and rotation with two independent PID

feedback loops. GUI-RCI connectivity was through a Bluetooth serial protocol (HC-06, Guangzhou

HC Information Technology, Co., Ltd., Guangzhou, China).

The stereo frames were acquired at a nominal frame-rate of 30 Hz (actual frame-rate: 27±2Hz)

with an HD 1080p (1920×1080 pixels) resolution. The image processing algorithm was developed

using the OpenCV library [248] in C++. Also, the matricial operations and Moore-Penrose pseudo

inversion were developed using the GPU-accelerated Armadillo linear algebra library [249].
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4.3.2 Study Protocol

In order to study the performance of the proposed method for force estimation, the catheter (RunWay

6Fr, Boston Scientific, MA, USA) was steered by the RCI system according to the user motion

command to reach three targets. The targets were the left subclavian artery (LSA), brachiocephalic

artery (BCA), and ascending aorta (AA), all being commonly practiced catheterization tasks in

cardiovascular and neurovascular interventions [43]. The catheter was placed at the entrance of the

left femoral artery and steered toward each target for n = 15 times, making a total of n = 45 tests.

The same operator performed all the tests.

During the test, the reference total insertion force was measured using the ATI Mini40 sensor

installed below the vascular phantom. The force data from the sensor was recorded in a parallel

thread and in synchrony with frame acquisition leading to a sample rate of 27 ± 2Hz. Fig. 4.8(a)

depicts the GUI with the schematic RCI, and Fig. 4.8(b) shows the target areas on the vascular

model.

4.3.3 Performance Assessment

Considering the free-body-diagram depicted in Fig. 4.5 and equation (71), the total contact force

applied to the vascular phantom is equal and in the opposite direction of the total force applied on

the catheter by the RCI. Therefore, for the performance assessment, the total insertion force was

studied. Similar studies have also considered total insertion force as the performance assessment

criterion, e.g., [43].

Fig. 4.9 depicts the data from three sample tests and compares the reference total contact force

(measured) with the estimated contact force with the iCORD method for the three targets. In this

figure, the ’Raw’ tag refers to un-averaged data and the ’MA10’ refers to the 10-point moving

average. The figures are also tagged with numbers, e.g., 1, 2, which refer to the corresponding

location of the tip of the catheter in the vascular phantom shown next to each graph.
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(a)

(b)

Figure 4.8: (a) Graphical user interface developed for the experiments with the schematic RCI
system and (b) three target areas on the vascular phantom.
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(a) (b)

(c)

Figure 4.9: Comparison of the measured total contact force and the estimated contact forces for the catheterization tests toward (a) LSA, (b)
BCA, and (c) AA target. Tagged points show the locations of the tip of the catheter in the image during insertion and their corresponding point
on the force-time graph.
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In all the tests, the total contact force showed a sharp peak as the catheter passed the femoral

bifurcation and contacted with the aortic wall just above the bifurcation (point 2). In four tests, the

tip of the catheter entered the right renal artery causing a secondary peak in force, e.g., point 3 in

Fig. 4.9(a). Also, multiple consecutive peaks followed by valleys are evident in the force graph for

all the tests, e.g., (4–5, 5–7) in Fig. 4.9(a), (3–4, 4–5, 6–7) in Fig. 4.9(b), and (3–4) in Fig. 4.9(c).

Such sharp peaks are related to the stick–slip phenomenon happening due to the friction between the

catheter and vascular phantom. Although the tests of this study were performed with dry phantom,

similar observation has been previously reported in [216] for wet phantom experiments. The pres-

ence of stick-slip in the results shows that the inclusion of friction in the iCORD has successfully

contributed to the capturing of the stick–slip phenomenon.

Also, the qualitative comparison with the reference shows that the iCORD estimations were in

good agreement with the reference. Moreover, applying a 10-point moving average on the iCORD

estimations decreased the noise in the raw iCORD estimations. The main source of noise in the

iCORD Raw estimations was related to the flicker of the images due to the ambient vibration, as the

experimental setup was not set on a vibration canceling platform.

4.3.4 Performance Metrics

Previously, Rafii et al. [43] have shown that the mean force, Favg, maximum force Fmax, force impact

over time, FIT, and the number of peaks in the force NP (above 0.1N), are the statistically significant

features (metrics) in the force feedback for the RCI procedures. Therefore for the quantitative analy-

sis the metrics for the iCORD estimations, raw and MA10, were compared with those calculated for

reference. Moreover, the minimum detectable force by iCORD, Fmin, was defined as the minimum

estimated force with less than 5% error from its corresponding reference after the occurrence of the

first contact (point 1). Also, the mean-absolute-error (MAE) between estimation and reference was

calculated as a measure of accuracy for iCORD estimations. Table 4.4 summarizes the comparison

of performance metrics.

In all the experiments, the mean force was overestimated by iCORD compared to the reference,

i.e., +9.6% (LSA), +13.3% (BCA), and +10.8% (AA). Higher ranges of the error have been reported

in the recent literature, e.g., [188, 218, 230, 239]. A similar over-estimating trend was observed
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Table 4.4: Summary and comparison of the performance metrics between iCORD force estimation
and reference.

Target Metric iCORD (Raw) iCORD (MA10) Reference

LSA

Mean Force, Favg (N)
Max. Force, Fmax (N)
Min. Det. Force, Fmin (N)
No. Peaks, Np
FIT (N.s)
MAE (N)

0.57±0.62
1.62±0.16
0.22±0.09
5
8.21±1.48
0.08±0.14

0.55±0.57
1.58±0.12
0.26±0.08
5
7.97±1.35
0.06±0.12

0.52±0.43
1.53±0.21
0.01
5
7.44±0.96
–

BCA

Mean Force, Favg (N)
Max. Force, Fmax (N)
Min. Det. Force, Fmin (N)
No. Peaks, NP
FIT (N.s)
MAE (N)

0.85±0.49
1.76±0.34
0.22±0.10
7
13.92±2.07
0.12±0.07

0.79±0.55
1.71±0.25
0.25±0.08
7
13.38±2.12
0.09±0.04

0.75±0.50
1.65±0.26
0.01
7
12.78±2.01
–

AA

Mean Force, Favg (N)
Max. Force, Fmax (N)
Min. Det. Force, Fmin (N)
No. Peaks, NP
FIT (N.s)
MAE (N)

0.51±0.49
1.36±0.18
0.23±0.06
4
9.70±1.88
0.10±0.11

0.48±0.45
1.31±0.17
0.27±0.11
4
9.23±1.42
0.07±0.05

0.46±0.36
1.28±0.14
0.01
4
8.95±1.61
–
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for the maximum force, i.e., +5.8% (LSA), +7.2% (BCA), and +6.3% (AA). However, the error

of maximum force was less than the mean force; thus, it was inferred that iCORD estimations

were more accurate toward the end of each intervention. This observation might be related to

that as the shape of the catheter was more tortuous toward the end, a more specific combination of

contact forces was to result in a similar shape and the multi-PSO converged to more accurate results.

Another implication of over-estimating the force was its effect of the force-impact over time (FIT),

where FIT was over-estimated by 10.3% in LSA, 8.9% in BCA, and 8.4% in AA experiment.

The findings showed that the minimum detectable force of iCORD was within the range of

0.22–0.23 N. Although, the minimum detectable force was higher than the nominal resolution of

the reference force sensor (0.01 N), it showed improvement compared with the results of [188,

218, 230], and [239]. Although, using a moving average on the Raw data has decreased the noise

of iCORD estimations, it has increased the minimum detectable force by 18.2% in LSA, 13.6%

in BCA, and 17.4% in AA experiments. On the other hand, it is noteworthy that the minimum

detectable force happened early in the procedure (near the femoral bifurcation) where is anticipated

as a low-risk region for interventional surgeries.

As for the number of peaks, all the experiments showed similar numbers of peaks in the insertion

force compared to the reference. The mean absolute error, was less than the minimum detectable

force, which could rule out the advert effect of minimum detectable force on the accuracy of the

iCORD estimations. Moreover, the MAE was decreased by applying a 10-point moving average

which shows its effective noise cancellation on the iCORD performance. However, without the

moving average, the MAE was 5.2%, 7.3%, and 7.8% of the peak force in LSA, BCA, and AA

experiments, respectively.

4.3.5 Statistical Analysis

Based on the descriptive statistics provided in Table 4.4, the performance metrics of the iCORD

showed levels of deviation from reference values. To determine whether the iCORD performance

metrics for Raw and MA10 groups were statistically different from the reference, statistical analyses

were performed. To this end, the mean force (n=15), peak force (n=15), and force-impact over time

(n=15) were tested for each experiment (three groups) against their corresponding reference values
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for significant differences. Non-parametric Wilcoxon signed-rank test with a confidence level of

5% (p < 0.05) was selected, as the number of tests was n ≤ 15 and the distribution of the sample

tests was unknown. All the statistical analyses were performed using IBM SPSS Statistics software

(v22, IBM Corp., NY, USA).

Fig. 4.10 shows the calculated significance levels for the iCORD and reference data. Since all

the p-values were above the confidence level of p < 0.05, there was not enough statistical evidence

that the performance metrics of iCORD were significantly different from the reference data. This

finding further supports the similarity of the iCORD results to the reference data provided in Table

4.4.

4.3.6 Computation Time

The total insertion length for the LSA, BCA, and AA targets were, 524 ± 12 (n=15), 566 ± 23

(n=15), and 573 ± 9 mm (n=15). The post-processing showed that the average total computation

time for force estimation increased from 10.9± 0.3 ms (BCA) to 24± 1 ms (BCA) as the catheter

advanced into the phantom. Fig. 4.11(a) depicts the average computation time for force estimation

for each target with respect to the inserted length.

In all the tests, the computation time increased exponentially with the inserted length. Such

an exponential growth was related to the increasing the number of pixels occupied by the catheter

in the frames, thus, increasing the computational cost of Bezier fitting, (51). As another factor, it

was observed that by increasing the insertion length, the tortuosity of the catheter increased due to

entering the aortic arch and the arteries. Therefore, more PSO iterations were necessary to achieve

convergence. Nevertheless the total computation time per frame was less than the real-time ceiling,

i.e., 37 ms corresponding to the average frame rate of 27Hz. Therefore, the proposed solution and

optimization method were fast enough to satisfy the real-time requirement.

More specifically, Fig. 4.11(b) compares the breakdown of the computation time for image

processing (shape extraction and triangulation), Bezier fitting, and convergence time of the multi-

PSO optimizer. Comparatively, PSO optimization had the most and Bezier fitting had the least

computational cost for the solution.
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(a) (b)

(c)

Figure 4.10: Results of the statistical analysis of the performance metrics of iCORD results (Raw
and MA10) with reference data for cannulation of (a) LSA, (b) BCA, and (c) AA. The Wilcoxon
signed-rank test for all the comparisons showed no significant difference between the performance
metrics of iCORD and reference.
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(a)

(b)

Figure 4.11: (a) Total computation time for reaching three targets with respect to the inserted length
of the catheter and (b) breakdown of computation time for image processing, Bezier fitting, and
convergence time of the optimizer.
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4.4 Summary

The aim of this study was to propose and validate an inverse Cosserat rod model for endovascular

devices for real-time image-based force estimation on EDs. For a continuous and differentiable

description of the rod’s shape, a fast Bezier shape reconstruction was proposed and validated. Also,

the governing equations of the Cosserat rod theory were derived to accommodate the Bezier curve-

based kinematics. Moreover, the model incorporated a multiple Gaussian force distribution with an

unknown number of forces, with unknown magnitudes and unknown loci. A multi-PSO global op-

timization schema was proposed and implemented using a GPU-accelerated framework for finding

the least number of forces, their magnitude, and loci leading to a similar deformed shape.

The total insertion force was estimated for three arterial cannulations, i.e., LSA, BCA, and AA

using the iCORD, while the reference forces were recorded with a pre-calibrated sensor. The statis-

tical analysis of the findings showed that, despite the presence of noise, there was not a significant

difference between the estimated performance metrics by iCORD compared to the reference met-

rics.

The prime contribution of this study was to propose an accurate and fast method for marker-

less and sensor-free image-based force estimation schema for endovascular devices. Also, a-priori

knowledge of the vascular anatomy was not required in the proposed method. The author deemed

this feature necessary in practice, as it eliminates the need for pre-operative CT-, MRI, or MRA-

imaging. Furthermore, the results of this study showed improvement of the minimum detectable

force compared to similar studies using shape-based force estimation. Moreover, using a multi-PSO

technique allowed for incorporating the number of contact forces as an unknown, which, has not

been provided in similar studies. Similar studies have either assumed the number of forces fixed,

e.g., [230], or detected the contact points through image-based techniques, e.g., [74].

The real-time performance achieved in this study was mainly due to the utilization of a pre-

compiled library of analytical Bezier-based kinematics variables and the parallelized implementa-

tion of multi-PSO optimization. To the best of the author’s knowledge, such implementation of

inverse Cosserat model was not available in the current literature.

Despite the overall slight over-estimation of the performance metrics by the iCORD, the author
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deems that it might not compromise the safety of practical use of the iCORD in clinical setups. The

reason is that either the iCORD results be used for audio-visual feedback or haptic feedback to the

surgeon, such an over-estimation of force will increase the surgeon’s caution, thus, does not add to

the risk for the patient.

In the present study, stereo-vision was used for obtaining the 3D shape of the catheter in real-

time. Although bi-planar fluoroscopy is available in the market and can be used for stereo-vision,

this technology is not as abundant as single-plane fluoroscopy. To remedy this limitation, utilization

of the recently developed single-camera shape sensing techniques, e.g., [247], can be a significant

extension to the iCORD. Another factor for future studies is the sensitivity of the results to uncer-

tainties in the model parameters, e.g., mechanical properties and geometry. Also, in this study, the

initial shape of the catheter was assumed as a straight line. Although in this study we utilized a

straight catheter, endovascular devices come in various shapes and accurate Bezier-based definition

of the initial shape is crucial for accurate results. An extension of this work could be to capture and

incorporate the initial shape of the catheter with the same image-acquisition system, prior to the

beginning of the surgery. Moreover, integration of the proposed method in a haptics-enabled RCI

system is further discussed in the continuation of this thesis.

Although the proposed iCORD method can be used for force estimation on steerable catheters, the

proposed solution schema may not be the most optimal for such catheters. The reason is that the

deformation of the steerable catheters is typically with a constant bending curvature. Therefore,

there is an opportunity to assert this specific type of deformation on the iCORD kinematics and bal-

ance equations for finding an analytical solution for force estimation. Also, it was hypothesized that

with a fast and robust force estimation on steerable catheters, tactile displays, e.g., [63] and [61],

can be used for rendering the contact forces for the surgeon during RCI procedures. Therefore, in

the next Chapter the proposed iCORD is adapted to the constant bending curvature of the steerable

catheters and an analytical, fast, accurate, and robust force estimation schema for steerable catheters

is presented.
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Chapter 5

Accurate Estimation of Tip Force on
Tendon-driven Catheters using Inverse
Cosserat Rod Model (iCORD)

Tip force estimation on tendon-driven catheters is of crucial clinical importance for catheter-based

surgeries such as radio-frequency ablation (RFA). Building upon iCORD catheter model, proposed

in Chapter 4, a force estimation framework with Bezier spline shape approximation and inverse

Cosserat rod model was proposed and validated specifically for RFA catheters. To this end, initially

the necessary condition for a Bezier spline to approximate a constant bending radius catheter was

derived. Afterward, the kinematics and balance equations of the catheter were derived based on

the proposed shape approximation technique and solved to find the tip force. The force estimation

problem was formulated as an inverse problem with a functional minimization technique that led to

finding an analytical solution the real-time tip force estimation. In the end, the proposed method

was experimentally tested for accuracy and computation time. The results showed that the estimated

forces were in fair agreement with reference with a mean-absolute error of 0.024 ± 0.020 N and

a computation time of 7 ± 5 ms per frame. The exhibited performance was comparable to other

studies and was in compliance with the requirements of robot-assisted cardiovascular intervention

applications.
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Figure 5.1: The schematic shape of steerable ablation catheters in the right atrium during ablation
interventions.

5.1 Introduction

5.1.1 Background

Catheter ablation therapy is the standard-of-care for the treatment of cardiac atrial fibrillation (AFib)

[250]. AFib is the cause of cardiac arrhythmia which is the top electrophysiologic disease requiring

hospitalizations [250]. Inactivating the over-active cardiac cells, responsible for arrhythmia, is per-

formed by either burning, i.e., radio-frequency ablation (RFA), or freezing, cryo-ablation (CRA).

Fig. 5.1 schematically depicts an RFA catheter inside the left atrium. For RFA, a flexible catheter

is surgically inserted into the patient’s femoral vein and is advanced toward the right or left atrium.

Once the tip of the catheter is inside the atrium and in contact with the desired location on the atrial

wall, the surgeon performs the ablation to burn the over-active cells. Tip force estimation on tendon-

driven catheters is of crucial clinical importance for RFA procedures.

Tendon-driven catheters have a small diameter, e.g, 3–6 mm, thus can be used in minimally-

invasive surgeries for endovascular applications. Also, such catheters provide a large workspace for

the surgeon as the position of their tip can be controlled by pulling the tendons. For more robust and
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dexterous manipulation of the catheters, soft catheters are a favorable choice [251], as they offer

flexibility and dexterity. Tendon-driven catheters are a widely-adopted mode of actuation for RFA

procedures [252].

A steerable catheter is comprised of a controllable tip part (4–10 cm), a non-steerable body (80–150

cm), and a control handle. The handle typically has a knob mechanism to wind/unwind the tendons

which are internally anchored to the tip [252]. Such catheters may also have embedded sensors for

direct measurement of contact force at the tip [228, 253]. The limitation of using embedded sensors

is in reducing the maneuverability of the catheter, increasing the cost of the catheters, and compli-

cating the design. These have been the technical limitations hindering the wide clinical adoption of

sensorized catheters.

On the other hand, a minimum of two tendons is needed to apply bending moment at the tip of such

catheters in an agonist-antagonist configuration. Due to non-negligible frictional force between

the tendons and the body of the steerable catheters, surgeons usually cannot perceive an accurate

measurement of the small forces at the tip of such catheters. In addition for RFA procedures, the

range of safe tip force on the catheters is less than 0.3 N [62, 254] and over-steering of catheters

is a clinical risk that may lead to tissue perforation and catastrophic outcomes. Also, a minimum

tip force of 0.1 N must be maintained at the tip of the catheter in contact with the tissue to attain

effective RFA treatment. Therefore, a robust and accurate force estimation method is a clinical need.

5.1.2 Related Studies

To measure the tip forces, researchers have used sensor-based [77, 253] and sensorless approaches.

Sensorless methods have been proposed based on continuum mechanics, differential geometry, and

particle-based dynamics [62]. Usually, sensorless methods involve deformation estimation through

imaging and derivation of kinematics and dynamics equations thereof. Finally, the tip force is ob-

tained through inverse solution techniques [70]. In comparison, the sensor-based methods include

less uncertain model parameters, however, require changing the design and structure of the conven-

tional tendon-driven catheters. While sensorless methods are less cumbersome to implement, they
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necessitate having accurate modeling of the catheter dynamics and usually involve model parame-

ters with intrinsic uncertainty [62].

The available literature of modeling the mechanics of steerable catheters can be categorized in mech-

anistic and heuristic (statistical) approaches. As for the mechanistic models, researchers have mod-

eled the deformation of flexible catheters under external load with [255] and without [74] internal

tendon actuation. Theoretically, a flexible catheter has infinite degrees-of-freedom (DoFs). How-

ever, for simplification, the shape of the catheter has been modeled as a curve [213, 218, 230, 231]

with a limited number of DoFs, or a set of rigid segments with elastic joints [46, 195, 256–258].

Recently, accurate results have been obtained for forward dynamics of RFA catheter through em-

ploying differential geometry modeling, e.g., Cosserat rod model [213, 218, 259, 260]. However, to

the best of the author’s knowledge, a differential geometry-based inverse modeling of RFA catheter

has not yet been investigated.

Heuristic models such as Gaussian Mixture Models (GMM) and neural networks (NN) have shown

favorable real-time performance with low computational cost and the ability to capture the nonlinear

effects such as dead-zone and friction [62, 64]. In an early study, Rafii-Tari et al. [261] utilized a

GMM to obtain the kinematics of catheter maneuvers in an RCI setup. In another effort, Khoshnam

et al. [120] proposed a Gaussian Mixture Model to estimate the external force on RFA catheters us-

ing curvature analysis. Recently, Chi et al. [262] encoded the catheter kinematics in a GMM model

and used it for kinematic control of catheters. Although GMMs offer the inclusion of nonlinearities,

such models require a relatively large dataset and rigorous data preparation for accurate predic-

tions. In addition, redundancy resolution and non-uniqueness are among the serious limitations of

heuristic models.

As stated above, sensorless methods of force estimation heavily rely on image-based shape and

deformation extraction. Also, the balance equations of steerable catheters employ estimated kine-

matic variables, e.g., curvature, which typically requires first and second-order differentiation of the

shape. Since image-processing provides a pixel-based discretized shape, performing numerical dif-

ferentiation amplifies the error of resolution or flicker between consecutive frames, thus diminishes

the accuracy. Therefore, approximation of the shape with a differentiable shape function is an alter-

native. As a requirement, such a differentiable shape functions shall have the same dimensionality
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as the catheter and satisfy the deformation boundary conditions.

Cosserat rod theory is a widely adopted method to model beams, e.g., catheters, with large spatial

deformations [213]. Recently, Aloi et al. [218] proposed a Cosserat-based method for estimating

force along beams using moving Dirac’s delta and truncated Fourier series. Nevertheless, their

method involved nonlinear constrained optimization with an iterative solution which is a compu-

tationally intensive procedure. Also, Trivisionne et al. [247] proposed a force estimation method

based on contact mechanics with a constrained optimization solution which required a-priori knowl-

edge of anatomy and multiple fiducial markers on the catheter. In another study, Hooshiar et al. [74]

used a continuum mechanics-based approach for finding the position of contact forces and used

those in an inverse finite element method for estimating the contact forces. However, their technique

required the computation of a nonlinear geometric stiffness matrix which was computationally ex-

pensive. In another study, Jolaei et al. [64, 70] proposed a contact mechanics-based method for force

estimation. Nevertheless, their method requires real-time tissue characterization to compensate for

the cardiac motion.

5.1.3 Motivation and Contributions

In this study, to adapt the proposed iCORD methodology for force estimation for steerable catheters,

a Bezier-based shape approximation for tendon-driven catheters was proposed. Afterward, a rela-

tionship between the curvature along the catheter and the contact force applied at its tip was obtained

using the Cosserat rod theory. Furthermore, the balance equations were re-formed to constitute a

generalized norm-minimization problem for which a fast solution is available. In the end, the pro-

posed force estimation method was validated in an experimental test and the error analysis was

performed on the results.

The main contributions of this study are:

(1) proposing a continuous and differentiable shape function to derive a generalized analytical

form for the catheter deformation,

(2) analytical derivation of the balance equations for the catheter with large deformations, and
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(3) proposing a fast and robust analytical method for tip force estimation favorable for image-

based force estimation on steerable RFA catheters,

(4) experimental validation of the proposed method and its feasibility assessment through inte-

gration with a robotic RFA catheter system.

5.2 Material and Methods

In this section, derivation of the kinematics, constitutive equation, and force balance equation for

steerable RFA catheters are provided. The kinematics was a special case of Bezier fitting that

fulfilled a single-plane constant bending radius condition [263]. Also, iCORD method proposed in

Chapter 4 was adopted for the constitutive and balance equations. In the end, tip force estimation

was performed by finding an analytical solution for the balance equations.

5.2.1 Catheter Fabrication and Assembly

The catheter of interest in this study was a tendon-driven steerable catheter with four tendons. Fig.

5.2 shows the fabrication steps and the assembled catheter. The fabricated catheter had a diameter

of 6 mm and a length of 40 mm, corresponding to a clinical 18-Fr catheter (1 Fr = 1/3 mm). The

selected length was sufficient to access the interior surface of the right atrium in adults [264].

For the fabrication, a cylindrical mold was rapid-prototyped with a 3D printer (Replicator+, Maker-

Bot, NY, USA). Also, a square platform (16 × 16 × 8 mm), housing four through-holes, was 3D-

printed to provide a platform for the fixed end of the catheter. The through holes were used to

accommodate anchorage M2 screws for fixing the mold to the platform and later were used as

guides for the four tendons.

The catheter was comprised of a steel compression coil spring with a nominal outer diameter of 5

mm and compressive stiffness of 0.35 N/mm. The spring was installed at the center of the cylindrical

mold while silicon rubber material for the body of the catheter (Ecoflex
TM

00-20, Smooth-on Inc.,

PA, USA) was filled in the mold. The use of coil spring enhanced the ability of the catheter to

recover to its original shape after deformation. The mold was rested in a vacuum chamber (Best

Value Vacs, IL, USA) under 29 mmHg vacuum pressure for discarding the air bubbles (degassing)

for 10 minutes. Afterward, the degassed mold was rested at 24◦C for final curing. After curing,
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Figure 5.2: Molding, degassing, curing, and assembly steps for prototyping the flexible catheter
[64].

the platform was secured in a 3D-printed base. The reason for the base was to make the assembly

modular and facilitate the replacement of the catheter and base.

5.2.2 Workspace

Studies have shown that the deformed shape of a steerable catheter is of a constant bending curvature

[51, 230]. Moreover, the deformation of such catheters occurs in a single plane, denoted as Γ.

Therefore, the shape of the distal section of the catheter was assumed as a circular arc made by co-

planar points. The workspace of the catheter was obtained through kinematic analysis in spherical

coordinates. Workspace of the catheter was defined as the theoretical locus of the tip of the catheter.

Fig. 5.3 depicts the schematic deformed shape of the catheter with t as the position vector of

the tip of the catheter. The original shape of the catheter was assumed to be along the X-axis in

Cartesian coordinates. The length-preserving deformation assumption for the catheter [74, 218,

247], necessitates that for all deformations:

rϕ = L = 40mm. (79)
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Figure 5.3: Representative deformed shape of the catheter with constant bending radius.

Assuming X-axis as the height axis (zenith direction) in the spherical coordinates, the spherical

representation of t was convened as:

t =


ρ

θ

ϕ/2

 . (80)

From the geometric relations in4OTOb:

ρ = ||t|| = 2r sin
ϕ

2
(81)

Eliminating r in Eq. 79 and Eq. 81 resulted in:

ρ
ϕ/2

sin ϕ/2
= L. (82)

In fact, Eq. 82 represents the locus surface of the theoretical workspace of the tip of the catheter

in spherical coordinates. The theoretical workspace was visualized for ϕ ∈ (−π, π]. Since the

workspace is independent of θ (inclination direction), the workspace is theoretically axisymmetric

with respect to the height direction (X-axis).

In practice, the feasible workspace of the catheter was a sub-domain of the theoretical workspace
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due to limitations in the tendons actuation.

The feasible workspace of the catheter was obtained through an experiment by pulling the tendons

from their rest position to the feasible extremes, i.e., 10 mm. The position of the tip marker of

the catheter was obtained through stereo-vision. Fig. 5.4(a) depicts the theoretical and feasible

workspace of the catheter and Fig. 5.4(b) depicts the error distribution of the feasible workspace

with the theoretical workspace. Post-processing indicated a maximum absolute error of 0.8 mm (2%

of the nominal length of the catheter) between the theoretical workspace and feasible workspace.

Relative small error between the theoretical workspace and experimental observation confirmed

the constant bending curvature assumption. Therefore, the force estimation method was developed

adopting this special case of deformation.

5.2.3 Shape Interpolation

Real-time x-ray imaging, a.k.a., fluoroscopy, is present during catheterization procedures and can

be used to obtain the position of the tip of the catheter. Nevertheless, the author’s findings in [64]

for a similar catheter showed that the tip position of the catheter can be accurately predicted using

the lengths of the tendons. In this study, the shape of the catheter, c(s), was interpolated using a

Bezier spline of the form:

c(s) =


x(s)

y(s)

z(s)

 =

(
p0 · · · pn

)


n
i

 (1− s)n−1si

...n
i

 (1− s)n−1si


. (83)

where, s ∈ [0, 1] is the normalized length parameter, n is the degree of the spline, and pi ∈ Γ are

the control points determining the shape of c(s). Previously, the author has derived the kinematics

of tendon-driven catheters and have experimentally validated the circular arc shape assumption for

the tendon-driven catheters [64].

As depicted in Fig. 5.5(a) the spatial deformation of the tendon-driven catheter was assumed to

occur in the Γ-plane. Control points p0 = c(0) and p3 = c(1) determine the base and tip of the
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(a)

(b)

Figure 5.4: (a) Comparison of the theoretical workspace and the feasible workspace of the catheter,
and (b) distribution of the error between the experimental and theoretical workspace.
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catheter in global coordinates, respectively. The position of tip and base of the catheter was obtained

by real-time image processing and through pinhole camera model calibration described in Chapter

3.

It can be shown that n = 3 is the minimum Bezier degree necessary for generating a constant radius

circular arc r. Thus, a Bezier spline of degree n = 3 was selected for the shape approximation.

To satisfy the Dirichlet and Neumann boundary conditions of the catheter as a cantilever beam, c(s)

shall necessarily satisfy the boundary conditions in Eq. 84–85. In addition, the tip of the Bezier line

shall collocate and align with the tip of the catheter from the image (Eq. 86–87). It is noteworthy

that in Bezier splines, the first and last control points necessarily reside on the curve.

In the following, it was assumed that the global coordinate system was collocated with the base of

the catheter. Also without loss of generality, it was assumed that the deformation occurred in the

XY -plane. In case the deformation is in another plane, a linear mapping with a rotation matrix,

R ∈ so(3), could map the local coordinates (in the Γ-plane) to the global coordinates. Therefore:

p0 = c(0) =


0

0

0

 , (84)

p1 = λL


1

0

0

 , (85)

p3 = c(1) =


x

y

0

 , (86)

where, x and y are the horizontal and vertical coordinates of the tip in Γ, and λ ∈ [0, 1] is a constant

which controls the curvature throughout the Bezier spline. Also, the shape-fitting spline shall be
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(a)

(b)

Figure 5.5: (a) Schematic deformed shape of a typical tendon-driven catheter with the geometric
definition of parameters, (b) representative Bezier curves with various λ’s for shape approximation.
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symmetric with respect to Obq̃ bisector. Therefore:

||p3 − p2|| = λL⇒ p2 =


x

y

0

− λL


cosϕ

sinϕ

0

 (87)

From the derived kinematics above, the bending angle and radius of curvature of the catheter are:

r =
x2 + y2

2y
(88)

ϕ =
L
r
. (89)

By substituting Eq. 84–87 in Eq. 83, the shape fitting problem was reduced to the determination of

λ. In fact, λ is a shape parameter that determines the convexity (radius of curvature) of the Bezier

spline.

To find the best fitting λ, it was necessary that the mid-point of c(s), q, collocate with the mid-arc

q̃. Using the position of q̃:

q̃ = r


sin ϕ

2

1− cos ϕ2

0

 , (90)

the collocation of q and q̃ was formulated as:

δ = ||c(s)|s= 1
2
− q̃||2 = 0. (91)

Analytical solution of Eq. 91 in Maple R2020 software (Maplesoft Inc., ON, Canada) revealed two

distinct real roots for Eq. 91. Signum analysis showed that the two roots, λ1 and λ2, have the

following unconditional property:

λ1λ2 < 0. (92)

Given that λ in this problem shall be strictly positive, the admissible solution was:

λ =
−

√
4(1−cosϕ)

(
((r−x

2
)2− y2

4
) cosϕ+y(r−x

2
) sinϕ+r2+rx−x2+y2

4

)
−y cosϕ+(2r−x) sinϕ+y

60(cosϕ−1) .

(93)
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5.2.4 Kinematics

For the described single-plane bending of the catheter, the only kinematic variable was κg. With the

definitions, provided in Appendix A, κg was found as:

κg(s) = −x
′(s)y′′(s)− y′(s)x′′(s)

(x′2(s) + y′2(s))
3
2

, (94)

with (.)′ = d
ds(.) as the derivation operator. For demonstration, Fig. 5.6 depicts circular arcs, their

Bezier fittings, and their corresponding κg-s. As shown the proposed shape interpolation resulted

in fair curvature approximations. However for bendings with |ϕ| > π, adopting an n > 3 would be

necessary for accurate curvature approximation. Nevertheless, in the scope of this study the bending

angles were fairly smaller than π.

5.2.5 Constitutive Equation

Based on Cosserat rod model for cantilever beams, the relationship between the bending deforma-

tion χ(s) for single-plane bending simplifies:

m(s) = RKuχ(s) = RKu(u− u?). (95)

The rotation matrix R, bending stiffness Ku, bending deformation u − u?, and geodesic curva-

tures κg(s) and κ?g were previously derived for a Bezier spline in Chapter 3 and 4. Thus, with the

described single-plane bending, the constitutive equation (Eq. 95) simplifies to:

m(s) = EI


0

0

κg(s)− κ?g(s)

 . (96)

with EI as the flexural rigidity of the catheter. The constitutive equation implies that the internal

bending moment has only an out-of-plane component perpendicular to Γ (in this case XY -plane).

Also, by assuming the initial shape of the catheter as a straight line, κ?g(s) = 0.
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Figure 5.6: Interpolated shapes of circular arcs and their corresponding curvatures.
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Figure 5.7: The free-body diagram (FBD) of a deformed tendon-driven catheter with constant bend-
ing radius deformation.
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5.2.6 Moment Balance

Fig. 5.7 shows the free-body diagram (FBD) of a tendon-driven catheter at equilibrium. The catheter

is bent as a result of an external tip force fTip and an external tip bending moment mTip. The

tip force is the contact force between the catheter and the cardiac tissue while the tip moment is

applied because of the pulling in the catheter’s steering tendons. Quasi-static equilibrium of the

FBD depicted in Fig. 5.7 shows that the force and moment at the base of the catheter applied to it

from its anchorage are:

f0 = −fTip, (97)

m0 = −mTip −


x

y

0

× fTip. (98)

Also, the moment balance equation at any given point p(s) =

(
x(s) y(s) 0

)T

throughout the

catheter is:

m(s) = mTip +


x− x(s)

y − y(s)

0

× fTip. (99)

Substituting the constitutive definition of m(s) from Eq. 96, the balance equation, which relates the

shape of the catheter to the unknown tip force, was obtained as:

mTip +


x− x(s)

y − y(s)

0

× fTip = EI


0

0

κg(s)

 . (100)

This equation is a vectorial equation with two trivial scalar equations (0 = 0) from the first and

second rows and an under-determined scalar equation from the third row:

mTip + fy (x− x(s))− fx (y − y(s)) = EIκg(s), (101)

with mTip as the external tip moment applied through pulling the steering tendons, fx and fy as

the horizontal and vertical components of the tip force in the bending angle, respectively. The tip
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bending moment was known in real-time by measuring the torque of the driving motor. Further

details on measuring mTip are provided in Sec. 5.3.2.2.

5.2.7 Inverse Solution

5.2.7.1 Solution schema

As stated earlier, Eq. 101 is under-determined with two unknowns and one equation. However,

the balance equation must be satisfied for all the points along the catheter’s length, i.e., s ∈ [0, 1].

Therefore, the force estimation was formulated as a minimization problem over s ∈ [0, 1] domain.

This solution approach is regarded as the exact formulation in the literature [62]. To find fx and fy

through minimization, functional Π(fx, fy) was defined as:

Π(fx, fy) =

∫ 1

0

(
mTip + fy

(
x− x(s)

)
− fx

(
y − y(s)

)
− EIκg(s)

)2
ds. (102)

Functional Π(fx, fy) represents the summation of the residual of momentum balance equation along

the length of the catheter. Minimization of Π(fx, fy), in fact, enforces Eq. 101 throughout the length

of the catheter. The functional was further simplified to Eq. 104 by introducing:

η(s) = mTip − EIκg(s), (103)

Π(fx, fy) =

∫ 1

0

(
fy
(
x− x(s)

)
− fx

(
y − y(s)

)
+ η(s)

)2
ds. (104)

The tip force applied on the catheter is from contact with the environment. By assuming a fric-

tionless contact, for the sake of simplicity, and given that contact forces are perpendicular to the

surface of the contacting bodies, the tip force was assumed to be perpendicular to c(s) at the tip.

This assumption has been experimentally validated for steerable catheters in [51]. The condition

necessitated:

fx cosϕ+ fy sinϕ = 0→ fx = −fy tanϕ. (105)

Using Eq. 105, functional Π simplified to:

Π(fy) =

∫ 1

0

(
fy

(
x− x(s) + tanϕ

(
y − y(s)

))
+ η(s)

)2

ds. (106)
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The necessary condition for minimizing Π(fy) was:

∂

∂fy
Π(fy) = 0, (107)

which expanded to:

fy

∫ 1

0

(
x− x(s) + tanϕ

(
y − y(s)

))2
ds = −

∫ 1

0
η(s)

(
x− x(s) + tanϕ

(
y − y(s)

))
ds. (108)

Therefore, external forces fx and fy were obtained as:

fy = −

∫ 1
0 η(s)

(
x− x(s) + tanϕ

(
y − y(s)

))
ds∫ 1

0

(
x− x(s) + tanϕ

(
y − y(s)

))2
ds

, (109)

fx = −fy tanϕ. (110)

Given that the parametric expressions of x(s), y(s), and κg(s) were obtained through kinematic

analysis with the proposed shape interpolation, the integrals in Eq. 109 were evaluated in real-time

using RK4 method. The parameters involved in the integrals were p0−3, κg(s),mTip, x, and y which

were determined in each frame.

A special case of catheter shape is y(s) = y that happens when the catheter is with a straight-line

shape. In this case, Eq. 109 may indicate non-zero force if η(s) 6= 0. In fact, simultaneous y(s) = y

and η(s) 6= 0 happens when there is an external bending moment at the tip without a change in the

shape, which indicates the presence of a resistance force at the tip against the deformation.

5.2.7.2 Existence and uniqueness

Unless fy = 0, Eq. 106 is a quadratic and strictly positive function of fy. Therefore, irrespective of

x, y, ϕ, and η(s), there exists only one fy ∈ R which unconditionally minimizes Π. Fig. 5.8 shows

the variation of Π with respect to η(s) and fy for a representative bending angle, i.e., ϕ = −π/6. As

depicted, the Π-surface is convex and has one global minimum for any given η(s). Similar variation

of Π was observed for other bending angles.

5.2.8 Model Parameters

The model parameters required in the proposed method are the length of the catheter, L, and its

flexural rigidity EI. The length of the prototyped catheter, measured with a caliper three times,
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Figure 5.8: Variation of Π with respect to fy and η(s) and the contours of constant η(s) shows the
uniqueness and existence of fy for various η(s).

was 40.71 ± 0.25. To obtain the flexural rigidity a cantilever bending test was performed on the

prototyped catheter and repeated three times. A test jig was designed and 3D printed to provide a

cantilever test fixture. Fig. 5.9(a) shows the prototyped catheter under the cantilever test.

Given that the prototyped catheter was not slender, a Timoshenko beam model for the determination

of EI was adopted. The flexural rigidity of a prismatic Timoshenko beam with a circular cross-

section from cantilever bending test was obtained using [265]:

EI =
kc
6

(
πr2

cL(4 + 5ϑ)

4
+ 2L3

)
, (111)

with kc = 0.011 N/mm as the slope of the experimental force-displacement curve (Fig. 5.9(b)), ϑ as

the Poisson’s ratio, and rc as the radius of the cross-section of the beam. Because of the hyperelastic

material used in the prototyped catheter, ϑ was assumed 0.49, representing a nearly incompressible

material, and rc was 3 mm. The estimated EI was obtained as EI = 238.01 Nmm2.
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(a)

Figure 5.9: (a) the prototyped catheter under cantilever bending test and (b) the force-displacement
curve of the bending test.
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5.3 Validation Studies

To assess the performance of the proposed force estimation method, a simulation-based validation

study and an experimental study were performed. In the simulation-based validation, three different

catheters with various tip moment and forces were simulated in commercial finite-element analysis

software (Ansys R17.0, PA, USA). The objective of the first study was to assess the accuracy of the

proposed tip force estimation method. In the second study, the performance of the proposed force

estimation method was investigated in experiments with a prototyped steerable catheter (described

in Sec. 5.2.1) with two different tip moments while it was in contact with a moving tissue phan-

tom. The objective of the second experimental study was to assess the accuracy of the proposed

method while integrated with a representative robot-assisted catheter actuation system. To this end,

a tendon-driven catheter control system, previously co-developed and validated by the author, was

used to drive the catheter [70]. In the following, the details of the validation studies, protocol, and

results are provided.

5.3.1 Study I: Simulation-based Validation

5.3.1.1 Simulation Protocol

The constructed finite-element models of the catheter were similar to the prototyped 18-Fr catheter,

i.e. 40 mm length and 6 mm diameter. Three simulations with flexural rigidities of 238, 500,

and 750 Nmm2 were performed. In each simulation, initially the catheter was subjected to an

external tip moment of -18 mNm to have an initial downward deflection. After the initial bending, a

monotonically-increasing tip force with a final magnitude of 0.3 N was applied perpendicular to the

tip of the deformed catheter to decrease its curvature. This loading scenario simulated the clinical

condition when the tip of the steerable catheter is in contact with the heart while the heart’s wall

moves due to the beating.

For each simulation, the deformed shapes of the catheter were exported for 0.1 N, 0.2 N, and 0.3 N

as images to be used for force estimation. The shape extraction and force estimation were performed

on the images of the deformed catheters. The shape extraction and force estimation algorithms were

developed in Matlab R2020 (Mathworks Inc, MA) according to the proposed method. For the force

estimation, the tip moment was assumed as an a-priori knowledge, i.e., mTip = −18 mNm. In the
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Figure 5.10: Variation of the maximum tip deflection with the number of elements in Study I.

end, the estimated force on each image was compared with the forces used in the finite-element

simulation.

The finite-element model of the catheter was constructed using quadratic beam elements with large

deflection. The minimum number of elements leading to less than 5% variation in the maximum

tip deflection, subjected to mTip = −18 mNm, was ne = 48. Thus, the model was meshed with

ne = 50 elements. Fig. 5.10 depicts the variation of the tip deflection with the number of elements.

5.3.1.2 Results

Fig. 5.11 shows the deformed shape of the catheters after the initial mTip = −18 mNm and after tip

forces of 0.1 N, 0.2 N, and 0.3 N. The images in Fig. 5.11 were used as inputs in the Bezier interpo-

lation and force estimation algorithms in Matlab. In this regard, Fig. 5.12 depicts a representative

input image to the Bezier interpolation algorithm and the output interpolated Bezier spline.
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Figure 5.11: Deformed shape of the catheters subjected to the initial mTip = −18 mNm, and tip force of 0 N, 0.1 N, 0.2 N, and 0.3 N.
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Figure 5.12: Representative input image to the shape extraction algorithm and the output interpola-
tion result for EI = 238, mTip = −18 mNm, fTip = 0.3 N, and λ = 0.396.

For each image of the deformed catheter (n=12), first λ was obtained using the proposed shape

interpolation method (Eq. 93). Afterwards by using λ (output of Bezier interpolation), x(s) and

y(s) were reconstructed and used in Eq. 109 to estimate the force. Table 5.1 summarizes the results

of shape interpolation and force estimation in terms of the magnitude and angle (with respect to

+x-axis) of estimated forces.

The comparison of the estimated forces with the reference forces showed that the force estimation

had an average error of 0.013±0.010 N (4.3% of the maximum force). Also, the shape interpolation

had an average bending angle error of −0.3◦ ± 1◦ (0.2% of the maximum bending angle). Another

observation was that in all the cases the proposed method had slightly overestimated the tip force.

However, the error in angle estimation varied in different load-cases. The reason for the slight

overestimation might have been in the fact that after initial bending, the tip force tends to change

the distribution of the internal moment to a non-uniform state. With that, the bending radius along

the catheter slightly changes and violates the assumption of constant bending radius. Also, the

overestimation error has increased with the flexural rigidity. Nevertheless, the least overestimation

was observed in EI = 238 Nmm2, which is the flexural rigidity of the prototyped catheter in this

study.
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Table 5.1: Comparison of the estimated force and reference force in Study I.

EI λ Tip Force (||fTip||) Force Angle (ϕ)

(Nmm2) Reference Estimated Error Reference Estimated Error
(N) (N) (N) (◦) (◦) (◦)

238

0 0.0 0.000 0.000 0 -161.2 -162.8 -1.6
0.483 0.1 0.107 0.007 -143.7 -145.1 -1.4
0.414 0.2 0.218 0.018 -121.6 -122.9 -1.3
0.396 0.3 0.322 0.022 -82.3 -82.3 -1.0

500

0.376 0.0 0.000 0.000 -76.2 -77.1 -0.5
0.365 0.1 0.112 0.011 -57.5 -56.8 +0.7
0.321 0.2 0.216 0.016 -36.3 -34.9 +1.4
0.290 0.3 0.317 0.027 -20.1 -19.4 +0.7

750

0.311 0.0 0.000 0.000 -52.1 -53.0 -0.9
0.288 0.1 0.111 0.011 -37.9 -36.9 -1.0
0.262 0.2 0.222 0.022 -22.1 -21.7 +0.6
0.233 0.3 0.325 0.025 -9.7 -9.2 -0.5

Mean±SD - - - 0.013±0.010 - - -0.3±1.0

5.3.2 Study II: Experimental Validation

5.3.2.1 Setup and Protocol

To actuate the steerable catheter, a tendon drive system was used in this study. The author has pre-

viously co-developed an integrated mechatronic system with a learning-based method for the tip

position control of this system in [64, 70]. The system used a learning-based method with artificial

neural networks (ANN) and support vector classification (SVC) for position and tension control on

the tendons of the steerable catheter. It was capable of controlling the tip position with an MAE

error of 0.46 mm. The details of the control methods are provided in [64] and [70] for further solic-

itation but is not part of the contributions of this study.

In summary, the system had mechanical, electrical, and software modules. Fig. 5.13(a) shows the

components of the mechanical module of the catheter control system. Four independent stepper

motors were used to control the length and tension of the tendons to attain the desired tip position.

Fig. 5.13(b) depicts the software architecture used for the feedback control of the motors, trajectory

error estimation, and data storage. The software module was composed of two components: the user

interface (UI), running on a PC workstation, and the firmware (FW), uploaded on the microproces-

sors. The UI was used to acquire the user inputs, i.e., the desired tip position (and tendon tensions)
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and to perform real-time data acquisition and storage. The FW was used to perform low-level ten-

don length and tension control based on the user inputs from UI. In this study, the tip position of the

catheter, i.e.,
(
x y

)T

was obtained through stereo-vision and triangulation. For shape interpola-

tion in this study, the trajectory of the tip marker (red sphere at the tip of the catheter) was tracked in

real-time using the two USB cameras (800×600 pixels resolution, model C920, Logitec, Lausanne,

Switzerland) with a stereo-calibration adopted from [185, 209]. The stereo-vision verification on

a checkerboard template (depicted in Fig. 5.13(b)) showed an error of ±0.26 mm in detecting the

corners of the squares in the template.

5.3.2.2 Estimation of tip bending moment mTip

To control the tip position of the catheter, four nylon tendons were anchored to its tip and were

driven using four independent NEMA-11 stepper motors. The nominal continuous torque of each

motor was between 0-18 mNm. In this experiment, the motor applied two torques of -9, and -18

mNm by being driven under uni-polar and bi-polar modes, respectively. Therefore, considering the

diameter of the motor–tendon pulley, i.e., 3 mm, the motor would apply a tensile force of 3 and 6

mN to the active tendon. The offset of tendon anchorage from the neutral axis of the catheter was

also 3 mm, thus it would exert a pure bending moment, mTip, of -9 and -18 mNm to the tip of the

catheter.

To achieve a more realistic condition, i.e., the motion of the heart, the phantom was fixed on a

linear motor which was controlled to move sinusoidally with a frequency of 1 Hz and with a total

amplitude of 6 mm. An ATI Mini40 force sensor (ATI Inc., NC, USA) was installed on the moving

platform below the tissue phantom to measure the contact force for comparison. For this experi-

ment, the linear actuator performed a total of 20 reciprocations while the catheter was in contact

with the tissue, i.e., 10 reciprocations with each tip moment. Fig. 5.14(b) shows a snapshot of the

catheter in contact with the tissue phantom (Ecoflex 00-10, Smooth-On Inc., PA, USA) during the

test. Ecoflex 00-10 elastomer has similar mechanical properties to the heart tissue and has previ-

ously been widely used as heart tissue phantom, e.g., [76]. While the tip bending moment on the

catheter was kept constant, the bending angle ϕ and curvature κg(s) changed in response to varia-

tions of the tip contact force fTip. Similar to Study I, the shape of the catheter was extracted from
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(a)

(b)

Figure 5.13: (a) Components of the mechanical and electrical modules of the catheter control sys-
tem, and (b) software architecture of the user interface (UI) and firmware (FW).
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Figure 5.14: Configuration of the catheter, tissue phantom, and the linear motor during the validation
study from the camera view.

real-time images and was subjected to Bezier shape interpolation revealing λ and ϕ. Afterward, λ

and ϕ were used to obtain κg(s) in each frame to be used in tip force estimation (Eq. 109).

5.3.2.3 Results

Fig. 5.15(a) shows the tip position and its average curvature κ̄g(s) along the catheter with time

during the experiment for mTip = −9 mNm and mTip = −18 mNm. The post-processing showed

that the average curvature varied in the range of [−0.0142,−0.0003] and [−0.0175,−0.0006] for

mTip = −9 mNm and mTip = −18 mNm, respectively. Also, Fig. 5.16 compares the magnitude

of the reference force with the estimated force, ||ftip||. The range of reference contact force was

0.095–0.304 N for mTip = −9 mNm and was 0.476–0.711 N for mTip = −18 mNm. The absolute

error of force estimation with respect to the reference was 0.024± 0.020 N (7.9% of the maximum

force) and 0.041 ± 0.027 N (5.8% of the maximum force). Furthermore, it was observed that the

force estimation error increased with increasing the tip forces. Fig. 5.17 depicts the variation of the

force estimation error with the tip force. As described in Sec. 5.3.1.1, as the tip force increased
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mTip = −9 mNm mTip = −18 mNm

(a)

(b)

Figure 5.15: (a) Tip position of the catheter and (b) variation of average curvature along the catheter
during the two experiments of Study II.
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the bending radius along the catheter deviates from the constant bending radius assumption. Thus,

the proposed method resulted in a larger estimation error. A similar trend was observed in Study I

on the simulated deformation. Nevertheless, the average relative error of the experiments was 7.9%

and 5.8% for the two tip bending moments.

In addition, the error exhibited an accumulation of two normally distributed errors N1 and N2 (Fig.

5.16(c)). Since the average error in N1, i.e., −0.011 N is comparable to the nominal resolution of

the ATI Mini40 sensor, i.e. 0.01 N, it might be related to the variation of the reference measure-

ments. The second error distribution N2 had an average error of 0.03 N, which might be related to

the flicker of the tip marker extraction in image-processing. Another source of error could be the

error in estimating EI, the model parameter.

Another finding was that the average computational time of the proposed force estimation method

was 0.007 ± 0.005 s, corresponding to a minimum refresh rate of 83 Hz. Typically, intraoper-

ative imaging devices, e.g., fluoroscopy, have frame-rates of 25-30 Hz. Therefore, the proposed

method complies with the required frame-rate. Typically, a force estimation error of less than

10% is required for the robot-assisted cardiovascular intervention systems [62]. The proposed

method showed improved accuracy compared to other image-based methods in the literature, e.g.,

[70, 74, 218, 247].

5.4 Summary

In this chapter, an image-based method for real-time tip force estimation on tendon-driven steerable

RFA catheters was proposed and validated. The proposed method was an extension of the Cosserat

rod-based method proposed in Chapter 4. Since the RFA catheters exhibit single-plane deforma-

tion the proposed Cosserat model in Chapter 4 was simplified to accommodate the single-plane

deformations. In this study, the tip position of the catheter, i.e.,
(
x y

)T

was obtained through

stereo-vision and triangulation. Afterward, the tip position was used to estimate the curvature along

the catheter and both were used in the proposed force estimation framework.

The simulation-based and experimental validation studies showed the feasibility of integrating the

proposed method with tendon-driven catheter actuation systems. Also, the validation studies showed
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(a)

(b)

(c)

Figure 5.16: (a) comparison of the estimated tip force with the reference force formTip = −9 mNm,
(b) comparison of the estimated tip force with the reference force for mTip = −18 mNm, and (c)
distribution of the force estimation error.
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Figure 5.17: Variation of force estimation error with tip force.

acceptable accuracy of the proposed method in estimating the tip force under dynamic conditions.

Although in this study the tip position of the catheter was obtained through stereo-vision, the uti-

lized catheter actuation system is capable of accurate estimation of the tip position [64]. Thus, as

an extension in future studies and for more usability tip position estimation from tendon lengths can

be adopted. Researchers can also utilize a real-time filter, e.g., Kalman filter, for robust tip position

estimation. Moreover, studying the effects of out-of-plane deflection on the accuracy of the results

is a potential extension of this work.

As discussed in Chapter 1 and Chapter 2, one of the main limitations of the state-of-the-art of

robot-assisted cardiovascular interventions is the lack of tactile and haptic feedback. In this regard,

the proposed force estimation method facilitates obtaining accurate tip force information for sur-

geons intraoperatively without a need for extra hardware and hindering their surgical procedure.

The author has previously shown the feasibility of rendering tactile force feedback for robotic RFA

procedures in [63]. The proposed force estimation method can be integrated in the proposed system

in [63] as the input block for the desired force for tactile rendering.

After proposing sensor-free force estimation methods for steerable and non-steerable endovascular

devices, the next chapter introduces a drift-free rotation measurement system to decouple the rota-

tion measurement and insertion measurement in the surgeon interface. This development facilitated

the design of an intuitive surgeon module.
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Chapter 6

An Integral-free Rotation Measurement
Method via Stereo-accelerometery with
Application in Robot-assisted Catheter
Intervention

The spatial orientation of rotating objects is typically measured by utilizing inertial measurement

units and requires temporal integration of angular velocities. The integration of the angular veloci-

ties accumulates the measurement noise and results in erroneous orientation estimation, thus neces-

sitates real-time error compensation. Moreover, the inertial measurement units have an intrinsic lim-

itation in measuring the spatial yaw angle. In this study, an integral-free 3D orientation estimation

framework based on stereo-accelerometry and sensor fusion is proposed and validated. Afterward,

a wearable device, MiCarp for robot-assisted interventional surgery was designed, prototyped, and

investigated for accuracy and real-time performance. To achieve real-time performance, the derived

equations were solved offline and an artificial neural network was trained and implemented in Mi-

Carp . The accuracy and computational performance of the proposed method were compared with

a representative integral-based method. The validation studies showed that the proposed method

had a mean-absolute-error of 1.7 ± 2.4◦, a measurement range of ±180◦, and a real-time refresh

rate of up to 117 Hz. Also, the feasibility of integrating the proposed device with a representative

robotic intervention system was investigated. The proposed wearable device showed the capability

of robust capturing of multiple successive rotations for an arterial cannulation task on a vascular

model.
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6.1 Introduction

6.1.1 Background

Favorable clinical outcomes and reduction of risk factors such as X-ray exposure to surgeons and

patients, dexterous manipulation of surgical instruments, and precise implantation of intraluminal

stents, have led to the fast expansion of robot-assisted catheter intervention (RCI) for treating neuro-

, cardio-, and peripheral vascular diseases [27, 221–224, 266, 267].

Catheterization is performed under live X-ray imaging for visualizing the shape and trajectory of

the endovascular devices inside the patient’s body. During manual catheterization, first a catheter,

i.e., long flexible hollow tube, is inserted into a large vessel at the patient’s groin or forearm through

a small skin incision, a.k.a. vascular port. Afterward, it is manually maneuvered inside the vessels

toward the preoperatively planned target vessel, e.g., cerebral, cardiac, or peripheral vessels. The

catheter provides a conduit for other surgical instruments, e.g., vascular balloons and stents, to reach

the target vessel.

Catheter navigation is cumbersome and time-consuming due to the complexity of anatomy, multi-

ple branching, tortuosity of the vasculature, and flexibility of the catheters. Therefore, a series of

insertion/retraction and rotations are required to navigate the catheter on a desirable path. By expe-

rience and training, surgeons develop the necessary neuro-motor skills, a.k.a. intuition, to control

the trajectory of catheters through manual maneuvers [42, 268]. Fig. 6.1(a) shows a schematic of

manual catheterization.

A robot-assisted catheter intervention (RCI) system typically has a master-slave robotic configura-

tion. The surgeon controls the robot remotely and through the knobs on the control panel, while the

robot performs the insertion and rotation tasks according to the surgeon’s commands (Fig. 6.1(b)).

The commercially-available RCI systems work under velocity control mode, while conventional

catheterization is a position control task [62].

Studies have assessed such user interfacing is not intuitive for the majority of surgeons [17]. The

cognitive load of mapping a position-control task to a velocity-control practice has led to long

learning-curve for the surgeons [17, 32]. Specifically, US FDA’s Manufacturer and User Facility

Device Experience (MAUDE) database show that undesirable movements, e.g., MDR 7713735,
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(a)

(b)

Figure 6.1: (a) Surgeon’s hand navigating a catheter inside the patient’s body by insertion/retraction
and rotation through a femoral access approach and (b) the control panel of a commercially available
RCI system (courtesy of Corindus Inc., MA, USA).
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7918144, and 6197973, excessive force and kinking of endovascular devices, e.g., MDR 8055503

and 7400392, and over-steering of the control knobs, e.g., MDR 6227199, have been among the

adverse events experienced with commercially-available RCI systems.

For more intuitive master module design, researchers have proposed alternative user interfaces.

During an interventional surgery, the surgeon’s maneuvers are divided into insertion–retraction and

rotation. The surgeon moves a catheter along its insertion alignment (Fig. 6.1); therefore, this ma-

neuver can be categorized as translation along a fixed axis combined with rotation about the same

axis in 3D space. In a recent literature survey [62], the author has shown that the majority of the

studies have followed the interface design proposed by Xiao et al. [198]. Their design was com-

posed of a linear stage for acquiring the insertion and a fixed-axis rotary mechanism for rotation

acquisition. A prominent advancement of their study was to enable the RCI system to track the

position, as opposed to the early RCI systems which worked under velocity control.

Similarly, Dagnino et al. [54] and Chi et al. [269] proposed novel haptics-enabled user interfaces

based on a design principle adopted from [198]. Despite its compact design, their design mandated

utilization of multiple serial sensors and encoders to measure the translational and rotational mo-

tions. Therefore, the surgeon needed to slide and rotate all the components together on the linear

stage. Inevitably, the user should overcome the intrinsic inertia of the whole system for moving

the slider on the surface. Considering the small range of haptic forces during vascular cannulation

tasks, i.e. 0.1 − 2N [54], one would argue that the inertia of the components would affect both

the user haptic perception and haptic rendering. A comprehensive review of the proposed designs

for RCI systems, including a comparison of advantages and limitations of various designs of the

state-of-the-art surgeon modules can be found in our recent survey in [62].

6.1.2 Motivation

The motivation of this study was to propose a new rotation measurement method with a fully decou-

pled rotation measurement module from the insertion measurement module for the surgeon module

of RCI systems. In this study, a wearable solution is provided to decouple the rotation angle acqui-

sition from the insertion measurement and haptic feedback on the surgeon interface module. The
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use-case of the proposed device is for teleoperated RCI systems. The proposed system is intended

to be integrated with the surgeon’s module of RCI systems and measure the successive rotations

of a dummy catheter used at the surgeon module. We speculate that the use of a dummy catheter,

similar to the catheter simultaneously being used at the patient module, increases the intuition of

catheter steering for the surgeon. Also, the decoupling of the inertia of the rotation measurement

module from the insertion measurement module may allow for more accurate haptics-enabled user

interface development in the future.

6.1.3 Related Studies

Inertial measurement unit (IMU) sensors have been widely used for estimating the 3D orientation

of moving objects [270, 271]. To obtain the roll, pitch, and yaw spatial angles of a moving object,

typically the angular velocities measured by an IMU are temporally integrated [270]. However, not

only would integration accumulate the noise over time and cause drift, but also the sensors read-

ings are not accurate for the yaw velocity [270]. Therefore, the temporal drift of the integral-based

methods results in erroneous orientation estimation. Studies have proposed various methods for

drift compensation and yaw correction. Kalman filtering has been widely used for orientation esti-

mation, e.g., [272–278]. The general procedure with Kalman filtering is to use a statistical model

of the measurement noise (covariance matrix) followed by performing a weighted average between

the new measurement and previous estimation. For example, in an early study Marins et al. [279]

used an extended Kalman filter for orientation estimation of body limbs using IMUs. They used a

quaternion-based representation of rotation and exploited a gradient-descent-based method to cor-

rect the constructed orientation frame from IMU angular velocities. Their method was not of fast

refresh rate mainly due to the iterative nature of the gradient-descent approach. Yun et al. [280] en-

hanced their study by applying Kalman filtering on a quaternion estimator based on the well-known

QUEST method, originally introduced in [281]. In continuation, various error estimation and com-

pensation methods have been proposed for optimal attitude estimation and orientation filtering. Ma-

jority of the pertinent literature have proposed methods based on optimal correction of the attitude

with respect to the geomagnetic field [282–285] and various flavors of probabilistic filtering, e.g.,

extended complementary filter (ECF) [286, 287], unscented Kalman filtering (UKF) [288, 289],
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Table 6.1: Comparison of representative studies on orientation estimation and filtering of body
limbs.

Study Application No. of Sensors Filtering Method RMS Error(◦)

[295] Hand 1 EKF 6.0
[296] Hand 1 EKF 2.8
[297] Forearm 3 EKF 3.5
[298] Hand 1 EKF 9.9
[293] Extremities 1 ML 4.0
[287] Hand 1 CF 5.0
[291] Hand 1 ML -

Lie-group (LG)-UKF [290], and machine-learning (ML-) based filtering [270, 291–293].

A common limitation of error compensation techniques is the need for probabilistic modeling

of error (covariance matrix), which unless obtained from an adequately-large a-priori data, may

lead to ill-conditioned orientation estimation [294]. Another factor to take into consideration is

the effect of electromagnetic interference with the magnetic sensors in IMUs. Magnetic sensors

of IMUs are typically used for geomagnetic field-based error compensation. Operation rooms are

usually equipped with strong magnetic field generating medical devices such as imaging devices.

The magnetic interference may adversely affect the geomagnetic field sensors of IMUs and lead

to unreliable sensor readings and drift compensation. Therefore, an integral-free rotation measure-

ment method, that does not require drift compensation, would be of high clinical significance for

surgical applications, e.g., teleoperated RCI. To summarize, Table 6.1 compares a representative list

of studies on orientation estimation and filtering for body limb orientation estimation.

6.1.4 Objective and Contributions

The objective of this study was to propose, validate, and demonstrate the feasibility of an IMU-based

wearable device for integration with the surgeon module of RCI systems. To this end, an alternative

integral-free rotation measurement method was developed which allowed for physical decoupling

of the insertion measurement module from the rotation measurement module. By such decoupling,

the inertia of the rotation acquisition system would not interfere with the insertion measurement

system. The proposed system in this study is a wearable device on the wrist that the surgeon could

wear and perform the rotation and insertion maneuvers as she/he used to do in the non-robotic
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conventional surgeries. Given the limitations of the integral-based orientation estimation, we have

developed a method based on stereo-accelerometry to avoid the integration drift and the need for

attitude resetting in real-time. The contributions of this study are:

(1) developing a wearable device to decouple the inertia of the rotation measurement from the

user interface for RCI applications,

(2) proposing an integral-free method to measure the spatial orientation of wrist through stereo-

accelerometry and sensor fusion,

(3) proposing a fast, easy, and one-time calibration for the proposed device,

(4) artificial neural network (ANN-) based implementation of the proposed sensor fusion for fast

real-time applications, and

(5) demonstration of the feasibility of integrating the proposed wearable device for RCI applica-

tions.

In the following, the design of MiCarp , rigorous derivation of the stereo-accelerometry principle as

the proposed sensor fusion technique, orientation estimation, off-line solution, and learning-based

implementation of the solution is provided in Sec. 6.2, followed by the results of two validation

studies in Sec. 6.3 and concluding remarks in Sec. 6.4.

6.2 Material and Method

In this section, the geometric design, integral-free orientation estimation algorithm, mathematical

model, solution schema, and the neural-network-based implementation of the system are provided.

6.2.1 Wearable Design and Components

Fig. 6.2(a) represents the geometric design of MiCarp as a wearable device with a strap band to

secure it on the surgeon’s wrist.MiCarp was comprised of two Wemos-D1 mini (Wemos Electronics)

embedded boards with ESP-8266EX 2.4 GHz WiFi modules, two 6 degree-of-freedom (DoF) IMU

sensors (SEN-13944, SparkFun Electronics, CO, USA), a 3D printed housing, a film pressure sensor

(RP-C7.7-LT, DFRobot Inc, China), and a velcro strap. The two IMUs were installed with a relative
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roll angle of 120◦ with respect to each other. Each microprocessor was powered by two serial 3V

Lithium battery (LiCB CR2477, LiCB Co. Ltd., China).

Each IMU sensor was connected to a Wemos board and was registered as a client on a local WiFi

network. The film pressure sensor was intended for detecting the grasping event and was to be

strapped to the surgeon’s thumb or index figure. The operational voltage of the pressure sensor was

5v. The voltage of the pressure sensor would drop from 5v with the onset and increasing of the

grasping pressure. A grasping event was defined to trigger once the voltage of the pressure sensor

would drop by 50%, indicating a grasping force of approximately 250 g. The pressure sensor was

pulled up and interrogated by one of the Wemos Mini D1-s. Also, the Wemos boards interrogated the

IMUs and broadcasted the acceleration data ai =

(
axi ayi azi

)T
via a user-datagram-protocol

(UDP) protocol at a frequency of 150 Hz. The received data was logged and processed in real-time

using the graphical user interface (GUI) developed in C#.

6.2.2 Stereo-accelerometry and Sensor Fusion

In the proposed wearable device, two IMUs were used. The reason for using two IMUs was to

allow for accommodating the proposed stereo-accelerometry and sensor fusion technique in this

section. As discussed in Sec. 6.1.3, using a single accelerometer and integrating the yaw velocity

may result in unreliable estimations [270], which requires drift compensation. With the proposed

method, the yaw-angle, and consequently the surgeon’s wrist rotation angle, was obtained through

an integral-free rotation estimation technique via stereo-accelerometry, i.e., using two non-coplanar

IMUs. Each IMU, denoted by i, provided the rate of change of its orientation (ω), in terms of the

rate of change in roll (ϕ), pitch (θ), and yaw (ψ) angles with respect to its local coordination system

Oi : xi − yi − zi in the form of:

ωi =

(
ϕ̇i θ̇i ψ̇i

)T
. (112)

Also, each IMU measures the spatial linear accelerations in the form of:

ai =

(
axi ayi azi

)T
g, (113)

where g is the gravitational acceleration, g = 9.81m/s2. Each measured ai are expressed in their

corresponding local coordinate systems as shown in Fig. 6.2(a).
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(a)

(b)

Figure 6.2: (a) 3D design and rotation angles of MiCarp for stereo-accelerometry and (b) schematic
use-case of MiCarp in catheter rotation and the prototyped MiCarp with the film pressure sensor.
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The proposed method for estimating the orientation of MiCarp in global coordinates used the linear

accelerations measured by the two IMUs in their local coordination systems, i.e., ai and a2. Since

the global linear acceleration a0 experienced by the two IMUs are identical, the local-to-global

transformation of local accelerations for both IMU sensors shall be identical. Also, given that the

components of the assembly were mechanically locked together, the device would always be in a

rigid-body-motion in space (Fig. 6.2(a)). Therefore:

a0 = 0R1a1, (114)

and,

a0 = 0R2a2, (115)

where, 0R1 and 0R2 are unique so(3) mappings projecting the local acceleration to global acceler-

ation for IMU-1 and IMU-2, respectively. Eliminating a0 between Eq. 114–115 yields:

0R1a1 = 0R2a2. (116)

Any given rotation matrix R is necessarily orthonormal, thus, RTR = RRT = I3, where I3 is

the identity matrix of rank-3, and iR−1
j = iRT

j = jRi. Therefore, by using the successive rotations

conventions, Eq. 116 was reordered as:

a1 = 1R0
0R2a2 = 1R2a2. (117)

Similarly,

a2 = 2R0
0R1a1 = 2R1a1 = 1RT

2 a1, (118)

6.2.3 Calibration

Since the relative orientation of the two IMUs, i.e., 1R2 does not change with MiCarp ’s motion,

1R2 is intrinsic and can be identified through a one-time experimental calibration. The unknown
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(a) (b)

(c) (d)

Figure 6.3: Training acceleration data from (a) IMU-1, and (b) IMU-2, used for calibrating MiCarp
, (c) distribution of error in reconstructing (c) a1, and (d) a2 using the identified 1R2.
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1R2 was assumed with the form:

1R2 =


r11 r12 r13

r21 r22 r23

r31 r32 r33

 (119)

where, rij shall satisfy the six independent orthonormality conditions imposed by:

1RT
2

1R2 = I3, (120)

The identification of 1R2 constituted a constrained nonlinear least-square minimization defined as:

minimize
nc∑
k=1

(
a1,k − 1R2a2,k

)T (a1,k − 1R2a2,k

)
+

nc∑
k=1

(
a2,k − 2R1a1,k

)T (a2,k − 2R1a1,k

)
,

subjected to 1RT
2

1R2 − I3 = 03,

(121)

where, nc denotes the number of sample data used for calibration. Eq. 121 was constructed sym-

metrically with respect to 1R2 and 2R1 to avoid bias toward either of the IMUs. Since the adopted

minimization method is a numerical approach, there will always be a residual error in the acceler-

ation reconstructions. Therefore, a symmetrical error construction was adopted to make sure the

obtained 2R1 fairly minimizes both the errors of reconstructing a1 from a2 and vice versa. Stud-

ies have proposed semi-analytical methods for optimal ortho-normalization of the obtained rotation

matrices, e.g., [294], however, such ortho-normalization has not been implemented in this study

for the computational efficiency. For the experimental calibration, MiCarp was moved randomly in

space for 30 s, within its nominal range of motion, while a1 and a2, ω1 and ω2 were recorded. A

total of 9000 synchronized (a1, a2) ∈ R3×2 were obtained during the calibration and were randomly

split for calibration (75%, nc = 6750) and verification (25%, nv = 2250). The minimization prob-

lem was solved by adopting the Levenberg-Marquardt algorithm in Matlab Optimization Toolbox
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(R2019b, Mathworks Inc., MA, USA) and resulted in the following orientation matrix:

1R2 =


0.99988 0.00247 0.01572

0.00247 0.55961 0.82875

0.01572 −0.80729 0.58994

 (122)

Fig. 6.3(a–b) show the data used for identification of 1R2 and Fig. 6.3(c–d) depict the distribution

of error of reconstructing a1 and a2 using 1R2. The mean-absolute error for reconstructing a1 and

a2 were 0.046± 0.42m
s2

and 0.008± 0.48m
s2

, respectively.

6.2.4 Orientation Estimation

After calibration, in order to estimate the orientation of MiCarp in the global coordinates, i.e.,(
ϕ θ ψ

)T
, 0R1 was multiplied from left in Eq. 117 which resulted in:

0R1a1 − 0R2
2R1a1 = (0R1 − 0R2

2R1)a1 = 0. (123)

Since a1 is not always zero, the following condition was necessary:

0R1 = 0R2
2R1. (124)

It is noticeable that Eq. 124 shall always be satisfied, concurring with the mathematical impli-

cations of matrix rotation. Any given rotation matrix, e.g., 0R1 and 0R2, can be decomposed into

three ordered successive roll-pitch-yaw rotations about the global axes [244]. With 2R1 as a-priori

knowledge, Eq. 124 was re-written as:

Rx0(ϕ1)Ry0(θ1)Rz0(ψ1) = Rx0(ϕ2)Ry0(θ2)Rz0(ψ2)2R1, (125)

where,

Rx0(ϕi) =


1 0 0

0 cosϕi − sinϕi

0 sinϕi cosϕi

 i = 1, 2 (126)
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Ry0(θi) =


cos θi 0 sin θi

0 1 0

− sin θi 0 cos θi

 i = 1, 2 (127)

Rz0(ψi) =


cosψi − sinψi 0

sinψi cosψi 0

0 0 1

 i = 1, 2 (128)

Adopting the method proposed in [287] the roll and pitch angles of each IMU were obtained as:

θi = arctan 2(−axi ,
√
a2
yi + a2

zi) i = 1, 2

ϕi = arctan 2(ayi , azi) i = 1, 2

(129)

where arctan 2 is the two-argument inverse tangent function. The only unknowns remaining are the

yaw angles ψ1 and ψ2.

Yaw-angle estimation has been a challenge since the readings of IMU sensors are typically not

reliable for ψ̇ [270]. To avoid the integration of ψ̇ for yaw-estimation the following derivation was

performed. Eq. 125 was multiplied by Ry(θ1)TRx(ϕ1)T from left resulting in:

Rz0(ψ1) = Ry0(θ1)TRx0(ϕ1)TRx0(ϕ2)Ry0(θ2)Rz0(ψ2)2R1, (130)

in which the only unknown were ψ1 and ψ2. Expansion of Eq. 130 resulted in nine nonlinear

equations containing ψ1 and ψ2. The symbolic mathematical derivation of Eq. 130 was performed

in Maple 2020 (MapleSoft Inc., ON, Canada) and was of the close-form:

Rz0(ψ1) = Λ(ψ2) =


Λ11(ψ2) Λ12(ψ2) Λ13

Λ21(ψ2) Λ22(ψ2) Λ23

Λ31 Λ32 Λ33

 , (131)
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Since Λ(ψ2) is a multiplication of orthonormal matrices, it trivially satisfies the orthognormality

condition. The orthonormality conditions were:

Λ2
11(ψ2) + Λ2

12(ψ2) + Λ2
13 = 1, (132)

Λ2
21(ψ2) + Λ2

22(ψ2) + Λ2
23 = 1, (133)

Λ2
31 + Λ2

32 + Λ2
33 = 1, (134)

Λ2
11(ψ2) + Λ2

21(ψ2) + Λ2
31 = 1, (135)

Λ2
12(ψ2) + Λ2

22(ψ2) + Λ2
32 = 1, (136)

Λ2
13 + Λ2

23 + Λ2
33 = 1. (137)

Also, from Eq. 130: cosψ1 − sinψ1

sinψ1 cosψ1

 =

Λ11(ψ2) Λ12(ψ2)

Λ21(ψ2) Λ22(ψ2)

 (138)

which necessarily resulted in Λ2
33 = 1. The choice of Λ33 = 1 or Λ33 = −1 was arbitrary. Λ33 was

selected as Λ33 = 1 to convene the clockwise rotations of MiCarp as positive angles. Moreover,

Eq. 138 and Eq. 132–137 necessitated:

Λ2
11(ψ2) + Λ2

12(ψ2) = 1→ Λ13 = 0, (139)

Λ2
11(ψ2) + Λ2

21(ψ2) = 1→ Λ31 = 0, (140)

Λ2
21(ψ2) + Λ2

22(ψ2) = 1→ Λ23 = 0, (141)

Λ2
12(ψ2) + Λ2

22(ψ2) = 1→ Λ32 = 0. (142)

Finally the two independent nonlinear equations relating ψ1 and ψ2 were obtained as:

f(ψ1, ψ2) =

cosψ1 − Λ11(ψ2)

sinψ1 − Λ21(ψ2)

 = 0, (143)

subjected to the admissibility conditions:

c(ψ1, ψ2) =

Λ11(ψ2)− Λ22(ψ2)

Λ12(ψ2) + Λ21(ψ2)

 = 0. (144)
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f(ψ1, ψ2) is a system of nonlinear equations subjected c(ψ1, ψ2) constraints. To obtain the yaw an-

gles, the equations were numerically solved with roll and pitch angles recorded during the calibra-

tion of MiCarp . The solution was performed in Matlab Optimization Toolbox using the sequential

quadratic programming (SQP) algorithm. SQP is a widely used method for minimization problems

with nonlinear constraints [299]. The computational performance SQP method has been shown to

be superior to other methods [299]. Fig. 6.4 shows the obtained ψ1 and ψ2 for the calibration ex-

periment. The computational time for estimating ψ1 and ψ2 was 244 ± 72 ms, corresponding to a

maximum refresh rate of 3.2 Hz. As RCI applications require a minimum 25 Hz of refresh rate [62],

this solution was not fast enough for the proposed application.

6.2.5 Learning-based Orientation Estimation

To decrease the computational surplus for orientation estimation, the calibration data was used to

calculate the yaw angles offline (Eq. 143) and an artificial neural network (ANN) was trained

with roll and pitch angles
(
ϕ1 ϕ2 θ1 θ2

)
as inputs and their corresponding ψ1 and ψ2 as

outputs. ANNs are typically computationally economic as they only require primary mathematical

operations and are easy to implement in microprocessors for seamless sensor fusion applications.

As depicted in Fig. 6.5(a), the developed ANN was a three-layer feed-forward neural network

(FFNN) with an input layer with four neurons for
(
ϕ1 ϕ2 θ1 θ2

)
, an output layer with two

neurons (ψ1 and ψ2) and a hidden layer with ten neurons. The output of each neuron was coupled

to a rectified linear unit (ReLU) activation function. Single-hidden-layer FFNNs have been widely

used for regression problems [300]. The selected number of neurons in the hidden layer, i.e., ten

neurons, was the minimum leading to a mean-absolute-error of less than 5◦ in ANN validation.

The calibration data was split randomly into training and verification datasets with a 75:25 percent

ratio. Before training the ANN, the input data was normalized using Eq. 145–146.

θ̃i =
θi − θ̄i

θimax − θimin
i = 1, 2, (145)

ϕ̃i =
ϕi − ϕ̄i

ϕimax − ϕimin
i = 1, 2. (146)

The training and verification of ANN were performed in Matlab Neural Network Toolbox (R2019b,

Mathworks Inc., MA, USA). Fig. 6.5(b) shows the correlation between the output of the ANN for
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(a)

(b)

Figure 6.4: Results of yaw angle estimation for (a) ψ1 and (b) ψ2 using the calibration data.
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(a) (b)

(c) (d)

Figure 6.5: (a) Architecture of the feed-forward neural network used to predict yaw angles from roll
and pitch angles, (b) the correlation of the ANN prediction with the reference yaw angles (from Eq.
143), (c) comparison of the estimated ψ1 with the CF-based method with the proposed method, and
(d) comparison of the estimated ψ2 with the CF-based method with the proposed method.

yaw angles between the reference (offline solution) and ANN predictions for the verification dataset.

The mean absolute error (MAE) of the predictions were 1.5 ± 2.9◦ and 1.1 ± 2.3◦ for ψ1 and ψ2,

respectively. Also, the results showed a strong correlation between the reference and prediction with

goodness-of-fit of R2 = 0.99 and R2 = 0.98, respectively.

In addition, a yaw-estimation was performed on data obtained for 30s in a second similar exper-

iment to the calibration. For comparison, the yaw-angle of both IMUs were estimated adopting a

representative complementary filtering (CF) method proposed in [287] and was compared with our

proposed method (Fig. 6.5(c–d)).

The comparison showed that the mean absolute error of yaw-estimation was 3.5 ± 4.1◦ for ψ1

and 3.8 ± 3.3◦ for ψ2 using the CF-based method. Also, the computation time for a single yaw

estimation with CF compensation was 17 ± 4 ms. Taking, the result of Eq. 144 as the reference,

the proposed method was more accurate and faster than the CF-based technique for yaw-estimation.

The observed error of the CF-based estimation was consistent with errors reported in [287]. The

larger computation surplus of the CF-based technique compared to the ANN-based method was

182



related to the additional computations required for geomagnetic-based rough yaw estimation and

integral drift compensation.

6.3 Validation Studies

To study the performance of the proposed system, two experimental validation studies were per-

formed. The objective of the first study was to investigate the accuracy of the proposed device in

rotation estimation, while the second study was aimed at demonstrating the feasibility on integrating

MiCarp with a representative teleoperated RCI system.

6.3.1 Study I: Rotation Estimation

Fig. 6.6(a) shows the experimental setup used in the validation study. During the test, the user

secured MiCarp on his wrist using its elastic band and rotated a cardiac catheter (RunWay 6Fr,

Boston Scientific, MA, USA) in a qualitatively similar fashion to the maneuvers performed during

RCI applications. The proximal part of the catheter was coupled to a rotary quadrature encoder

(SEN0230, DFRobot Co., Shanghai, China) while the user was holding the distal part of the catheter.

The reference rotation angle of the catheter, measured with the encoder, αm, was recorded in a

PC workstation through an Arduino Uno data acquisition (DAQ). Meanwhile, the roll-pitch-yaw

angles of IMU-1 and IMU-2 were acquired from MiCarp through the UDP protocol on a local WiFi

network initiated by Wemos-D1.

Upon starting the test, the initial global orientation of MiCarp was recorded as offset and was

deducted from the real-time angles to measure the relative change in the angles of IMU-1 and IMU-

2. For comparison with αm, the global roll-pitch-yaw angles of MiCarp were used to find its spatial

angle, αc using the mapping between the global rotation matrices of IMU-1 and IMU-2 (R1 and

R2) to their axis-angle representations [244]. For any given rotation matrix R of the form:

0Ri = Rx(ϕi)Ry(θi)Rz(ψi) =


ri11 ri12 ri13

ri21 ri22 ri23

ri31 ri32 ri33

 i = 1, 2, (147)
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the spatial angle is obtained as:

αi = arccos(
Tr(0Ri)− 1

2
) i = 1, 2, (148)

where, Tr(.) was the trace operator which is the scalar summation of the major diagonal components

of the matrix. Also, since at each time instance two αi corresponding to R1 and R2 would be

obtained, the rotation angle αc was defined as:

αc =
α1 + α2

2
, (149)

the average of the spatial rotation angles from two IMUs.

Fig. 6.6(b) shows the results of the validation study. The results exhibited a fair agreement between

the MiCarp estimated angles and reference values (encoder). More specifically, the MAE of the

MiCarp angles with respect to the reference was 1.7 ± 2.4◦, resulting in a maximum relative error

of 2.27% of 180◦. Nevertheless, the MiCarp angle showed sharp spikes in a few points which were

related to the time instances when one of the IMUs sent a false zero data.
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(a) (b)

Figure 6.6: (a) Experimental setup used for testing MiCarp ’s performance for RCI applications, (b) comparison of MiCarp rotation angle
measurement versus the encoder rotation angle as the reference, (c) error of αc with respect to the reference angle, and (d) distribution of error of
αc.
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Anthropometric studies with IMU-based measurement techniques have shown that the normal

ranges of motion of the human wrist in pronation and supination are 60◦ and 140◦, respectively

[301]. In this study, the zero angle was defined when the surface of MiCarp facing the ground with

a clockwise direction convened as positive rotation (αc > 0). Therefore, the range of αc would

translate to αc ∈ [−60, 140]. Fig. 6.6(c–d) depict the distribution and range of the measurement

error of the proposed method for validation study-I. It was observed that the error was bounded in

[-2◦, 2◦] for αc ∈ [−60, 140]. The author considers the observed error band within the acceptable

range for RCI applications.

Another prominent finding was that MiCarp exhibited a refresh rate of 111 ± 6 Hz with a

latency of 11 ± 5 millisecond compared to the reference data. The computation time for ANN

to find αm from the angles was 2.1 ± 0.3 ms (≈ 417 Hz). However, the exhibited refresh rate,

i.e., 111 ± 6 Hz, was limited by the refresh rate of the IMU sensors. Nevertheless, the required

minimum refresh rate for RCI application is 30 Hz [62], MiCarp showed an acceptable performance

for such applications. The average overall latency for a single rotation measurement, i.e., the time

elapsed between acceleration acquisition to the estimation of αc, was 12.8±0.5ms. The latency was

calculated on data acquired for 90s from the uninterrupted operation of MiCarp (≈ 104 samples).

6.3.2 Study II: Integration with RCI

To demonstrate the feasibility of using the proposed wearable device for RCI applications, it was

integrated with a representative RCI system, previously developed by the author in [74]. Fig. 6.7

depicts the patient module, surgeon module, and the RCI unit of the RCI system used in this study.

The RCI unit of the patient module was a 2-DoF robot with 3D-printed housing. The motors were

controlled under position control mode, with internal PID controllers, to follow the measured rota-

tions and insertion at the master module. MiCarp was integrated with the master module (PC) via a

UDP connection. The master module was also equipped with a rotary quadrature encoder coupled

with two idler wheels to measure the length of insertion of the dummy catheter. The master and

slave units were both subscribed to a common server as UDP clients similar to the connectivity

specifications of Study-I and calibration.

For avoiding unwanted motion being transmitted to the RCI unit, the measured rotation and
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insertion length would only be transmitted from surgeon to patient module if the grasping state was

ON. As stated in Sec. 6.2.1, ON-state, indicating the grasping event, was triggered if 50% voltage

drop was measured on the film pressure sensor. In addition, for allowing successive rotations,

MiCarp GUI would transmit ∆αc, defined as the amount αc had changed from the latest ON-state

triggering. This way, the user (surgeon) was able to release and re-grasp the catheter for successive

rotations. In addition, should the surgeon’s finger slip over the catheter, the grasping force would

drop, the grasping state would be set to OFF, and the RCI system would diable the rotation tracking

operation.

To simulate a teleoperated RCI procedure, the CataLyst robot (Fig. 6.7(a)) was remotely con-

trolled using its C500C controller (Thermo Fisher Scientific Inc., WA, USA) to align the RCI unit

with the entry angle of the femoral vein of the vascular model (SAM plus, Lake Forest Anatomical

Inc., IL, USA). Afterward, one user performed a femoral cannulation task. The surgical task in this

experiment was to advance the catheter from the femoral artery toward the aortic arch while wearing

MiCarp and rotating the catheter multiple times in clockwise and counter-clockwise rotations arbi-

trarily. The user was wearing MiCarp with the pressure sensor strapped to his index finger (similar

to Fig. 6.2(b)).

Fig. 6.8 shows the rotation angles measured by MiCarp at the surgeon unit and the rotations per-

formed by the RCI at the patient unit. The results showed that MiCarp was successfully integrated

with the representative RCI system. Also, the logic for detecting re-grasping by film pressure sensor

was successful and avoided rotation of the RCI unit (patient module) while grasping state was OFF.

The mean-absolute error of the RCI unit in tracking the incremental rotations ∆αc measured by Mi-

Carp was 2.3◦ ± 2.4◦. Moreover, MiCarp exhibited fair robustness in measuring catheter rotations.

This experiment showed the feasibility of using MiCarp as a rotation measurement modality in RCI

systems.

6.4 Summary

In this study, an integral-free orientation measurement system was proposed, prototyped, and val-

idated. The proposed method was based on stereo-accelerometry and sensor fusion techniques.

The proposed sensor fusion technique necessitated a one-time calibration of the prototyped system.
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(a)

(b)

Figure 6.7: Setup used in validation study-II:(a) patient module, (b) surgeon module with integrated
MiCarp .
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Figure 6.8: Grasping state and comparison of the measured catheter rotation αc by MiCarp at the
surgeon module with the performed catheter rotation at the patient module.
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Also, it constituted a nonlinear constrained minimization problem which was solved numerically

based on the calibration data. To reduce the computational time for real-time applications, the

results of the minimization were used to train an ANN, which was afterward implemented in micro-

processor on MiCarp . The proposed method eliminated the need for integration-based yaw-angle

estimation from the angular velocities obtained from the IMUs. Also, it only utilized the linear

acceleration signals from the IMUs which merely requires using simple fast 3-DoF IMUs.

The main contribution of this study was to validate the proposed integral-free sensor fusion

technique without drift compensation. Also, the implementation of the method with a learning-

based technique reduced the computational surplus which resulted in a maximum refresh rate of

117 Hz. Moreover, stereo-accelerometry resulted in establishing a direct mathematical relation-

ship between the linear accelerations and orientation. Typically with IMUs, orientation is obtained

through integration of the three angular velocities measured by the IMU. However, with the pro-

posed methodology in this study, only three linear acceleration data were enough for estimating the

orientation. The proposed system has the potential to be used in other applications such as radio-

frequency ablation [64, 70], surgical haptic feedback [61, 63], laparoscopic surgery [253], remote

tissue characterization [61, 63, 71, 76], virtual reality, and human motion analysis.

In this study, the mathematical formulation was performed based on fundamental spatial rota-

tion definitions. Investigation of alternative formulations, such as quaternion algebra and filtering

[276, 279, 302], nearest rotation matrix estimation [303, 304], and orientation filtering [287, 294,

305] are among possible expansions of this work. One of the limitations of the proposed system

was that the robustness of orientation measurement by MiCarp could be affected by the false zero

data transmitted from IMUs. To tackle this limitation, the utilization of a real-time classification-

based fault detection algorithm to reject the false zeros can be explored. Another limitation of the

proposed system was in detecting the rotation of the catheter using fingers. Steering fine catheters

and guidewires with thumb and index finger with minimal rotation of wrist is possible. Consider-

ing the utilization of a custom-designed housing for MiCarp , researchers are encouraged to study

alternative housing structures for other applications. Given the small size and low cost of IMUs,

utilization of more than two IMUs and using smaller or different shape of the housing is possible

without changing the orientation measurement methodology.
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Another improvement of this study could be replacing the ANN with another nonlinear learning-

based regression model such as support-vector-regression (SVR) [228] to decrease the overall error

of the method. The proposed calibration schema could also be improved by adopting a uniform

sampling technique over the training dataset for calibration and ANN. A uniform sampling tech-

nique could reduce the bias of training. Nevertheless, for a sufficiently large sampled data with

uniform distribution, obtaining a large dataset size would be necessary. It is noticeable that although

the medical catheters are typically circumferentially-reinforced (braided) to transfer rotations with

minimal torsional deformation, it is likely that such deformations affect the accuracy of rotation

measurement by MiCarp .

Building upon the proposed decoupled rotation measurement system in this chapter, the next chapter

introduces a haptics-enabled intuitive surgeon interface for RCI applications.
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Chapter 7

Magnetostriction-based Force Feedback
for Robot-assisted Cardiovascular
Surgery using Smart
Magnetorheological Composites

Magnetorheological elastomers are a class of smart materials with controllable deformation by an

external magnetic field. Recent studies have shown the feasibility of using magnetorheological com-

posites for force feedback applications. In this study, a new haptic feedback system for regulating

torque through contact friction was proposed, constitutively modeled, and experimentally validated.

To this end, an analytical constitutive model for the composite was proposed and solved and was

used to find the contact stress between the composite and a ferromagnetic shaft. Afterward, the

proposed device was prototyped and a series of validation studies with three types of magnetorhe-

ological composites was performed. The validation studies showed that the analytical predictions

for resistant torque were in fair agreement with the experimental results. Also, the proposed device

was capable of generating and controlling a resistant torque of up to 115.5 ± 0.7 mNm and haptic

force of up to 5.77 N. The system showed favorable performance for haptic feedback applications

in robot-assisted cardiovascular interventions.
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7.1 Introduction

7.1.1 Background

Cardiovascular diseases (CVDs) are the first cause of mortality, hospitalization, and medical pre-

scription worldwide [306]. The most prevalent CVDs are cardiac artery stenosis (CAS) [306].

CAS’s are caused by the build-up of fatty or calcified plaques in the coronary arteries and com-

promise the blood flow downstream to the heart. They may eventually result in cardiac ischemia,

cardiac arrest, and can be fatal.

CAS’s are controlled through medication in mild cases, however, need surgical intervention in mod-

erate and severe cases. Minimally invasive cardiac intervention, a.k.a. percutaneous coronary in-

tervention (PCI), is a widely-accepted standard approach for CAS’s [12, 307]. Compared to open-

heart surgery, PCI is preferred due to the health benefits for the patient such as small incision length,

shorter anesthesia time, less infection rate, and shorter recovery time [307].

Despite the benefits, the PCI approach exposes severe health risks to the surgeon and staff due to

the continuous use of X-ray for intraoperative imaging and visualization. Radiation-related ortho-

pedic diseases, cataracts, and skin cancer are prevalent in cardiac surgeons [18, 20, 308]. Also, low

geometric precision, restricted dexterity, stent misplacement, and imprecise localization of stenosis

are known as limitations of PCI [19].

Robot-assisted Cardiovascular Intervention (RCI) was introduced to alleviate the PCI limitations by

using a master–slave robotic configuration [36, 62]. Fig. 7.1 shows an RCI system in the operation

room. Early evaluations confirmed the effectiveness of the RCI systems in reducing occupational

hazards for surgeons and staff [29], improving the accuracy of stent placement [309], and decreasing

the X-ray exposure to the surgeon [25]. However, utilization of a remote surgical platform sepa-

rated the surgeon and intraluminal surgical devices, which further led to poor hand–eye coordination

[310], compromised perception of vascular anatomy, and most importantly, loss of haptic percep-

tion [62, 308]. The latter has also led to compromised situational awareness for the surgeon and

has increased the risk of vascular rupture due to over-steering of the surgical instruments[41, 62].

Loss of haptic feedback is known as the prime limitation of this robotic technology impeding its

reliability and wide acceptance amongst the clinicians [40, 45, 310].
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Figure 7.1: Typical system components of an RCI system with patient unit (slave), surgeon unit
(master), and imaging machine (Courtesy of Corindus Inc., Waltham, MA, USA).

Recent developments have enabled surgeons to perform long-distance robot-assisted interventions

[221]. Given the risks associated with compromised situational awareness in RCI, the provision of

haptic feedback is of utmost importance in long-distance telerobotic vascular interventions.

7.1.2 Related Studies

Various modalities of haptic rendering have been proposed in the literature for the integration of

haptic feedback to RCI platforms [62]. Bark et al. have shown that haptic rendering through ap-

plication and transfer of torque results in consistent haptic rendering [311]. The haptic signals in

RCI systems are the insertion force and rotational torques. Studies have shown that insertion force

feedback can increase the safety of RCI procedures [42, 43]. Studies have proposed sensor-based

[67, 77, 88, 89, 312] and model-based [64, 66, 69–71, 74, 76, 313] methods for measurement of

the insertion force during RCI procedures. For haptic rendering in RCI systems, researchers have

adopted three different approaches, i.e., active, semi-active, and passive [62]. The active approach
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typically requires using a controllable torque- (or force-) generating component, e.g., a DC motor

or a shape-memory alloy (SMA). Typically haptic feedback is rendered by continuous control of the

current passing through the torque-generating element. With a proper assembly with a kinematic

mechanism, e.g., capstan mechanism, the active approach can provide the required workspace and

exhibit the required haptic capacity. While active haptic rendering is known for its accuracy and fast

dynamic response, it suffers from high power consumption and instability at the extremes of force

capacity [62, 63].

For passive haptic rendering, an adjustable frictional medium is usually used to regulate the resis-

tance against the motion and to generate desired levels of resistant force or torque [206, 207, 314].

Passive rendering is relatively simple to implement and is fairly stable. However, the dynamic range

of passive haptic rendering is limited and strongly depends on the intrinsic material properties of

the haptic element. Given that the intrinsic material properties are not controllable and change in

time, by mechanical wearing, this approach has a limited scope of application [53, 63].

With the emergence of smart materials with controllable mechanical properties, the use of semi-

active haptic rendering has gained momentum. For semi-active haptic rendering, a smart material

with controllable mechanical properties, such as magnetorheological fluids (MRF), magnetorheo-

logical elastomers (MRE), or electroactive polymers (EAP), is used. The smart material is used as

an integral part of a kinematic mechanism, e.g., in joints or links, and haptic feedback is rendered by

controlling its mechanical properties. For example, the mechanical properties of MRFs and MREs

can be controlled by controlling the external magnetic field [63, 312, 315, 316].

More specifically for robot-assisted surgery, Mazursky et al. proposed a slim haptic actuator con-

veying both kinesthetic and vibrotactile information to the user [317]. Although their system could

simultaneously provide kinesthetic and tactile feedback, its accuracy was compromised due to the

lack of a feedback control loop. In another effort, Kanjanapas et al. [318] proposed a wearable

two-degree of freedom (DOF) pneumatic soft linear tactor to provide force feedback through inter-

mittent pneumatic compression on the wrist. Although their design was complex and not simple to

manufacture, it was capable of rendering zero-force and stiffness which led to a large bandwidth for

the rendered feedback. Nevertheless, the use of a pneumatic system requires a continuous pressure
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supply for sustained forces (required for RCI applications) which limits the applicability of pneu-

matic systems for RCI applications.

MRFs have also been used as the media for force feedback applications, e.g., [319–321]. Typically

With MRFs, two large electrical coils are used to generate a magnetic field. MRFs exhibit con-

trollable viscosity with an external magnetic field. The current in the coils is usually in the range

of 1-10 Amp [312]. While MRFs provide sufficient force range for RCI applications, they suffer

from handling issues (due to their fluidic state), usability in clean areas (e.g., operation rooms), and

exhibit large heat generation (due to the power consumption of the coils). Heat accumulation in

MRFs drastically changes the magneto-fluidic properties of the MRFs and may lead to inaccurate

force rendering [63]. Moreover, MRF-based systems cannot generate zero friction on catheters due

to their passive viscosity, i.e., intrinsic viscosity in the absence of an external magnetic field.

As a new modality, the utilization of MREs as haptic media has recently been proposed by the author

[63, 72, 322]. In the previous studies, the author has proposed using a pair of rare-earth permanent

magnets (N52) were used in a feedback loop to control the stiffness and force of a composite MRE.

Their system was capable of generating feedback forces in the range of 0-10 N with an acceptable

refresh rate (63 Hz). Their MRE-based force feedback system was in compliance with the func-

tional and physical requirements of haptic displays for robot-assisted surgery. In addition to their

fast response, the mechanical properties of MREs are temporally stable and reversible under opera-

tional conditions [323]. A more comprehensive literature survey on the approaches and methods of

haptic provision for RCI applications can be found in [62]. Table 7.1 compares different haptic and

tactile rendering methods proposed in the literature.

7.1.3 Haptic Feedback for RCI: Requirements

The proposed haptic rendering in this study is categorized under the semi-active approach. In this

study, the resistant torque on a ferromagnetic shaft is regulated through regulating the contact stress

(and friction) between the shaft and an MRE hollow cylinder (Fig. 7.2). Based on the reviewed

literature, a haptic interface for robot-assisted interventional surgery shall exhibit a force range of

0-2 N [62], with a resolution of 5% of full-scale, i.e., 0.1 N. For this study, we coupled the output
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Table 7.1: Comparison of representative studies proposing haptic rendering for the minimally inva-
sive surgery applications.

Study Haptic cue Principle Advantages Limitations

Culjat et al. [324]
(2008)

Stiffness Pneumatic
MR-safe, range,

simple, low profile
Zero passive stiffness,

specific for da Vinci robot

Dargahi et al. [53]
(2012,2016)

Force DC motor Fast, cheap, simple
range, not MRI-safe,

electrically active

Oh et al. [325, 326]
(2013)

Force MRF?
Passive stiffness,

simple, range
Electrically active,

not MRI-safe

Han et al. [327]
(2018)

Stiffness EAP† MRI-safe, passive stiffness Complex, electrically active

Yanatori et al. [328]
(2019)

Stiffness SMA‡ Passive stiffness, simple
Electrically active, not MRI-safe,

range

Mazursky et al. [317]
(2019)

Force MRF
Passive stiffness, simple,

range, low profile
Electrically active, not MRI-safe

Hooshiar et al. [63]
(2020)

Force MRE
Passive stiffness, simple,

range, low profile
electrically passive

not MRI-safe

?MRF: Magneto-rheological fluid †EAP: electro-active polymer ‡SMA: shape-memory alloy

shaft of the proposed system to a 40 mm roller to translate the resistant torque to a linear force.

Therefore, the required torque range to generate a linear force of 0-2N was 0-40 mNm with a

resolution of 2 mNm. Moreover, the system shall be repeatable within its operational force range

with a standard-deviation of repetitions less than 5% of full-scale (4 mNm).

7.1.4 Novelty and Contributions

The novelty of this work is in the utilization of an MRE as a torque regulating media. To the best

of the author’s knowledge, this haptic modality has not yet been studied. Based on the feasibility

of using MREs for force and stiffness feedback [63, 322], the author has proposed an MRE-based

torque feedback mechanism with potential application in haptic feedback devices for robot-assisted

interventions. The specific contributions of this study are:

(1) multi-physics modeling of the magnetoelastic behavior of the MRE and ferromagnetic output

shaft,

(2) analytical solution of the developed magnetoelastic model for the magnetostriction phenomenon

in the MRE,
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(a)

(b)

Figure 7.2: (a) Schematic placement of TorMag in external magnetic field, and (b) components of
the proposed MRE-based torque feedback system.
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Table 7.2: Geometrical dimensions used in the design of the proposed torque feedback system,
TorMag.

MRE Cylinder Shaft Housing

Dimension Ro Ri t ls l1 l2 l3

(mm) 11 4 20 75 40 45 40

(3) proposing and prototyping a novel MRE-based mechatronics system for insertion force feed-

back considering the requirements of RCI applications,

(4) generation of a radial magnetic field using permanent magnets without a need for coils,

(5) integration of the proposed system with a representative RCI system and experimental vali-

dation with respect to the requirements of RCI.

In the following, the concept, multi-physics modeling, and solution schema are described in Sec.

7.2. Also, the results of three validation studies are presented and discussed in Sec. 7.3, followed

by the key findings, concluding remarks, and future extensions in Sec. 7.5.

7.2 Material and Methods

7.2.1 System Design

The conceptual design of the proposed system is based on controlling the frictional torque between

a an MRE and a ferromagnetic shaft (iron). It was hypothesized that the contact stress between the

MRE and the shaft could be regulated by changing the external magnetic field. The external mag-

netic field induces magnetization in the ferromagnetic output shaft which pulls the MRE radially

leading to the generation of contact stress. The contact stress at the interface generates a frictional

resistant torque against the motion of the output shaft, which was exploited for haptic force render-

ing.

Also, depending on the application, the proposed system can be coupled to a gearbox for torque

scaling or torque conversion to force feedback during RCI procedures [62]. The geometrical di-

mensions used in this study are summarized in Table 7.2. Due to the circumferential symmetry, a

homogeneous radial contact stress σi is present at the interface of the output shaft and the MRE.
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The system also used two rare-earth permanent magnets to generate the external magnetic field. The

author has previously used such a dual-magnet configuration for generating a stationary magnetic

field in the absence of a ferromagnetic shaft [63, 322]. As will be discussed in Sec. 7.2.4, the pro-

posed configuration of the permanent magnets, MRE, and iron output shaft, would result in a fairly

radial magnetic field within the MRE.

7.2.2 MRE Fabrication

The range of torque (force) generation of the proposed system depends on the volume fraction of the

ferromagnetic particles filler in the MRE composite, geometrical design and contents of the MRE,

geometry and magnetic properties of the shaft, and the strength of magnets. In this study, three

isotropic MRE composites with silicon rubber (matrix) and iron particles (filler) were fabricated

using the three-stage method provided in [322, 329].

For the matrix, silicon rubber (Ecoflex
TM

, Smooth-On Inc., PA, USA) with a shore-hardnesses of

00-50 was used as the matrix. The silicon rubber was composited with 10%, 20%, and 40% vol-

ume percentage of Carbonyl iron powder (CIP) (SQ, BASF, Germany) according to the contents

specifications summarized in Table 7.3. The CIP had a nominal average particle diameter of 45 µm

with less than 5% variation. Also, Slacker
TM

(silicon oil) and silicon thinner were used as addi-

tives in the emulsions to enhance their moldability. After mixing, the emulsions were degassed in

a vacuum chamber (Best Value Vacs, IL, US) at 29 inHg vacuum pressure for 5 minutes to release

the entrapped air in the MREs during the mixing. Finally, the emulsions were directly molded in

3D-printed MRE holders (Fig. 7.3(a)) and were rested to set in standard laboratory conditions for

24 h.

The author’s recent findings in [322], indicate the initial shear moduli of G0 = 81 kPa,G0 = 183

kPa, and G0 = 281 kPa for MRE-10, MRE-20, and MRE-40, respectively. Similar ranges of shear

moduli have been reported in the literature, e.g., [330, 331].

7.2.3 Prototype

The hub and the MRE holder of TorMag were prototyped using a 3D-printer (Replicator+, Maker-

Bot Industries, LLC, NY, USA) with poly-lactic acid (PLA) filaments. A magnetic field controller,
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Table 7.3: Density, mass, and volume percentage of the contents of the fabricated MREs.

Material

Contents per 100 cc volume
%vol., mass

Ecoflex
0050

ρSR = 1.04 g
cc

Slacker

ρSL = 0.97 g
cc

Silicone
thinner

ρST = 0.97 g
cc

CIP

ρCIP = 7.87 g
cc

MRE-10 80%, 83.2g 5%, 4.9g 5%, 4.9g 10%, 78.7g
MRE-20 70%, 72.1g 5%, 4.9g 5%, 4.9g 20%, 157.4g
MRE-40 50%, 52.0g 5%, 4.9g 5%, 4.9g 40%, 314.8g

previously developed and validated by the author in [63], was used for control of the separation

between the two magnets. Two DC motors (JGY370-12V, BringSmart Intelligent Tech. Co. Ltd.,

Fujian, China) (Motor-1 and -2) with a 1:60 worm gear were used to control the magnets individ-

ually. The details of the PID feedback controller are provided in 7.3.3.1. The PID controller was

capable of controlling the magnet separation with an error of less than 1mm [63]. Fig. 7.3(b–c)

show the components of TorMag and the assembled prototype.

7.2.4 Magnetic Field: Simulation and Verification

It was hypothesized that the presence of an iron shaft at the mid-span of two magnets would absorb

and amplify the magnetic field generated by the magnets. To simulate and visualize the trajec-

tory of the magnetic field, a 3D steady-state magnetic analysis was performed using COMSOL

Multiphysics c© 5.3a (COMSOL AB, Stockholm, Sweden). The magnetic field was generated by

two Neodymium N52 permanent magnets (2×2×1/2 in, CMS Magnetics Inc., TX, USA) with a co-

ercive force of 875 kAm and remanence of 1.45 T. The iron shaft was modeled as Cobalt-iron alloy

with an isotropic relative permeability of 18000 H/m. The MRE was modeled as a ferromagnetic

media with a linear magnetization [332–334].

The constitutive equation relating the magnetic field intensity h to the magnetic flux density b within

the MRE was:

b = µ0µrh, (150)
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(a)

(b)

(c)

Figure 7.3: (a) Molded MREs in 3D-printed molds, (b) MRE mold and hub connector assembly,
and (c) prototyped TorMag with 3D printed hub.
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where µ0 = 4π × 10−7H/m is the permeability of vacuum and µr is the relative magnetic perme-

ability of the MRE. Recent experimental studies, e.g., [335], suggest that isotropic MREs similar to

this study typically exhibit a relative permeability of µr ≈ 2 − 4 with linear variation with respect

to CIP volume fraction.

In cylindrical coordinates, the magnetic field intensity b would be of the form:

b = bR(R, θ, Z)êR + bθ(R, θ, Z)êΘ + bz(R, θ, Z)êZ , (151)

where ê(.) and b(.) are the directional unit vectors and directional components of the magnetic field,

respectively.

To obtain the variation of the magnetic field with changing the separation gap s, the simulation was

repeated for separation gaps of s = 45, 55, 65, 75, 85, 95 mm. Fig. 7.4(a-c) depict the distribution of

the magnetic field intensity for three representative magnet separations. In all cases, the proximity

of MRE to the iron shaft and the fact that magnetic trajectory shall enter and depart perpendicular

to the surfaces of ferromagnetic media (n · b = 0, with n as the unit normal of each surface), the

field lines have passed through the MRE in mostly radial trajectories. Meanwhile, the iron shaft

has amplified the magnetic field locally has increased the magnetic field induced within the MRE.

However, the magnetic field has almost halved by distance from the iron shaft within the MRE, i.e.,

from Ri toward Ro, (Fig. 7.4(e)). Also, Fig. 7.4(e) shows that the magnetic field within the MRE is

inversely proportional to the separation between the magnets, whereas, the smaller separation gaps

have resulted in larger magnetic fields. The maximum magnetic field within the MRE was 782 mT

for s = 45 and was 111 mT for s = 95 mm. Experimental measurement of the magnetic field using

a Gauss-meter (GM2, AlphaLab Inc., PA, USA) verified the results of the simulation for magnetic

field within the MRE (Fig. 7.4(d–e)). The average error between the simulation and experiment for

the magnetic field was 14 ± 21 mT with maximum error observed for s = 45, i.e., 21 ± 32 mT.
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(a) (b) (c)

(d) (e) (f)

Figure 7.4: Distribution of the magnetic field intensity with magnets separation (a) s = 95mm, (b) s = 55mm, (c) s = 45mm, and (d)
experimental setup used for verifying the results of magnetic field simulation for s = 75mm, (e) comparison of the simulation and experiment
results for the variation of the radial magnetic field within the MRE, and (e) variation of fitting parameter a(s) with magnet separation s.
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Table 7.4: The extremal values of magnetic field within the MRE and the best fitting parameters for
variation of radial magnetic field in Eq. 152.

Separation Range of bR Fitting Parameters
s R = Ri R = Ro a(s) Goodness-of-fit

(mm) (mT)

45 792 279 3120 0.998
55 603 210 2403 0.998
65 479 177 1935 0.995
75 402 152 1606 0.994
85 341 126 1365 0.992
95 300 111 1181 0.990

To find an analytical representation for bR to be used in the magnetoelastic model, the radial

component of the magnetic field within the MRE was approximated as:

bR(R, s) =
a(s)

R
, (152)

where a(s) was a s−dependent fitting parameter. Table 7.4 summarizes the fitting parameter for

various gap separations s. Also, Fig. 7.4(f) shows the change in the fitting parameter a obtained

from the simulation with s and the fitted a(s). The curve fitting was performed in the Curve Fitting

Toolbox of Matlab (R2019b, Mathworks Inc., MA, USA) and two representative fitted curves for

the magnetic field are shown on Fig. 7.4(e).

The post-processing showed that the maximum circumferential variation of bR has happened at the

outer surface R = Ro. The variation of bR in Θ-direction (circumferential direction), would result

in shear strain within the MRE and which cannot be accounted for if bΘ is neglected. However, with

the proposed design in 7.2.1, the outer surface of the MRE would be fixed inside the holder block,

thus the shear strains caused by the circumferential variations of bR would be zero at R = Ro and

negligible at Ri ≤ R < Ro. More specifically, the maximum ratio of bθ to bR was observed at

R = Ro,Θ = π
2 ), where bθ/br = 0.21 while the volumetric average absolute ratio of bθ to bR was

ϑ = 0.0416 for the entire volume of the MRE. ϑ was obtained using:

ϑ =
1

VMRE

∫ Ro

Ri

∫ π

−π

∫ t
2

− t
2

|bθ|
|bR|

rdzdθdr = 0.162, (153)

where VMRE = πt(R2
o − R2

i ). From a physical point of view, |bθ|/|bR|, represents the tangent of
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the acute angle between the radial and circumferential components. Therefore, ϑ = 0.162 would

correspond to an average acute angle of ≈ 9◦. By neglecting this variation, the magnetic field was

assumed to be radial with a negligible circumferential component.

7.2.5 Magnetic Compatibility: Maxwell Equations

To assure the approximated magnetic field does not violate the necessary magnetic compatibility

conditions, i.e., Maxwell equations, these equations were tested with the approximated bR. Maxwell

equations for the MRE were [336]:

∇× h = 0, (154)

∇ · b = 0, (155)

where,∇× (.) is the curl operator, and∇ · (.) is the divergence operator in cylindrical coordinates.

Using Eq. 152 in the Maxwell equations and assuming bΘ = 0, it can be shown that bZ is necessarily

constant. This condition was in agreement with the numerical findings from the simulation. The

maximum longitudinal magnetic field (bZ for s = 45 mm) was bZ = 19.5±2.54 mT (13% change)

and its minimum (bZ for s = 95 mm) was bZ = 1.22 ± 0.04 mT (3.3% change) within the MRE.

The reason for the observed small changes in bZ might be due to the effect of the presence of bΘ.

However, since bΘ was assumed absent, bZ was modeled as a univariate linear function of s:

bZ = 0.37(45− s) + 1.22. (156)

7.2.6 Resistant Torque

As stated in Sec. 7.2.1, during rotation of the output shaft (iron shaft) it would bear a frictional

torque caused by the contact stress σi at its interface with the MRE. Considering the dynamic

coefficient of friction µd and assuming the Coulomb friction model (dry friction), the magnitude of

the frictional resistant torque Tr was obtained as:

Tr = ζ|σi|, (157)

where, σi is the true (Cauchy) stress at the interface and ζ = λ3(Ri)2πtR
2
iµd was the traction co-

efficient. Assuming the output shaft in a quasi-static balance (i.e., the shaft has negligible rotational

206



inertia compared to the operational torque), a steady-state torque of equal magnitude but in the op-

posite direction of Tr is required to keep the shaft rotating. In the following sections, magnetoelastic

modeling is described to find an analytical relationship between Tf and s. Such an analytical model

is desirable for finding the required magnet separation to control (keep) a desired resistant torque

on the output shaft, e.g., for haptic feedback applications.

7.2.7 Magnetoelastic Modeling

The decreasing trend of the magnetic field with R causes a distributed body force on MRE material

toward the iron shaft. Studies have shown that for a hyperelastic magnetorheological composite, the

state of stress is dependent on the stored strain energy in it due to mechanical deformation and the

stored magnetic energy due to its presence in a magnetic field [337]. Thereby, σi shall take the form

of:

σi = f(Ω?,b), (158)

where, Ω? is the total amended free energy function incorporating both mechanical strain energy

and magnetic energy contributions.

7.2.7.1 Geometry and domain

Fig. 7.5 shows a schematic initial and deformed geometries of the MRE and the free-body diagram

of the output shaft. The MRE is in contact impending with the shaft. The geometric properties of

the MRE and shaft are provided in Table 7.2.

Hereinafter, X =

(
R Θ Z

)
denote the material (original) cylindrical coordinates of the points

inside the MRE with R ∈ [Ri, Ro], Θ ∈ [−π, π], Z ∈ [− t
2 ,

t
2 ] and x =

(
r θ z

)
denote the

spatial (deformed) coordinates system.

7.2.7.2 Kinematics

It was assumed that there exists a one-to-one, smooth and differentiable mapping χ from material to

spatial shape of MRE such that x = χ(X). For the assumed mapping χ(X), there is a deformation

gradient F defined as:

F =
dx
dX

⇒ dx = FdX. (159)
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(a)

(b)

Figure 7.5: (a) Geometry of the transverse cross-section of the shaft and MRE with fixed boundary
conditions at outer radius (left) and the free-body diagram of the output shaft (right), (b) schematic
distribution of body force and stress at the boundaries of MRE (left) and illustration of the deformed
and original shape of the MRE.
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The radial, circumferential, and longitudinal stretches are λr, λθ and λz . Because of the monoton-

ically decreasing radial magnetic field within the MRE, the material points are pulled toward the

shaft. The present deformation is a special case of inflation of a hollow cylinder introduced in [332]

with the additional boundary condition λ1(Ro) = 1. Therefore, the principal stretches λ1,2,3 in

cylindrical coordinates [338] are:

λ1 = λR =
dr

dR
, (160)

λ2 = λΘ =
r

R
, (161)

λ3 = λZ =
2z

t
. (162)

Therefore, the deformation gradient F is:

F =


λ1 0 0

0 λ2 0

0 0 λ3

 . (163)

Typically, MREs are made of hyperelastic rubbers which are incompressible. The incompressibility

assumption necessitates:

λ1λ2λ3 = 1⇒ λ3 = (λ1λ2)−1. (164)

Also, the Right Cauchy-Green deformation tensor, C = FTF was obtained as:

C =


λ2

1 0 0

0 λ2
2 0

0 0 (λ1λ2)−2

 . (165)

The magnetoelastic constitutive equations of MREs are expressed in terms of the magnetoelastic

deformation invariants. The three scalar invariants of tensor C were obtained according to [338] as:

I1(C) = TrC = λ2
1 + λ2

2 + (λ1λ2)−2, (166)

I2(C) =
I1(C)2 − I1(C2)

2
=

(TrC)2 − (λ4
1 + λ4

2 + λ4
3)

2
, (167)

I3(C) = det C = λ2
1λ

2
2λ

2
3 = 1, (168)
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where Tr(.) is the trace operator from R3×3 to R, summating the diagonal components of (.) into a

scalar. Also, three magnetoelastic invariants, I4,5,6 were obtained according to [332] as:

I4 = b · b =
a2

R2
+ b2Z , (169)

I5 = (Cb).b =
a2λ2

1

R2
+ b2Z(λ1λ2)−2, (170)

I6 = (C2b).b =
a2λ4

1

R2
+ b2Z(λ1λ2)−4. (171)

It is noteworthy that I1,2 only depend on the mechanical stretches λ1,2 while I4,5,6 depend on both

the mechanical stretches and magnetic field.

7.2.7.3 Constitutive model

Since both the mechanical stretch and magnetic field contribute to the total free energy stored in

the MRE, the mechanical energy is amended with the magnetic energy [332]. Therefore, the total

potential energy function Ω? is:

Ω? = Ω + Ψ, (172)

where Ω is the strain energy density function, and Ψ is the magnetic energy density function defined

as [335]:

Ψ =
1

2
(µ0µr)

−1(Cb) · b =
1

2
(µ0µr)

−1I5. (173)

Various forms have been adopted in the literature for Ω to model the hyperelastic behavior of MRE,

e.g., Ogden [72], Mooney-Rivlin [339]. In this study, as the MRE is mainly under compression,

the principal stresses are compressive, thus, a two-term Mooney-Rivlin model was adopted. Stud-

ies have previously shown that this constitutive model can sufficiently capture the stretch-stress

behavior of hyperelastic cylinders under radial stretch [339–341]. The adopted form of Ω was:

Ω = C10(I1 − 3) + C01(I2 − 3), (174)

where C10 and C01 are the material constants of the MRE in the absence of a magnetic field. It

is noteworthy that for an incompressible hyperelastic material the initial shear modulus can be

obtained through G0 = 2(C01 + C10). The total nominal stress tensor of MRE, combining the

effects of elastic stress (due to the elastic deformation) and Maxwell stress (due to the magnetic
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body force) was obtained as [332]:

T = 2Ω?
1Λ + 2Ω?

2(I1Λ−Λ2)− pI + 2Ω?
5b⊗ b, (175)

where

Ω?
i =

∂Ω

∂Ii
⇒ Ω?

1 = C10,Ω
?
2 = C01,Ω

?
5 =

1

2
(µ0µr)

−1, (176)

and Λ = FFT, I a 3-by-3 identity matrix, p a Lagrange multiplier enforcing the incompressibility

constraint, and ⊗ as the outer product operator such that b⊗ b = bbT.

Since F is diagonal, Λ = FFT = FTF = F2 = C. Therefore, the constitutive equation (Eq. 175)

simplifies to:

T = 2C10F2 + 2C01(I1F2 − F4)− pI + (µ0µr)
−1b⊗ b. (177)

Tensor T is diagonal and its diagonal components simplify to:

T11 = 2C01λ
2
1 + 2C10(λ2

1λ
2
2 + λ−2

2 ) + (µ0µr)
−1 a

2

R2
− p, (178)

T22 = 2C01λ
2
2 + 2C10(λ2

1λ
2
2 + λ−2

1 )− p, (179)

T33 = 2C01λ
−2
1 λ−2

2 + 2C10(λ−2
1 + λ−2

2 ) + (µ0µr)
−1b2Z − p. (180)

From the boundary conditions, the MRE does not bear a longitudinal force, thus T33 shall be zero.

Therefore, Lagrangian multiplier p was determined as:

p = 2C01λ
−2
1 λ−2

2 + 2C10(λ−2
1 + λ−2

2 ) + (µ0µr)
−1b2Z . (181)

Substituting p in Eq. 178–179, the magnetoelastic constitutive relations between the kinematic

variables λ1,2, and nominal stress T were obtained:

T11 = 2C01(λ2
1 − λ−2

1 λ−2
2 ) + 2C10(λ2

1λ
2
2 − λ−2

1 ) + (µ0µr)
−1

(
a2

R2
− b2Z

)
, (182)

T22 = 2C01(λ2
2 − λ−2

1 λ−2
2 ) + 2C10(λ2

1λ
2
2 − λ−2

2 )− (µ0µr)
−1b2Z , (183)

T33 = 0. (184)

The derived magnetoelastic constitutive equations show that at any given λ1,2 increasing the mag-

netic field (through decreasing the distance s between the magnets) would decrease T11 toward more
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negative (compressive) stresses within the MRE. This intuition confirms the hypothesis of this study

that with decreasing the distance s, compressive stress at the interface of the output shaft and MRE

would increase.

From the boundary conditions, the material points on the inner and outer radii of the MRE do not

translate in R-direction during any deformation. Also, since the MRE is glued at the outer diameter

to the MRE holder, the material points located at R = Ro do not translate in Z−direction, thus,

according to the definitions of λ2,3 (Eq. 161–162):

λ2(Ri) = 1, (185)

λ2(Ro) = 1, (186)

λ3(Ro) = 1. (187)

Therefore, due to the incompressibility constraint:

λ1(Ro)λ2(Ro)λ3(Ro) = 1⇒ λ1(Ro) = 1. (188)

With G0 = 2(C10 + C01) as the initial (linear) shear modulus [338] of the MRE and applying the

boundary conditions for R = Ri, the constitutive equations (Eq. 182–183) necessitate:

T11(Ri) = G0(λ2
1(Ri)− λ−2

1 (Ri)) + (µ0µr)
−1

(
a2

R2
i

− b2Z
)
, (189)

T11(Ro) = (µ0µr)
−1

(
a2

R2
o

− b2Z
)
. (190)

Given that the value of a/Ro is larger than bZ , T11(Ro) is always positive indicating a tensile force at

the outer boundary of the MRE. This tensile force is the reaction force against the pulling magnetic

force toward the output shaft on the MRE. Nonetheless, Eq. 189 still involves the unknown λ1. To

determine λ1, the full description of T11 was obtained through utilizing the force balance principle

on the MRE.

7.2.7.4 Force balance on the MRE

The force balance equation on the MRE is:

− T11(Ri)λ3(Ri)Ai + T11(Ro)Ao + Fm = 0, (191)
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where, λ3(Ri)Ai = 2πRitλ
−1
1 (Ri) is the true (deformed) surface area of the MRE at the inner

radius, Ao = 2πRot is its the surface area at the outer boundary, and fm is the magnetic body force

per unit volume [337] defined as:

fm =
µr − 1

2µ0µr
∇(b · b) · êR = −µr − 1

µ0µr

a2

R3
. (192)

The total radial magnetic force on the MRE in the deformed shape was obtained through volumetric

integration of fm over the MRE:

Fm = −2πa2µr − 1

µ0µr

∫ Ro

Ri

tλ3
dR

R2
. (193)

Since the description of λ3 in terms of R is unknown, the following trapezoidal approximation was

used to evaluate the integral:

tλ3 =
tλ3(Ro) + tλ3(Ri)

2
=
tλ1(Ri) + t

2λ1(Ri)
, (194)

⇒ Fm ≈ −2πta2µr − 1

µ0µr
(
λ1(Ri) + 1

2λ1(Ri)
)

(
1

Ri
− 1

Ro

)
. (195)

Upon substituting Fm in Eq. 191, and T11(Ri) from the constitutive equation (Eq. 189) the follow-

ing nonlinear balance equation in terms of λ1(Ri) was obtained:

G0(λ2
1(Ri)− λ−2

1 (Ri)) + (µ0µr)
−1(

a2

R2
i

− b2Z) = λ1(Ri)(µ0µr)
−1(

a2

RiRo
− Ro
Ri
b2Z)−

ta2 (λ1(Ri) + 1)(µr − 1)

2µ0µr

(
1

R2
i

− 1

RiRo

)
,

(196)

which can be re-arranged as:

G0(λ2
1(Ri)− λ−2

1 (Ri)) = λ1(Ri)Γ1 + Γ2, (197)

with,

Γ1 = (µ0µr)
−1

(
a2

RoRi
− Ro
Ri
b2Z

)
− ta2µr − 1

µ0µr

(
1

R2
i

− 1

RiRo

)
Γ2 = −(µ0µr)

−1

(
a2

R2
i

− b2Z
)
− a2µr − 1

µ0µr

(
1

R2
i

− 1

RiRo

)
.
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Using the two-term Taylor expansion at the neighborhood of λ1 = 1 (Eq. 198) with an error in the

order of O(λ1(Ri)
3), the following admissible solution was obtained:

λ2
1(Ri)− λ−2

1 (Ri) ≈ 4(λ1(Ri)− 1)− 2(λ1(Ri)− 1)2, (198)

λ1(Ri) =

(
8G0 − Γ1 −

√
(Γ1 − 4G0)2 − 8G0(Γ1 + Γ2)

)
4G0

. (199)

Eq. 199 shows the coupled effects of the mechanical properties (G0) and magnetic field (a, bZ)

on λ1(Ri). Fig. 7.6(a) and Fig. 7.6(b) show the variation λ1(Ri) and σi for various magnet

separations and shear moduli. Numerical evaluation shows that for any given a, σi is always negative

(compressive) and its magnitude is monotonically decreasing with s.

Following a derivation similar to Eq. 199, and numeric integration of:

dr

dR
= λ1(R), (200)

with boundary condition:
dr

dR
|Ri = λ1(Ri), (201)

and integration increment of δR = 0.05mm, r(R) was obtained for R ∈ [Ri, Ro]. Estimation

of r(R) led to the estimation of λ1,2,3 (Eqs.160–162) and prediction of the shape of the deformed

MRE. Fig. 7.7 depicts the variation of the estimated stretches for MRE-40 and the deformed shape

of MRE-10 as two representatives.
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(a) (b)

(c)

Figure 7.6: Variation of (a) radial stretch λ1(Ri), (b) contact stress σi, and (c) resistant torque Tr, with changes in the magnets separation s.
Shaded areas are out of the operational range of the prototype system.
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7.2.8 Torque and Magnet-separation Relationship

The true stress σi at the interface is dependent on the deformation of the MRE through |σi| =

−λ−1
1 (Ri)T11(Ri). The important physical interpretation of this phenomenon is that for a given

magnetic field, softer MREs exhibit more deformation (and larger contact area with the shaft) which

increases the capacity of generating resistant torque. In addition, the larger deformation (in softer

MREs) will lead to more magnetic pulling force since the MRE particles translate toward the shaft.

Nevertheless, softer MREs typically exhibit larger hysteresis which may diminish the repeatability

of the system [63, 329, 342].

The relationship between Tr and s was obtained by introducing Eq. 189 in Eq. 157 and using the

expression of a and bZ in terms of s:

Tr = −ξλ−1
1 (Ri)T11(Ri), (202)

Tr = −ξG0(1− λ1(Ri)
−4) + (µ0µrλ

2
1(Ri))

−1

(
a2

R2
i

− b2Z
)
. (203)

Fig. 7.6 shows the variations of the resistant torque with magnets separation for various shear

moduli.

7.3 Validation Studies

To validate the theoretical derivations and to investigate the feasibility of the proposed system, three

validation studies were performed. The objective of the first study was to assess the validity of

the radial stretch predicted by Eq. 199. The second study was aimed at comparing the effects of

the magnetic field and CIP volume fraction on the torque generation capacity of the prototyped

device. The third study was a demonstration of how TorMag can be integrated to a representative

RCI system for haptic feedback provision.

7.3.1 Study I: Magnetic Field and Magnetostriction

Fig. 7.8 shows the test setup used in study-I (and study-II). The radial positions, r, of four visible

markers on the MRE were acquired through an image-based technique. To this end, a CCD camera

(resolution 512 × 512 pixel, WAT-902H Ultimate, Watec, France), equipped with a 55-mm tele-

centric lens (TEC-M55, Computar Inc., NC, USA), was used. Four markers were placed in each
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(a)

(b)

Figure 7.7: (a) Variation of the mechanical stretches withR in MRE-40, and (b) simulated deformed
shape of MRE-10. Dark lines visualize the trajectory of principal stretches.
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MRE sample after molding, approximately at R = 6mm and R = 9mm. Since the markers were

placed manually, their placement was not precise. Nevertheless, their initial positions were mea-

sured through image processing.

The radial displacement measurement of the four makers, r−R was based on the Pyramid Lucas-

Kanade (PLK) optical-flow measurement method proposed in [343] and was developed in C# pro-

gramming language (EmguCV 4.4.0). Algorithm 3 summarizes the implemented radial displace-

ment measurement procedure. Three MRE samples of each MRE type, MRE-10, MRE-20, and

Algorithm 3 Algorithm for finding the deformed position of the markers in the MRE images
Input: Calibration Matrix of the Camera . Pin-hole camera model
Input: Initial image of the MRE at s=95 . Original shape
Input: Image of the MRE at s 6= 95 . Deformed shape
Output: ri . i = 1, 2, 3, 4,

1: procedure INITIALIZATION

2: Load the image of the undeformed MRE,
3: Find the centroid of the output shaft: O = (Ox, Oy)

T ,
4: Find the centroid of the four markers: Mi = (Xi, Yi)

T . i = 1, 2, 3, 4,
5: Find the radial position of the four markers with respect to O:
Ri = ||Mi −O|| . i = 1, 2, 3, 4,

6: end procedure
7: procedure DEFORMATIONMEASUREMENT(Ri,Mi,O)
8: Load the image of the deformed MRE
9: Find the displacement field u at O, and Mi by PLK method

10: Find the radial position of the markers after deformation
ri = ||(Mi + ui)− (O + uO)|| . Output i = 1, 2, 3, 4,

11: end procedure

MRE-40 were studied for radial displacement with the magnets at the s = 45mm and s = 95mm.

Fig. 7.8(b) shows a representative image of the detected markers in MRE-10. The deformed radial

position of the four markers in each sample were compared with the theoretical findings. Fig. 7.8(c)

shows the theoretical and experimental results for the radial position and displacement of the four

markers and boundaries of MRE-10. Table 7.5 compares the theoretical and experimental displace-

ment of the markers M1−4 for the three MRE types.

The observed average error between the theory and experiment was 0.01 mm (8%) for MRE-10 and

0.01 (9%) for MRE-20, while it was 0.02 mm (26%) for MRE-40. While the findings were in fair
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(a)

(b) (c)

Figure 7.8: (a) Experimental setup used in validation study-I and -II. Data-acquisition (DAQ) was
performed in the PC workstation. Microprocessor was used for feedback control of the magnet
separation. The camera captured the deformed shape of the MRE, (b) representative images of the
markers and output shaft in MRE-10 with s = 45mm and s = 95mm, and (c) comparison of the
theoretical and experimental radial position and displacement of the MRE-10.
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agreement with the theory for MRE-10 and MRE-20, the large error for MRE-40 was related to

the limitation of the PLK method in detecting deformation below the camera’s field-of-view reso-

lution, i.e., 0.01 mm. Nevertheless, the experimental results show a similar trend of variation to the

predicted trend from the theoretical model, e.g. (Fig. 7.8(c)).

7.3.2 Study II: Torque Generation

The objective of Study II was to validate the torque generation capacity of the developed system for

the proposed application. As discussed in Sec. 7.1.3, the torque feedback system for robot-assisted

interventional surgery shall be capable of generating up to 40 mNm of torque with a resolution of

2 mNm. To assess the system performance, the output shaft of TorMag was coupled to a 12v DC

motor (37D-4754, Polulu Robotics and Electronics, NV, USA) for generating continuous rotation

on the output shaft. A zero-backlash Oldham-type coupler (9845T57, McMaster-Carr, IL, USA)

was used to couple the motor to the output shaft. The DC motor was driven under velocity feedback

control with a 20 rpm rotational speed [114]. In addition, a 3D-printed mount was designed and

rapid-prototyped to firstly align the motor shaft with the output shaft of TorMag and secondly to

attach an ATI-Mini40 force-torque sensor (SI-20-1, ATI Inc., MD, USA) to the motor. The Mini40

sensor was used to measure the torque generated by the motor to maintain its rotational speed in the

presence of the resistant torque, Tr generated by the MRE. Since the only external torque applied to

the motor was from the MRE, the total torque, i.e., T ?r =
√
T 2
x + T 2

y + T 2
z was calculated during

the test and was recorded for post-processing. (?) indicates the measured values. A total of nine tests

(three samples of each MRE) with magnets at six separations, i.e., s = 95, 85, · · · , 45 mm were

performed. The separation of the magnets was decreased from s = 95 in 10-mm steps and was

maintained stationary between the steps. Fig. 7.9(a) depicts the temporal variation of the resistant

torque averaged for each MRE and Fig. 7.9(b) shows the variation of the resistant torque with

magnet separation. Also, Table 7.6 summarizes the resistant torques and the total range of torque

generation of TorMag for the three MRE types.

The average resistant torque at all magnet separations was the highest for MRE-40 and the low-

est for MRE-10. As discussed in the magnetoelastic modeling, this phenomenon is attributed to two

factors. Firstly, increasing the CIP volume fraction has increased the G0 of the MREs, which was
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(a)

(b)

Figure 7.9: (a) Temporal variation of the resistant torque T ?r averaged for the three MRE types, and
(b) the variation of the resistant torque with magnet separation.
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Table 7.5: Theoretical and experimental radial displacement of the four markers with magnets at
s = 45mm.

Theory Experiment (PLK) Error

MRE Type r1 r2 r3 r4 r1 r2 r3 r4 Mean±SD
(mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm) (mm)

MRE-10 -0.1245 -0.1245 -0.0197 -0.0197 -0.1100 -0.1200 -0.0300 -0.0300 0.01±0.004
MRE-20 -0.1105 -0.1105 -0.0175 -0.0175 -0.0900 -0.1000 -0.0200 -0.0200 0.01±0.009
MRE-40 -0.0765 -0.0765 -0.0161 -0.0161 -0.0500 -0.0500 -0.0100 -0.0200 0.02±0.013

Table 7.6: Resistant torque, Tr generated by TorMag with various magnet separations.

Magnet Separation Range

s = 45mm s = 55mm s = 65mm s = 75mm s = 85mm s = 95mm (min-max)
(mNm) (mNm) (mNm) (mNm) (mNm) (mNm) (mNm)

MRE-10 2.8±0.8 7.7±0.6 13.4±0.8 19.8±0.7 32.3±0.7 54.2±1.2 (2.9-54.2)
MRE-20 4.2±0.7 11.7±0.8 19.9±0.9 29.5±0.9 47.8±0.8 80.4±1.3 (4.2-80.4)
MRE-40 5.9±0.5 17.0±0.6 28.6±0.4 42.2±0.5 68.6±1.0 115.5±0.7 (5.9-115.5)

shown to increase the contact stress and consequently the resistant torque (Fig. 7.6(b–c)) (mechan-

ical effect). Secondly, increasing the CIP volume fraction has increased the relative permeability

of the MREs µr (magnetic effect) [335]. As the magnetic field strength is linearly proportional to

the permeability, the magnetic force, contact stress, and resistant torque has increased in the MREs

with larger CIP volume fraction.

The error observed between the model predictions and experimental results for Tr may be related

to the uncertainties associated with geometrical, mechanical, and magnetic model parameters. Nev-

ertheless, the observed trends of variation of Tr with s for the three types of MREs were similar to

the model results.

The results showed that TorMag with MRE-40 was capable of generating the required torque for

RCI applications, i.e., 100mNm. Also, the maximum standard-deviations of Tr between the re-tests

for MRE-10, MRE-20, and MRE-40 were 1.2, 1.3, and 1.0 mNm, respectively. Furthermore, the

average step change in the resistant torque (for 1-mm change in s) was 0.13, 0.22, and 0.5 mNm,

respectively. Therefore, the repeatability (standard-deviation of re-tests) and resolution (average

change for 1-mm change in s) was compliant with the required performance.
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7.3.3 Study III: Force Feedback Rendering and System Integration

In Study III, we integrated the prototyped torque generation system with the surgeon unit of a rep-

resentative RCI system. Given its fair compliance with the torque requirements discussed in Sec.

7.3.2, MRE-40 was used for the torque feedback validation.

The utilized RCI system has been previously developed by the author for telerobotic RCI applica-

tions [74]. The RCI system had a surgeon unit (haptic interface) and a patient unit (robot) configured

with a master-slave telerobotic configuration. It was capable of replicating the insertion and rota-

tions measured at the surgeon unit and replicate those at the patient unit. A 6Fr surgical catheter

(RunWay, Boston Scientific, MA, USA) was used in the surgeon unit, while a similar catheter was

used at the patient unit to perform interventional tasks. For simulation, a phantom vascular model

(Sam-Plus, Lake Forest Anatomicals Inc., IL, USA) was used. The vascular model was installed

on an ATI-Mini40 sensor to measure and relay back the insertion forces. Fig. 7.10 shows the im-

plemented system for the validation tests, patient and surgeon units of the RCI system, and the

cross-sectional view of the surgeon unit.

Previously, the author has co-developed model-free controllers, e.g., PID [63], and data-driven

artificial neural network (ANN-) controllers [68] for controlling the mechanical properties of MREs

for force feedback applications. In this study and as an extension, the developed magnetoelastic

model (Eq. 202) was used to fit the experimental data for a physics-based controller design. To this

end, the Curve Fitting Toolbox of Matlab (R2019b, Mathworks Inc, MA, USA) was used to find the

empirical constants for fitting Tr and s in Eq. 203 for MRE-40. The fitting function was adopted

from the analytical solution of the magnetoelastic model of the MRE in Eq. 203:

Tr = −α1

(
1−

(
α2 − α3s

−2.6
)−4
)

+ α4s
−2.6, (204)

with α1 = 7.73, α2 = 11, α3 = 0.07, α4 = 2.5 × 106 as the fitting constants. The fitting had a

goodness-of-fit of R2 = 0.995 with a root-mean-square error (RMSE) of 3.2 mNm.

During the tests, a user repeated a descending aorta cannulation task for three repetitions. The user

was tasked to advance the catheter teleoperatively from the femoral artery to the aortic arch of the

223



(a)

(b)

Figure 7.10: Setup used in Study III: (a) the implemented system for Study III, (b) patient unit.
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(c)

(d)

Figure 7.10: (contd.) Setup used in Study III: (c) schematic cross-sectional view and coupling of
TorMag with the surgeon unit, and (d) the surgeon unit during the test.
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vascular model. Meanwhile, the total insertion force F ? was continuously measured at the patient

unit and transmitted to the surgeon unit via a user-defined protocol (UDP) over a local wireless

network communication channel. Using the design specifications of the surgeon unit (Dr in Fig.

7.10(c)), the required torque T ?r to replicate F ? (measured at the patient unit) was calculated in

real-time using:

T ?r =
DrF

?

2
. (205)

Using T ?r , the desired magnet separation s? was obtained by solving Eq. 204. The numerical

solution of Eq. 204 was performed using a Newton-Raphson method with the latest s−feedback

value as the initial guess. During the tests, the surgeon unit was installed on an ATI-Mini40 force

sensor and the total insertion force from the user, FATI was recorded as the reference for comparison.

7.3.3.1 Controller Design and Assessment

For real-time control of the magnet separation s?, a closed-loop proportional-integral-derivative

(PID) control system was designed and implemented. As stated above, the desired magnet separa-

tion was obtained based on the required T ?r to generate the desired feedback force F ?.

To tune the PID coefficients, kP,I,D, the z−space transfer function of the magnet driving mech-

anism was required. To this end, the symmetric step response of motors was obtained for a step

pulse input of ±12V with a pause of 1.5sec and full reversal. For system identification, the sep-

aration between magnets, s, was considered as the output and voltage on the motors as the input.

It is noteworthy that Motor-1 and Motor-2 of TorMag were driven with a common voltage feed to

assure the symmetric motion of the two magnets. Fig. 7.11 shows the step response of the motors.

System Identification Toolbox of Matlab was used to fit a third-order discrete transfer function (Eq.

206) to the symmetric step response. The third-order transfer function was chosen to relate the gap

separation to the voltage without a need for integrating the velocity. The model fitting result showed

a goodness-of-fit R2 = 0.96.

H(z) =
S(z)

V (z)
=

−0.107

1− 0.942z−1 − 0.483z−2 + 0.425z−3
, (206)

where, H(z) is the transfer function of the magnets driving system, S(z) is the z−transform of the

magnets separation (output), and V (z) is the z−transform of the input voltage.
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Using H(z), the magnet separation controller was modeled in Matlab Simulink environment and

PID Tuner was used to obtain the kP,I,D such that a set of response requirements were met. The

response requirements were rise-time, settling-time, overshoot percentage, and steady-state error.

The values used as the requirements were adopted from the literature[62]. The PID tuner showed

that PID coefficients of kP = 2.751, kI = 0.035, and kD = 0.193 satisfied the requirements. In

addition to the simulation, the PID controller was deployed on an Arduino Mega-2560 embedded

board and was used for experimental verification on the prototyped device. For experimental verifi-

cation, the input s? was a unit step pulse with 1.5 s pulse-width starting from t = 1 s.

Table 7.7 summarizes the PID coefficients, requirements for the system response, model predic-

tions, and the verification performance of the system for unit step pulse. As summarized in Table

7.7, the response of the control system met the requirements set on rise-time, settling-time, error,

and overshoot. The rise-time of the system was approximately 0.12 s for unit step change in the

input.

Derivative of empirical Eq. 204 with respect to s indicated that one-millimeter change in the magnet

separation would result in 7.12 mNm change (maximum) in the resistant torque at s = 45 mm and

0.5 mNm (minimum) for s = 95 mm. These rates correspond to a resistance torque gradient in

the range of [4.16, 59.33] mNm/s for s ∈ [45, 95] mm and an insertion force gradient in the range of

[0.21, 2.96] N/s for s ∈ [45, 95]. In fact, the obtained range of insertion force gradient and the range

of insertion force determine the feasible range of force generation capability of the developed force

feedback system. For practical purposes, it is vital that the feasible range of force generation at the

surgeon unit adequately cover the range of force variation at the patient unit. Further comparison

on this matter was performed on the experimental data.

Fig. 7.12(a–c) compares the insertion forces measured at the patient unit with the feedback force at

the surgeon unit for three repetitions. The three repetitions were performed in order to assess the

capability of the proposed system to operate under various force range and force gradient ranges. In

addition, Fig. 7.13(a–c) compare the phase-portrait of F ?–Ḟ ? with the feasible range of the proto-

typed device.

The mean-absolute errors between the desired force, F ? and the feedback force, FATI were
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(a)

(b)

Figure 7.11: (a) Comparison of the step response of motors and the fitted discrete model (R2=96%),
(b) step response of the motors with PID controller.
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Table 7.7: Selected PID coefficients and system response for a unit step input with reversal.

kP=2.751, kI=0.035, kD=0.193

Required Predicted Actual Passed

Tr ≤0.3s 0.10 0.12 X
T5% ≤0.5s 0.22 0.34 X
PO ≤5% 1.3% 2.4% X
ess ≤2% 0.0% 0.6% X

Tr: Rise-time
T5%: Settling-time to 5%-band
PO: Overshoot percentage
ess: Steady-state error

0.06±0.07 N, 0.05±0.09, and 0.06±0.09 N for repetition 1 to 3, respectively. The range of the

generated force by TorMag in the three repetitions was 0.49–2.66 N.

In all the repetitions, F ? was almost at zero at the beginning of the test but sharply raised as soon

as the RCI system entered the catheter into the vascular model (femoral artery). At the beginning

of the tests, TorMag was not successful in rendering a zero-force condition due to the limitation of

maximum magnet separation. This limitation can be resolved by increasing the range of magnet

separation, e.g., 120 mm. A similar limitation was observed in the phase-portraits, where the initial

near-zero forces were outside the feasible range of TorMag.
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(a) (b)

(c)

Figure 7.12: Comparison of the measured insertion force at the patient unit with the feedback force at the surgeon unit in (a) aorta cannulation 1,
(b) aorta cannulation 2, and (c) aorta cannulation 3.
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(a) (b)

(c)

Figure 7.13: Comparison of the phase-portraits of the measured insertion force at the patient unit with the feasible force generation area of
TorMag in (a) aorta cannulation 1, (b) aorta cannulation 2, and (c) aorta cannulation 3.
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Moreover, Fig. 7.13(a–c) shows that the majority of the desired forces in the repetition tests,

especially with a less than 0.5 N magnitudes, reside within the feasible range of TorMag. More

specifically, only 11%, 12%, and 9% of all the desired forces were outside the feasible range for

cannulation tests 1, 2, and 3, respectively.

In addition, the minimum magnet separation observed in the experiments was 63.13 mm, which

is well above the minimum reachable separation of the magnets, i.e., 45 mm. This shows that

the maximum desired force during the the cannulation tests, i.e., 2.663 N, was well below the

maximum force generation capacity of TorMag, i.e., 5.765 N. The findings of Study II (Fig. 7.9(b))

suggest that TorMag can generate forces up to 5.765 N (115.5 mNm of torque) which can further

be exploited for other applications. Nevertheless, larger insertion forces may be required to render

the force feedback in more complex cannulation tasks, e.g., coronary cannulation. The integrated

RCI system exhibited a refresh rate of 173±11 Hz, which is in compliance with the minimum

refresh rate required for RCI applications, i.e., 30 Hz [62]. Also, the time delay from the patient

unit to the surgeon unit was 143±11 ms due to the network communication delay. Recent findings

suggest that surgeons may not perceive the delays of less than 250 ms in RCI interventions [344].

A comparison of the specifications of the developed system with representative studies is provided

in Table 7.8. The comparison showed that the proposed system had better accuracy compared to the

representative studies. Also, rendering zero-force is possible in TorMag by increasing the structural

range of the magnet separation limit.

7.4 Feasibility of Haptic Rendering with Image-based Force Estima-
tion

To assess the feasibility of haptic rendering with the iCORD image-based force estimation method

proposed in Chapter 4, the phase-portraits of the estimated forces in the validation study of Chap-

ter 4 were compared with the feasible range of TorMag (Fig. 7.14). The comparison showed that

the feasible range of the prototyped device was adequate for 67%, 83%, and 79% of the estimated

force points in cannulations of the aorta, subclavian, and left brachiocephalic arteries, respectively.

Similar to the observations in Study III, the lower limit of the prototyped device in force rendering,

i.e., ≈ 0.5 N, was above the initial near-zero insertion forces.
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Table 7.8: Comparison of the performance of representative studies with the specifications TorMag.

Study Application Approach Haptic Interface Workspace Haptic Range Error Rendering zero-force

Chen et al. [345] RCI
Passive
Friction disk

Custom
∞

(continuous insertion)
0-12 N

0.8 N
(6.67%)∗

Yes

Bao et al. [195] RCI
Active
DC Motor

Touch X
(3D Systems Corp.)

160×120×120 mm 0-2.5 N
0.05 N
(2.0%)

Yes

Guo et al. [89] RCI
Active
DC Motor

Phantom Premium
(3D Systems Corp.)

381×267×191 mm 0-0.5 N
0.04 N
(8.0%)

Yes

Yin et al. [86] RCI
Semi-active
MRF

Custom
∞

(continuous insertion)
0-0.25 N

0.016 N
(6.4%)

No

This study RCI
Semi-active
MRE

Custom
∞

(continuous insertion)
0-5.765 N

0.06 N
(1.0%)

Possible

*: Error percentage was calculated relative to the reported full-scale range.

One way to remedy this limitation is to increase the maximum magnet separation limit to reduce

the minimum magnetic field (and frictional force). Given that TorMag has a relatively large unused

feasible force range (up to 5.77 N), the output shaft of TorMag can be coupled with a reduction gear

train to decrease its minimum rendered force. Nevertheless, such a reduction gear train will also

reduce the maximum rendered force.

One of the major contributions of this study is that the limitations of the force generation in Tor-

Mag can be remedied through rigorous use of the validated magnetoelastic model in a structural

optimization process; whereas, dimensions of the MRE and TorMag device can be used as design

variables and the sufficiency of the minimum and maximum rendered force for RCI applications as

the design objectives.
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(a) (b)

(c)

Figure 7.14: Comparison of the phase-portraits of the image-based estimated insertion forces in the validation study of Chapter 4 with the feasible
range of force generation of TorMag in (a) aortic artery cannulation, (b) subclavian artery cannulation, and (c) left brachiocephalic artery.
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7.5 Summary

In this study, a novel magnetostriction-based force feedback modality based on frictional torque

generation between a ferromagnetic shaft and a hollow cylindrical MRE was proposed, analytically

modeled, and experimentally validated for RCI applications. The constitutive model developed in

this study allowed for analytical modeling and explanation of the magnetostriction phenomenon

used in the force rendering. Also, it was used as a phenomenological calibration form for the proto-

typed TorMag to predict the rendered force from a given magnet separation. In addition, three vali-

dation studies verified the findings of the constitutive model for deformation of the MRE, validated

the specifications of TorMag with respect to the requirements of RCI applications, and demonstrated

the feasibility of integrating TorMag with RCI systems.

A major contribution of this study was developing the analytical model for magnetostriction. This

model can be used in future studies for model-based optimization of MRE and TorMag structures.

Although the model included simplifying assumptions such as pure radial magnetic field, and lin-

earization of λ1 at the neighborhood of λ1(Ri) = 1, its results were fairly in agreement with the

experimental observations.

The comparison of the specifications of TorMag with representative studies in the literature showed

its overall superior performance in terms of accuracy, workspace, and range of force rendering.

Moreover, the comparison of the feasible force generation range of the proposed device was com-

pared with the experimental data in this study and the results of Chapter 4. In addition, the feasibil-

ity of integration of TorMag with the image-based force estimation method (iCORD) in Chapter 4

was investigated. The feasible range of force generation of the prototyped system was fairly large.

However, the lower limit of force generation was not small enough to render the near-zero forces ob-

served during the cannulation studies. Given that the minimum detectable force in the image-based

force estimation method was 0.22 N, at least a similar lower limit of force generation is required for

the proposed device.

The modular design of TorMag and the simplicity of changing the MRE insert (MRE mold) allow

for using TorMag for multiple applications with various haptic ranges. Also, TorMag showed ro-

bustness in maintaining haptic force without active energy consumption which is a unique feature
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compared to other active and semi-active modalities.

The proposed system can be further improved by providing a larger separation range for the magnets

to allow for zero-force rendering. Also, the use of other magnets, e.g., serialized magnets [72], can

increase the force capacity of TorMag for other applications. In addition, TorMag with its current

magnet separation control mechanism is relatively bulky, thus structural optimization is necessary

for further developments. Moreover, the performance of TorMag for RCI applications was studied

for a simple cannulation task, thus extended user experience study in more complex cannulation

tasks is required for a more comprehensive performance assessment.
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Chapter 8

Conclusions and Future Works

8.1 Conclusions

In this doctoral research, first the design requirements for various robot-assisted cardiovascular in-

tervention procedures, e.g., PCI, PPI, RFA, and NVI, were identified and set as design requirements

for the proposed technology for haptic feedback provision. The design requirement identified in

Chapter 2 were the need to use insertion force as the haptic cue with an operational range of 0–2 N,

with an error of less than 10% of full-scale, and a minimum refresh rate of 25 Hz.

Based on the design requirements and to avoid introducing an additional technology-related step

to the surgical workflow, a new image-based haptic rendering system design was proposed that re-

quired developing sensor-free force estimation methods, decoupling the rotation measurement from

insertion measurement system, and developing an intuitive surgeon interface compatible with com-

mercially available catheters.

In continuation, a force estimation method based on the inverse finite-element method (iFEM) was

developed, integrated with a representative RCI system, and was tested for catheterization tasks.

This method met the accuracy requirement, i.e., error less than 10% of full-scale, however its re-

fresh rate was not acceptable for real-time RCI applications. Therefore, a second force estimation

method based on the inverse Cosserat rod model (iCORD) was developed and tested for cannulation

tasks. The iCORD method met requirements set in the research objectives, i.e., was purely image-

based, independent of the a-priori knowledge of the patient’s anatomy, with less tha 10% error of

full-scale. Also, it was compatible with both non-steerable catheters and steerable catheters by the

improvements proposed in Chapter 5. To the best of the author’s knowledge, this research was the
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first to introduce iCORD. Compared with the available literature, iCORD exhibited improved accu-

racy for sensor-free force estimation on endovascular devices.

In addition, the proposed device in Chapter 6 met the requirements set in the research objectives,

i.e., exhibited zero temporal drift, showed robustness in multiple and continuous rotations of the

endovascular device, was accurate with less than 10% error, and had a refresh rate of 111 Hz. The

proposed stereo-accelerometry and integral free rotation measurement were unprecedented. The

validation study confirmed the elimination of the need for attitude resetting and use of geomagnetic

field leading to reduction of computation time by 88% and estimation error by 64%.

Moreover, the proposed surgeon interface in Chapter 7 showed acceptable performance compared

to the requirement in the research objectives. It was haptics-enabled with the ability to generate

controllable insertion force feedback. Also, various shapes and sizes of endovascular devices could

be used with it and combined with the proposed rotation measurement system it provides un un-

bounded workspace for rotation and insertion degrees of freedom. In terms of force generation

capacity, the validated multi-physics-based analytical model showed that rendering zero force is

feasible with the proposed haptics rendering modality. However, the prototyped system requires

structural optimization to attain zero-force rendering capability.

In the end, a comparison of the phase-portraits of the insertion force between the proposed surgeon

interface and the proposed force estimation method (iCORD) showed the feasibility of integrating

these two components in the proposed RCI system design.

Based on the aforementioned comparison of the performance with the objectives, at component

and system levels, the proposed components, i.e., force estimation, rotation measurement, and hap-

tic rendering, and the integrated system showed compatibility with the design requirements as a

feasible technology to address the need for the provision of haptic feedback for RCI systems.

8.2 Future Works

This research can potentially be expanded and improved by:

(1) integration with a medical fluoroscopy device to validate the proposed shape interpolation

under various contrast, brightness, and motion artifact conditions. Such integration will allow
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for further modifications of the shape interpolation methodology for complex 3D deforma-

tions of the endovascular devices based on procedural conditions. Also, replacing the stereo-

vision method used in this research with a single-camera 3D shape estimation, e.g., [247] or

through deep-learning, would be a significant expansion of the proposed shape interpolation

method.

(2) direct solution of the iCORD governing equations to provide a simulation platform for med-

ical education and learning-based force estimation. Currently, direct solution (finding defor-

mation from known external forces) of the temporospatial dynamic equations of the Cosserat

rod model is performed numerically, e.g., shooting method [213], and are not computationally

efficient for the iterative inverse solution. With the analytical kinematics derivation proposed

in this research, there is a possibility to explore an efficient solution schema for the direct

solution. An efficient direct solver will allow for simulating numerous loading conditions

and building an atlas of deformation–loading. Thanks to the expansion of deep-learning tech-

niques, such an atlas can be utilized to train a network for finding the most similar force

distribution to a given deformation. Applications of such an atlas can be expanded to devel-

oping a virtual-reality-based engine for procedural simulation intended for medical education

and skill transfer, as well as, for haptic rendering and single-camera shape estimation.

(3) investigating the performance of the proposed force estimation methods for non-straight

endovascular devices, e.g., catheters with an initial curvature. A simplifying assumption

throughout this research was to assume the initial shape of the endovascular devices as straight

lines. Accordingly, the utilized devices in the validation studies were of an initial straight

shape. Nonetheless, in practice multiple initial forms and shapes exist in the market. Al-

though, the proposed force estimation methods accommodate the non-straight devices theo-

retically, their practical performance with such devices requires further validation.

(4) investigating the performance of other shape interpolation methods for th derivation of the

kinematics of endovascular devices, e.g., Legendre polynomials. It was observed in the de-

velopment of the force estimation methods that the mathematical properties of interpolation

polynomial, e.g., De Casteljau’s theorem, were utile to simplify the formulation and enhance
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the performance. For example, using Legendre polynomials allows for recursive derivation

of geometric terms and simplifies the analytical integrations,

(5) structural and material optimization of the proposed haptic rendering modality using the pro-

posed magnetoelastic model, e.g., finding optimal magnet separation and dimensions of the

MRE insert for a maximal force rendering range. As the obtained magnetoelastic model for

the haptic force indicated, the material properties and size of the MRE, size and magnetic

properties of the permanent magnets, and structural design of the magnet separation mecha-

nism affect the rendered force. In this study, the feasibility of force feedback generation was

shown. However, fine-tuning of the feasible range of the force generation capacity requires

model-based optimization for which the use of the magnetoelastic model is essential.

(6) using multiple serial MRE insert and individual magnet pairs with smaller sizes along the

ferromagnetic shaft of the proposed haptic rendering device to allow for zero-force rendering

and finer force control. As an extension of the proposed mechanism for magnetoelastic force

generation, using multiple smaller units of the magnet controller could be a possibility to

reduced the size of the system while improving its force generation feasible range.
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Appendix A

(1) Definition of Frenet-Serret frame, λ1−3:

λ1(s) =
c′(s)
||c′(s)||

,

λ2(s) = −λ1(s)× c′(s)× c′′(s)
||c′(s)× c′′(s)||

,

λ3(s) = λ1(s)× λ2(s),

(2) Definition of the total twist angle τ :

τ(s) = c′′′(s) · c′(s)× c′′(s)
||c′ × c′′(s)||2

,

α(s) = −
∫ s

0
τ(ψ)dψ,

(3) Rotation matrix about λ1 with α angle (Rodrigues’ rotation formula):

Rα(s) = I3 + sinα(s)λ∧1 (s) + (1− cosα(s))λ∧2
1 (s)

(4) Definition of the Darboux frame, d1−3:
d1(s)

d2(s)

d3(s)


T

= Rα(s)


λ1(s)

λ2(s)

λ3(s)


T

,

(5) Definition of the curvature in Frenet-Serret frame, κ(s):

κ(s) =
||c′(s)× c′′(s)||
||c′(s)||3

,
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(6) Definition of geodesic curvature, κg(s), geodesic torsion, τg(s), and normal curvature κn(s)

in Darboux frame based on Frenet-Serret frame:
κg(s)

κn(s)

τg(s)

 =


cosα(s) 0 0

0 sinα(s) 0

0 0 2



κ(s)

κ(s)

τ(s)

 .

(7) Definition of the first, second, and third derivative of c(s) using de Casteljau’s algorithm:

c′(s) =
n−1∑
i=0

n

n− 1

i

 (1− s)n−i−1 si(Pi+1 − Pi),

c′′(s) =

n−2∑
i=0

n(n− 1)

n− 2

i

 (1− s)n−i−2 si(Pi+2 − 2Pi+1 + Pi),

c′′′(s) =
n−3∑
i=0

n(n− 1)(n− 2)

n− 3

i

 (1− s)n−i−3 si(Pi+4 − 3Pi+2 + 3Pi+1 − Pi).

(8) Definition of the hat operator, a mapping from R3 to so(3):
u1

u2

u3


∧

,


0 −u3 u2

u3 0 −u1

−u2 u1 0

 .
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