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Abstract 
 

Numerical Simulation of Benzene Transport in Shoreline Groundwater Affected by Tides   

Mahsa Kheirandish 

The release and transport of benzene in coastal aquifers were investigated in the present study. 

Numerical simulations were implemented using the SEAM3D coupled with GMS, to study the 

behavior of benzene in the subsurface of the tidally influenced beach. The transport and fate of the 

benzene plume were simulated, considering advection, dispersion, sorption, biodegradation, and 

dissolution in the beach. Different tide amplitudes, aquifer characteristics, and pollutant release 

locations were studied. It was found that the tide amplitude, hydraulic conductivity, and 

longitudinal dispersivity were the primary factors affecting the fate and transport of benzene. 

Aerobic biodegradation played a significant role in plume transport and benzene fate. The tidal 

amplitude could influence the travel speed and the percentage of biodegradation of benzene plume 

in the beach. A high tidal range reduced the spreading area and enhanced the rate of benzene 

biodegradation. Hydraulic conductivity had the impact on plume residence time and the percentage 

of contaminant biodegradation. Lower hydraulic conductivity induced longer residence time in 

each beach portion and a higher percentage of biodegradation in the beach. The plume dispersed 

and the concentration decreased due to high longitudinal dispersivity.  

 

Keywords: numerical simulation; benzene; transport and fate; shoreline; groundwater; tide  
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Chapter 1: Introduction 
 

Unexpected discharges of organic pollutants have been exerting an increasing effect on coastal 

aquifers in recent decades (Bi et al. 2020; Chen et al. 2019). Release from petrol stations, pipelines, 

and industrial activity, for instance, has a detrimental effect on shoreline groundwater (Boufadel 

et al. 2016; Dojka et al. 1998; Essaid 1994; Lee et al. 2015). In order to evaluate and remediate 

subsurface contamination, though, a deeper understanding of the status and transport mechanism 

of pollutants in groundwater is critical (Colombani et al. 2015;  Liu et al. 2016). In coastal aquifers, 

due to the complex mechanisms underlying groundwater flow (e.g., tide, waves, dissolved solutes), 

identifying the residence time, fate, and natural degradation of the plume is a challenge (Geng et 

al.  2017). 

 

Various studies have been carried out to investigate the behavior of groundwater and the plume 

transport in coastal aquifers (Santos et al. 2012). Several factors have been identified as affecting 

subsurface flow pathways and solute transport. For instance, tides can recirculate groundwater and 

seawater at the oceanic side of aquifers, making them a critical oceanic force (Heiss 2011; Li et al. 

2008). Oil discharged to groundwater undergoes various processes that modify its structure and 

concentration. These chemical, physical, and biological processes have a significant impact on the 

toxicity and permanence of the pollution (Liu et al. 2012). Various physical remediation strategies 

have been applied in response to oil spills to eliminate or disperse the oil in order to mitigate its 

harmful effect on the environment. Microbial degradation, meanwhile, is a biological process that 

can be applied to clean up petroleum hydrocarbon contamination (Leahy et al. 1990). In the 

biodegradation process, petroleum hydrocarbons are typically electron donors. The electron 

acceptors vary from oxygen (O2) to sulfate (SO4
2−), nitrate (NO3

−), ferric ions (Fe (III)), oxidized 

manganese (Mn (IV)), and carbon dioxide (CO2). Microbes use the energy released from this redox 

reaction for microbial growth (Jorgensen et al. 1989). 

 

A number of numerical models have been introduced by researchers based on particular field 

situations. Uraizee et al. (1997) constructed a mathematical model that considered the relationship 
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between the biodegradation of crude oil and the bioavailability parameter. A two-dimensional 

model was developed by Boufadel et al. (1999) to estimate the solute in relation to water density 

and viscosity using the MARUN model. Essaid et al. (2003) quantified BTEX dissolution and 

biodegradation of crude oil using the BIOMOC code combined with the UCODE. Li and Boufadel 

(2010) conducted two-dimensional variable density and saturation simulations using the MARUN 

model to assess the durability of the oil. Torlapati and Boufadel (2014) applied the numerical 

model, BIOB, to simulate the biodegradation of the oil captured in sediment. Xu et al. (2015) 

predicted the fate of spilled gasoline in soil and groundwater using the Hydrocarbon Spill 

Screening Model (HSSM) coupled with the modified Modular Three-Dimensional Multispecies 

Transport Model (MT3DMS). Although these works are encouraging, the knowledge about the 

fate and transport of petroleum pollutants in the shoreline groundwater is still limited. The impacts 

of some shoreline conditions such as tide are not clear. 

 

Benzene is a natural component of crude oil, and it has been identified as a lethal chemical that 

can acute and chronic poisoning (Verma et al. 2002). Benzene is a low molecular weight aromatic 

that has a comparatively high solubility in water (Reddy et al. 2012). In this context, the objectives 

underlying the research presented in this paper are (a) to use the numerical model SEAM3D 

coupled with GMS as a reactive transport model to simulate transport and fate and complex 

biodegradation processes involving benzene and different electron acceptors (e.g., oxygen and 

nitrate); and (b) to identify the key factors influencing a pollution plume's fate in shorelines, such 

as tide amplitude and beach properties (i.e., hydraulic conductivity and longitudinal dispersivity). 
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Chapter 2: Literature Review 
 

 

Each year, there is an average of 2,000 oil spills in the continental waters of the United States, 

although inland oil spills received significantly less attention than marine oil spills(Owens et al. 

1993). While the number of freshwater spills is less than that in the marine environment, they pose 

significant potential risks to the environment due to the closeness to the water bodies with less 

dilution and dispersion capacity and include the shoreline directly impacted by the spill. Various 

habitats’ shoreline ecosystems contain steep rock, movable pebbles, and clean sand of open shores 

to the soft mud. Various plant and animal species inhabit these ecosystems and provide food and 

awning to many others. Shorelines also deliver several advantages to nearby ecosystems and to 

the broader environment. The coastal aquifer can be affected by oil spills from shipping, marine 

investigation and production, pipelines, or land-based facilities. Oil contamination of shorelines 

impacts habitats and causes malfunctions in the services that they provide, which can affect the 

species’ populations. Depending on the shoreline sediment's properties, the oil plume can infiltrate 

and reach the groundwater. Some of the factors that can affect the oil penetration include porosity, 

depth of groundwater table, oil properties such as viscosity. 

 

2.1. Structure and Properties of Oil 
 

To grasp the oil spills’ fate and transport in aquatic environments, an understanding of petroleum’s 

chemical compound is essential. The chemistry of petroleum indicates its physical properties (e.g., 

density and viscosity), oil behaviour (e.g., dispersion, diffusion), and biological effects (e.g., 

toxicity, the capability to biodegrade). Various compounds of diverse sizes and classifications are 

present in crude oil, which consists of volatile compounds and nonvolatile compounds (Speight 

2007) Hydrocarbon compounds are comprised of hydrogen and carbon, which are the main 

ingredients in oils. The chemical structure of crude oil changes due to the geological formation 

area and dramatically impacts the oil properties. A standard classification method is saturates, 
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aromatics, resins, and asphaltenes (SARA).  The most abundant composites in oil or petroleum 

product are saturates, which are also the significant economic component of oils. They are called 

saturates because of the maximum number of hydrogens that they have. The saturate group of parts 

in oil comprises essentially of alkanes, and 50 to 90% of the crude oil typically consists of alkanes 

(Fingas et al. 2011). The aromatic compounds have a high stability ring due to the six equivalent 

carbons they have in the benzene ring. Therefore, benzene rings are remarkably persistent and can 

have toxic influences on the environment. Up to 60% of oil consists of polyaromatic hydrocarbons 

(PAHs) with at least two benzene rings. The resin’s compound is mostly undiscovered, and they 

are the polar compounds that can be determined by precipitation or open column chromatography. 

Table 1 illustrates the significant chemical classes, including petroleum, and structures of some 

example molecules. The primary compounds that may exist in resins are nitrogen composites. 

Analyzing various resins indicates the existence of carbazole and alike components in these oils 

(Porter et al. 2004). Asphaltenes' structures and compounds are unknown, and they are represented 

by their sedimentation from oil in pentane, hexane, or heptane. The aromatic ring system is 

perceived to include about seven joined rings in the shape of a hand with the alkane chains 

expanding outer from the focal fused ring (Rodgers et al. 2007). Various microorganisms can 

biodegrade most of the alkanes under aerobic and anaerobic biodegradation trajectory while 

alkanes are chemically inert (Caldwell et al. 1998; Lee et al.1999; Rojo 2009).  
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Table 1: Significant chemical classes and structures of some example molecules. 

Chemical 
class 

Example of 
class  

Structure of example 
compounds 

Characteristics 

SATURATES 
 

  Most plentiful chemical 
class in petroleum; 
rarely water-soluble; 
biodegradable; 
commonly not toxic. 

n-Alkanes n- Hexadecane 
 

 

Light liquids or gases 
are n-Alkanes with less 
than C6; toxic. The n-
alkanes with C6-C18 are 
biodegraded easily. The 
ones with more than C20 
are waxes and harder to 
biodegrade. 

Hopanoids 
and Steroids 
 

17α(H),21β(H)-
Hopane (30αβ) 
 

 

Most of them are hard to 
biodegrade; hence they 
are used as long-term 
biomarkers for 
biodegradation 
evaluation.  
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AROMATICS 
 

  The saturate class is 
frequently less toxic than 
this hydrocarbon class. 
When aliphatic groups 
are attached to the 
aromatic rings, many 
isomers and homologous 
series are possible. 

Monoaromatics 
 

BTEX: 
Benzene, 
Toluene, 
Ethylbenzene 
and Xylene 
isomers (ortho-
xylene shown) 
 

 This series is volatile, and 
they have higher water 
solubility than other 
hydrocarbons. They are 
acutely toxic and/or 
carcinogenic and 
approximately 
biodegradable under 
aerobic and anaerobic 
conditions. 
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Polycyclic 
aromatic 
hydrocarbons 
(PAHs) and 
alkylated series 
(alkyl PAH) 
 

2-
Methylnaphthalen
e and 
Benzo[a]pyrene 

 Due to multiple 
positions for alkyl 
side chains, many 
isomers are possible; 
Some of these 
compounds are toxic 
and/or carcinogenic. 
They are hardly 
biodegradable, so 
they have higher 
persistence in the 
environment. The 
US-EPA Priority 
Pollutant' is benzo[a] 
pyrene 

RESINS 
 

  This class has a 
lower molecular 
weight, lower 
aromatic content, and 
greater polarity than 
asphaltenes but with 
a solubility class 
related to 
asphaltenes.  
  

Examples of S-
containing 
moieties that may 
be constituents of 
resin molecules. 
 

Moieties may 
include: 
Dimethylbenzothio
phene and 2-
Methyldibenzo-
thiophene 
 

 The total sulfur 
content of sour crude 
oils may contain 
these organic sulfur 
groups. 
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Examples of O-
containing 
moieties that may 
be constituents of 
resin molecules. 
 

Moieties may 
include:Benzofura
n; 
Benzo[b]naphthof
uran 
 

 

Photooxidation or 
partial 
biodegradation may 
generate the organic 
oxygen-containing 
groups in resins from 
PAHs. 

Examples of N-
containing 
moieties that may 
be constituents of 
resin molecules. 
 

Moieties may 
include: 
Benz[a]acridine; 
Dibenzo[a,i]carbaz
ole 
 

 The polarity of the 
resins fraction 
presented by N-
containing groups 

ASPHALTENES 
 

  A solubility class of 
complex high 
molecular weight 
(HMW), polar 
compounds that are 
not water-soluble; 
present to heavy oil 
viscosity; hardly 
biodegrade. 
 

 Hypothetical 
asphaltene 
molecules, after 
Hoff and Dettman 
(2012) and Boek et 
al. (2010) 
 

 

The asphaltene 
models have 
numerous structures 
with various size, 
aromaticity, and 
degree of 
condensation. 
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The most common aromatic compounds found in the oil are Benzene, Toluene, Ethylbenzene, and 

Xylenes (BTEX). Due to the benzene ring's stability, aromatics are immanent and can have toxic 

influences on the environment. 0 to 2.5% of the oil structure comprises BTEX (Fingas et al. 2011). 

Experiments and simulations reveal that many BTEX compounds are very readily biodegraded by 

marine microorganisms Previous studies reveal that BTEX compounds grow faster and have 

greater yield coefficients than multi-ring aromatics; therefore, they are better growth substrates 

(Chen et al. 1992; Atlas 1995; Godsy et al.1999; Reardon et al. 2000). Polycyclic aromatic 

hydrocarbons (PAHs) contain more than two benzene rings and represent 0 to 40 percent of the oil 

composition (Fingas et al. 2011). The significant degradation process for PAHs is microbial 

degradation, although they may experience adsorption, volatilization, photolysis, and chemical 

degradation. PAH may be affected by adsorption, volatilization, photolysis, and chemical 

degradation; however, the significant degradation process for PAH is microbial degradation (both 

in aerobic and anaerobic conditions) ((Haritash et al. 2009); (Desai et al. 2008; Allan et al. 2012). 

Due to various processes, the structure and concentration of the oil released into the oceans will 

change. Weathering, chemical, physical, and biological processes have a significant effect on the 

toxicity and persistence of the oil (Liu et al. 2012). The primary weathering processes are 

evaporation, dissolution, biodegradation, and photooxidation (Wang et al. 1999). The oil’s 

extended vertical movement after the wellhead blowout and the dispersant could influence the 

weathering of crude oil. The composition of petroleum hydrocarbons in the oil collected from the 

ocean surface, oil deposited sediments, and salt marshes were examined in the field study (Liu et 

al. 2016). The information on petroleum hydrocarbon ascertains that the collected oil deposit from 

sediments was exposed to a light to moderate weathering degree, which was confirmed by the 

presence of short-chained n-alkanes, BTEX, and C3-benzene.  
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2.2. Biodegradation of Petroleum Hydrocarbons 

 

Multiplex physical alternatives were used to eliminate or disperse the oil to resist the marine oil 

spill's disadvantageous environmental influence. Mechanical remediation, burying, evaporation, 

and washing are some of the regular methods to eliminate the hydrocarbons that contaminated the 

soil. These technologies are costly, and, in some cases, cause the incomplete breakdown of the 

contaminants. However, the petroleum hydrocarbon contamination’s primary and final natural 

mechanism of clean up could be microbial degradation (Leahy et al. 1990; Atlas et al. 2011). The 

use of microorganisms to remove the pollutants or their toxicity due to a variety of 

microorganism’s metabolic abilities is called bioremediation (Medina‐Bellver et al. 2005). 

Microorganisms are available everywhere in marine environments to degrade oil (Prince 1993). 

Microbes that can degrade oil are ubiquitous, and various microbes that can degrade hydrocarbons 

will always situate in an aquatic environment. Microbes that can degrade oil will increase while 

the hydrocarbons are available, and they are more present in contaminated sites than in new sites. 

At the same time, overall microbial biodiversity reduces during the biodegradation processes, 

which relies on the physical and chemical properties of the compound and compound surface area. 

Petroleum hydrocarbon biodegradation is a complicated process that is contingent on aquifer 

characteristics and the amount of hydrocarbon existing (Atlas 1981). Some limiting agents 

influencing the biodegradation of petroleum hydrocarbons have been reviewed (Das et al. 2011). 

The availability of petroleum hydrocarbon to microorganisms is an essential factor limiting the 

biodegradation of oil in the environment. Hydrocarbon's capability to microbial degradation 

differs; linear alkanes have the most significant susceptibility, branched alkanes, small aromatics, 

and cyclic alkanes are ranked respectively (Ulrici 2000; Perry 1984). The petroleum hydrocarbon 

construction and inherent biodegradability component are the primary and initial essential factors 

that should be considered. Another vital physical agent that can affect both the chemistry of the 

pollutants and microbial activities is the temperature (Atlas 1975). The maximum degradation rate 

is in the range of 30–40°C in soil environments, 20°–30° in freshwater environments,  and 15-

20 ° C in marine environments (Bartha et al. 1984). Fig 1 indicates the ranging maximum 

degradation rate in different temperatures and environments.  The amount of carbon remarkably 

rises due to significant oil spills in aquatic and freshwater environments; therefore, the nitrogen 

and phosphorus become a limiting agent for biodegradation. Prosperous petroleum hydrocarbons 
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biodegradation requires nutrients, especially nitrogen, phosphorus, and sometimes iron (Atlas 

1985). 

 

 

 

The nature of petroleum hydrocarbon biodegradation is exchanging electrons; it is a redox 

chemical reaction that occurs between electron acceptors and electron donors. Microbes utilize the 

energy released from the redox reaction for microbial growth. In this redox reaction, the petroleum 

hydrocarbons are electron donors while electron acceptors vary from oxygen (O2), sulfate (SO42-

), nitrate (NO3-), ferric ions (Fe (III)), oxidized manganese (Mn (IV)), and carbon dioxide (CO2) 

(Jorgensen et al. 1989). The sequence of biodegradation processes depends on the availability of 

electron acceptors. The technical sequence of reactions is first aerobic degradation, then 

denitrification, followed by manganese and iron diminution, sulfate reduction, and 

methanogenesis (Lyngkilde et al. 1992; Vroblesky et al. 1994). 

Although anaerobic biodegradation is considerable, aerobic biodegradation is more active. In 

aerobic conditions, organic pollutants degraded actively, faster, and completely. Since the 

Hydrocarbon 
degradation rates

Freshwater 
Environment Marin environment

Soil 
environment

Maximum degradation 
rate in the range of 30-

40

Maximum 
degradatio
n rate in 
the range 
of 15-20

Maximum 
degradatio
n rate in 
the range 
of 15-20

Fig. 1: The most favorable temperatures of soil, freshwater, and marine environment for 

hydrocarbon degradation rates (Das & Chandran, 2011). 
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significant deterioration pathways for both saturates and aromatics initiate oxygenases, aerobic 

conditions are recognized as essential for the comprehensive degradation of oil hydrocarbons in 

the environment.  In the primary stages of the biodegradation process, oxygen plays a cosubstrate 

role, and later it consumes as an electron acceptor for energy generation (Young et al. 1984). The 

significant agent that affected the biodegradation of Exxon Valdez oil in Alaskan beaches was low 

oxygen concentrations (Boufadel et al. 2010). Nitrogen-based composites (nitrate, nitrite, and 

ammonia) are the restricting electron acceptors in most occurrences of aerobic biodegradation of 

hydrocarbon conditions in the oceanic environment (Venosa et al. 2010). The rate of oil 

biodegradation depends on the availability of inorganic nitrogen (N) and phosphorus (p) (Walker, 

1984). The mass ratio of biomass uptakes is 10:1 of nitrogen/ phosphorus (Xia et al. 2006; Xia et 

al. 2005); therefore, significantly more nitrogen is needed for optimal microbial growth. 

 

The biodegradation sequence relies on the availability of electron acceptors. Aerobic 

biodegradation is the accelerated degradation of the majority of the petroleum hydrocarbon. The 

class of oxygenizes enzymes attacks the C-H bond in aerobic conditions while in anaerobic 

conditions, hydrocarbon degraders utilize alternate enzyme mechanisms (Boll et al. 2010). When 

oxygen is nonexistent, anaerobic biodegradation takes place and regularly presents less microbial 

growth rates compared with aerobic degradation. The anaerobic process has thermodynamic 

limitations of the terminal electron acceptor (TEA) and evaporation process; therefore, it has a 

lower microbial growth rate. Microbes tend to use the EAs that provide the highest Gibbs free 

energy when there are multiple EAs available (Waddill et al. 1998).  The sequence that EAs utilize 

for microbial growth is 𝑂𝑂2, 𝑁𝑁𝑁𝑁3−, Mn (IV), Fe (III), 𝑆𝑆𝑆𝑆42−and C𝑂𝑂2 (Waddill et al. 2002). 

 

The performance of spilled oil on sand and gravel coastline environments essentially depends on 

the characteristics of the soils, such as the substrate's porosity, the morphology of the coastline, 

and the energy of the tide or waves crashing the shoreline. The biomass and biological diversity, 

dissolved oxygen, and nutrient (N and p) replenishment will affect the fate of oil in marine and 

freshwater shorelines. 
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2.3. Numerical Models Ascertaining Petroleum Hydrocarbon Fate and Persistence 

 

The substrate and electron acceptor identified for the single-step biodegradation models' reaction, 

both electron donor and acceptor utilization, are managed kinetically (Schäfer et al. 1995). The 

biodegradation processes are divided into two half-cell reactions in the two-step biodegradation 

method. The first step is using the substrates and donates electrons, while the second step is 

reacting with electron acceptors to balance the donated electrons. Classical biodegradation 

transport is accompanied by complex bacterial growth inspired by single-step models, and the 

relations are based on Monod kinetics. The two-step process model assumed that the organic 

degradation step is rate-limiting, not the electron consumption step; this assumption relies on the 

Partial Equilibrium Approach (PEA). In simulating complex geochemical reactions, the two-step 

model reveals improvements; however, it has some drawbacks in simulating biomass growth 

(Jakobsen et al. 1999). Transportation and biogeochemical processes (both organic and inorganic 

reactions) can be simulated by mathematical models to estimate the long-term persistence of PHCs 

in the environment. Biodegradation models are distinguished regarding the comprehensive 

biodegradation process to a single-step process or a two-step process (Brun et al. 2002). A three-

dimensional, two-step PEA model was developed by Brun and Engesgaard (2002) that provides 

Monod kinetics and biomass growth.  

In the past, codes and software were generated based on numerical analysis to obtain a numerical 

solution to anticipate the fate and transport of oil in the environment. Corapcioglu and Baehr 

(1987) created a numerical model using the finite difference scheme to simulate the spilled oil 

trapped in the soil. They used the forwarding projection method to anticipate mass that enters the 

atmosphere or groundwater or was biodegraded and removed from the soil. Nicol et al. (1994) 

used the flooded column of porous media to develop a substructure for numerically modelling the 

biodegradation of petroleum. They categorized the petroleum hydrocarbon into eight ingredients 

and associated each degradable class with a specific microbial population. Monod kinetics were 

applied to model the biological processes and to determine the numerical equations. Moreover, a 

variable step, and variable order, backward differentiation method was used. 

To evaluate and amend the contaminated subsurface area, a better comprehension of fate and 

transport of pollutants in groundwater has been indispensable (Brovelli et al. 2007; Colombani et 
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al. 2015; Liu et al. 2016; Lu et al. 1999; Sbarbati et al. 2015). In coastal aquifers, due to the 

complex groundwater flow mechanisms (e.g., tide, wave, dissolved solute), identifying the 

residence time, fate, and natural degradation of the plume is consistently a challenging issue (Geng 

et al. 2017). Therefore, many numerical models were created by researchers based on particular 

field conditions due to oil spill accidents. Various studies have been conducted to comprehend the 

groundwater behaviour and plume transport in coastal aquifers (Santos et al. 2012). Uraizee et al. 

(1997) developed a mathematical model based on the presumed bioavailability parameter to 

consider the relation of biodegradation of crude oil. The two-dimensional model was developed to 

evaluate the solute on water density and viscosity using the MARUN model by Boufadel et al. 

(1999). Cirpka et al. (1999) constructed the numerical models to estimate the impact of processing 

between substrates on microbial activity in the heterogeneous aquifer. Moreover, Essaid et al. 

(2003) quantified BTEX decomposition and biodegradation at a crude oil spill site placed near 

Bemidji, Minnesota, using the U.S. Geological Survey (USGS) solute transport and BIOMOC, the 

biodegradation code, coupled with the USGS universal inverse modelling code UCODE. The two-

dimensional variable density and saturation simulations using a finite-element model MARUN 

estimate the long-term perseverance of oil from the Exxon Valdes spill carried out by Li and 

Boufadel (2010). Additionally, Vilcáez et al. (2013) applied a developing numerical model for the 

biodegradation of oil droplets to evaluate the time scale of the Deepwater Horizon (DWH) oil 

spill’s fate in the Gulf of Mexico. Torlapati and Boufadel (2014) simulated the biodegradation of 

oil trapped in the sediment using the BIOB model.  

Oil discharged to groundwater goes through various processes that modify the structure and 

concentration of the oil. These  are known as chemical, physical, and biological processes, and 

have a vital impact on the toxicity and permanence of the pollution (Liu et al. 2012). Different 

physical alternatives were applied to eliminate or disperse the oil in order to mitigate the harmful 

effect of the oil spill on the environment. Due to microbial degradation as the primary and ultimate 

natural mechanism, petroleum hydrocarbon contamination could tidy up the polluted 

region(Colwell et al. 1977). In the biodegradation process, petroleum hydrocarbons are typically 

electron donors. The electron acceptors vary from oxygen (O2), sulphate (SO4-), nitrate (NO3-), 

ferric Ions (FE(III)), oxidized manganese (Mn (IV)), and carbon dioxide (CO2). Microbes utilize 

the energy released from this redox reaction for microbial growth (Jorgensen et al. 1989). Borden 

and Bedient (1986) modeled the dissolved hydrocarbons biodegradation and assumed oxygen is 
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the only available electron acceptor.  Due to an accidental oil spill, numerical models were formed 

by researchers based on particular field situations. Benzene is a natural component of crude oil, 

and it has been identified as a poisonous chemical able to cause acute and chronic poisoning 

(Verma et al. 2002). Essaid et al. (1995) constructed a model to simulate the biodegradation of 

volatile and non-volatile parts of dissolved organic carbon in both aerobic and anaerobic 

conditions. Clement (1999) considered various electron acceptors for the hydrocarbon 

biodegradation and transport of multispecies by developing a computer code called RT3D in a 3D 

groundwater system. 

Some limited biodegradation models are considered the tide effect on fate and transport of 

hydrocarbon.on shorelines El-Kadi (2001) constructed a hydrocarbon biodegradation model that 

reviews the kinetic utilization of oxygen and nitrogen. The model analyzed the flow in the saturated 

and unsaturated zone, species transport, heat transport, and bacterial growth processes. The 

outcomes illustrate that hydrocarbon biodegradation is significantly influenced by tidal action. The 

researcher did not explain the consequences of seawater intrusion and beach properties in their 

work. Hamed (2005) studied the transport of hydrocarbon contamination and predicted the plume 

persistence and level of a contaminant in the soil and groundwater. Moreover, Robinson et al.  

(2009) developed a numerical model study of the tidal action that affects the fate of BTEX released 

in an unconfined aquifer in a coastal beach. The simulations revealed that the time residency of 

the hydrocarbons increased due to tidal movements. The biodegradation rate increases in a tidy 

situation due to this long-time persistence compared with no-tide actions. The influence of nutrient 

limitations was not examined in this study. To simulate the biodegradation of the attached 

hydrocarbons that are not soluble, Geng et al. (2014) developed a numerical model called BIOB. 

The researchers used the empirical oil spill on Delaware Bay Beach (Venosa et al. 1996) to validate 

the model. They discovered that the biodegradation rate increased 3-4 folds when the nutrient 

concentration grew from 0.2 to 2.0 mg N/L.   

Several factors have been recognized that affect subsurface flow pathways and solute transport. 

Tides can recirculate groundwater and seawater at the oceanic side of aquifers, making them one 

of the most critical oceanic forces (Boufadel 2000; Heiss, 2011; Li et al. 2008; Robinson et al. 

2007). El-Bihery (2009) used MODFLOW to simulate the Quaternary groundwater system and 

discover the hydraulic parameters of the Quaternary aquifer to evaluate its recharge rate. They 
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applied SEAWAT to simulate the variable-density flow and seawater intrusion. In the 

Mediterranean basin, salinization caused by the extra utilization of these aquifers affects coastal 

aquifers. To study the singular and combined impacts of oceanic forces on the flow and mixing 

processes in a subterranean estuary shoreline, Xin et al. (2010) constructed a numerical model. 

The researchers found that increasing temperatures, rising sea levels, and decreasing the meteoric 

water precipitation due to global warming and climate change enhanced the salinization processes 

in Mediterranean coastal aquifers.  

Bakhtyar et al. (2013) studied the transport of a changeable density and conservative contaminant 

in an unconfined shoreline aquifer affected by tides and waves. The results indicate that oceanic 

forcing creates an upper saline plume underneath the beach face as well as a classical saltwater 

split. Tides and waves impact the solute plume's transport path, persistence, discharge rate, and 

spreading area. Heiss and Michael (2014) constructed the numerical modeling and field study to 

examine the effects of tide stage on intertidal salinity and flow dynamics in sandy beach aquifers. 

Moreover, Steefel et al. (2015) reported the list of codes representing the flow, transport, and 

reactions in the subsurface environment. The models were PHREEQC, HPx, PHT3D, 

OpenGeoSys (OGS), HYTEC, ORCHESTRA, TOUGHREACT, eSTOMP, HYDROGEOCHEM, 

Crunch-Flow, MIN3P, and PFLOTRAN. The seasonal water table waving, tide magnitude, and 

tidal stage have a significant influence on the extent of the circulation cell and region of the mixing 

area. Xu et al. (2015) predicted the fate of spilled gasoline in soil and groundwater using the 

Hydrocarbon Spill Screening Model (HSSM) combined with the modified Modular Three-

Dimensional Multispecies Transport Model (MT3DMS). The sensitivity analysis illustrates that 

both leakage rate and water saturation have an inverse relationship with the required time of 

gasoline through the vadose zone.  

Li (2015) used the 3D sequential electron acceptor model (SEAM3D) to examine the geometry 

deposit of the potential effect of crude oil. The horizontal tar sheet and the spherical tarball were 

modeled, and the results demonstrate that the spherical deposits showed less blockage to 

groundwater flow compared to sheet geometry; therefore, this caused the greater sulphate 

reduction due to sulphate-based biodegradation of benzene. Essaid et al. (2015) studied the 

transport and fate of the NAPL in the subsurface by analyzing the simple systems with uniform 

characteristics toward complex system pore-scale and macro-scale heterogeneity. The researchers 
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also work on biodegradation of plume and multiple redox zone and microbial enzyme kinetics. 

Geng and Boufadel (2015) study the fate of solute in a laboratory beach and the effect of waves 

and tides on the fate of contaminant. The results show that waves enhance the exchange fluxes and 

produce a more expansive exchange flux zone along the beach surface. Waves caused plumes to 

go deeper and move more seaward in comparison with tide-only forcing. To simulate the low 

solubility hydrocarbon biodegradation and transport of contaminants in a tidally coastal 

environment. Geng et al. (2015) developed a numerical model, BIOMARUN, by coupling the 

Monod kinetic models, BIOB and MARUN. The key factors affecting the biodegradation of oil, 

such as permeability, capillary, and dispersivity, were examined by accomplishing sensitivity 

analyses in beaches.  

Suk (2017) used the generalized integral-transform technique (GITT) and simulated the A one-

dimensional, semi-analytical solution of solute transport. They studied the plume transport from a 

region in the tidally coastal aquifer as well as the plume shape and spatial plume moments. They 

also discovered that tide amplitude, hydraulic conductivity, and storage coefficient have a direct 

relationship with the macro dispersion coefficient while having an inverse relation with the storage 

coefficient. Geng et al. (2017) constructed the BIOMARUN model to investigate the fate and 

transport of hydrocarbon plume in both the saturated and unsaturated zones of a beach. They 

examined the tide amplitude, capillarity, and hydraulic conductivity as key factors that affect the 

biodegradation process. The results indicate that aerobic biodegradation plays a significant role in 

the fate of the contaminant and the centroid of plume influenced by tidal actions. Geng et al. (2017) 

investigated groundwater flow dynamics and moisture response to waves in the swash zone by 

combining field and numerical studies. In this study, they used the MARUN model and examined 

the hydraulic conductivity and capillary fringe property effect. The results show that increasing 

the hydraulic conductivity enhanced the swash-induced seawater infiltration into the beach. 

Simultaneously, a thicker capillary fringe reduced the available pore space for seawater penetration 

to the subsurface area.   

 Ghazal et al. (2018) applied the integrated model consisting of the SWAT, MODFLOW, and 

SEAWAT models to estimate Dissolved Silicate (DSi) fluxes’ transport and fate on Hawaiian 

coastlines. They considered different scenarios such as wetland restoration, climate change, and 

sea-level rise. The results show that the climate change  affected DSi fluxes in fresh submarine 
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groundwater discharge. In contrast, DSi fluxes did not change by wetland restoration. Gao (2018) 

applied GMS software to simulate groundwater pollution transport during a coastal polyurethane 

company's operation phase. They used MODFLOW to simulate the transport and groundwater 

flow and use MT3DMS to predict the contaminant plume's area and concentration. The outcomes 

illustrate that the migration distance and contaminant plume size extended with time, and the mass 

concentration of the plume decreased by increasing the diffusion distance. Geng et al. (2020) 

conducted a saturated groundwater flow model to study flow and solute transport in heterogenous 

tidally influenced beach aquifers. The outcomes reveal that heterogeneity significantly affects the 

spatial and temporal contaminant plume transport.  

 

2.4. Summary of Literature Review 
 

Numerous studies have explored the fate and transport of oil in the environment. Many studies 

created numerical models to simulate the spilled oil behaviour in the soil and groundwater aquifer 

based on particular field conditions. Several studies have been conducted to determine the 

groundwater behaviour and plume transport in coastal aquifers. Due to complex groundwater flow 

mechanisms, most of these studies identify the residence time, fate, and natural degradation of the 

plume based on the characteristics that affect oil transport and biodegradation. Most studies have 

been conducted on a two-dimensional numerical model. Some limited biodegradation models 

consider the tide effect on fate and transport of hydrocarbon. 
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Chapter 3: Methodology 
 

 
3.1. GMS Models 
 

Environmental simulation is an important approach for investigating the pollutant transport and 

fate (Zhai et al. 2020; He et al. 2020; Asif et al. 2020). In the present study, numerical models are 

used to investigate and evaluate the validity of various studies available in the literature concerning 

(i) the situation and nature of flow-system boundaries, (ii) recharge and discharge locations, (iii) 

the hydrogeological framework. MODFLOW-2000 is a three-dimensional saturated groundwater 

flow model, and SEAM3D is a tool for modeling three-dimensional solute transport coupled with 

aerobic and sequential anaerobic biodegradation and dissolution of non-aqueous phase liquid 

(NAPL). In the present study, hydraulic heads and cell-by-cell fluxes are estimated using the 

MODFLOW model, while the flow simulation and SEAM3D are applied to model multiple solutes 

in a three-dimensional, anisotropic, heterogeneous aquifer subject to advection, dispersion, 

sorption, and biodegradation. These two models are implemented in a two-step (flow and transport) 

simulation following the groundwater modeling system (GMS). 

 

MODFLOW, a finite-difference code coupled in the GMS, is applied in order to develop a steady- 

and unsteady-state groundwater flow model (Mehl et al. 2001). The three-dimensional flow of a 

subsurface of uniform density through porous ground, it should be noted, can be characterized 

using the following partial differential equation: 
𝜕𝜕
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                              (1) 

where 𝐾𝐾𝑥𝑥, 𝐾𝐾𝑦𝑦 ,and 𝐾𝐾𝑧𝑧 represent hydraulic conductivity along the x, y, and z axes, respectively; h is 

the hydraulic head; W represents sources and sinks of water (the volumetric flux per unit of 

volume); 𝑆𝑆𝑠𝑠 represents the specific storage; t is time. This equation is used to demonstrate the 

groundwater flow of the non-equilibrium state in heterogeneous and anisotropic soil. To achieve 

approximate solutions of this equation, numerical schemes such as the finite-difference method 

are applied based on the discretization of points in time and space (Anderson et al. 2015; Golchin 

et al. 2013). 
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The advection–dispersion equation is employed to describe the aqueous phase transport of all 

biodegradable substrates, electron acceptors, final products, mineral nutrients, and 

nonbiodegradable solutes. Equation 2 demonstrates the 3D transport of contaminants in 

groundwater: 

−
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where 𝑆𝑆𝑙𝑙𝑙𝑙 is the aqueous phase substrate concentration [𝑀𝑀𝑙𝑙𝑙𝑙𝐿𝐿−3] for ls = 1,2,…,NS (number of 

substrates); 𝑆𝑆𝑙𝑙𝑙𝑙∗ is the substrate point source concentration [𝑀𝑀𝑙𝑙𝑙𝑙𝐿𝐿−3]; 𝑣𝑣𝑖𝑖 is the average pore water 

velocity [L  𝑇𝑇−1 ]; 𝑥𝑥𝑖𝑖  is the distance [L]; 𝐷𝐷𝑖𝑖𝑖𝑖  is the tensor for the hydrodynamic dispersion 

coefficient [𝐿𝐿2 𝑇𝑇−1]; 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.𝑙𝑙𝑙𝑙
𝑏𝑏𝑏𝑏𝑏𝑏  is the substrate biodegradation sink term [𝑀𝑀𝑙𝑙𝑙𝑙𝐿𝐿−3𝑇𝑇−1]; 𝑅𝑅𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠.𝑙𝑙𝑙𝑙

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁  is 

the substrate source term due to NAPL dissolution [𝑀𝑀𝑙𝑙𝑙𝑙𝐿𝐿−3𝑇𝑇−1]; 𝑅𝑅𝑙𝑙𝑙𝑙 is the retardation factor for 

substrate ls [𝐿𝐿0]; t is time [T]; 𝜃𝜃 is aquifer porosity [𝐿𝐿0]; 𝑞𝑞𝑠𝑠 is the volumetric flux of water per unit 

volume of the aquifer [𝑇𝑇−1] with 𝑞𝑞𝑠𝑠 > 0 for sources and 𝑞𝑞𝑠𝑠 < 0 for sinks. In the case of a point 

sink, the concentration is generally not specified, and the model uses 𝑆𝑆𝑙𝑙𝑙𝑙∗ = 𝑆𝑆𝑙𝑙𝑙𝑙 (Widdowson et al. 

1988). The model follows Monod kinetics for biodegradation of each substrate. The effects of 

electron acceptors and nutrient availability, inhibition, and threshold concentration are also 

considered in the Monod equations. 

 

3.2. Numerical Implementation 
  

The domain of the flow and transport model has a length of 200 m with a slope of 4% (i.e., 200 

cells) in the x-direction (domain length), 10 m (i.e., 10 cells) in the y-direction (domain width), 

and 25 m (i.e., 3 layers) in the z-direction (domain depth) as shown in Fig. 2. In the present study, 

the top elevation for the bottom layer is 10 m, while the middle layer has a 5 m thickness, and the 

top elevation of this layer is 15 m. The top elevation of the surface layer, meanwhile, is 25 m on 

the shoreline side, and, due to the slope, about 19 m on the seaside. However, the upper layer's 

hydraulic head changes with time (different tide levels), resulting in transient seaside boundary 

conditions governed by the tides. The inland head is about 23 m (2 m below the beach surface) 
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and the seaside head is about 19 m in the no-tide state while it ranges from 22 to 24 m under 

different tide conditions. The cosine function is approximated for the tide at the seaside, as follows: 

 

𝐻𝐻𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 = 𝐻𝐻0 + 𝐴𝐴 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐                                                                                          (3) 

 

where 𝐻𝐻0 is the average sea level (H = 21 m); A is the tide amplitude (A = 1, 2, or 3 m); 𝜔𝜔 is the 

tidal angular frequency (𝜔𝜔 = 0.26 rad/hr); t is the tidal period. The density difference between 

coastal water and groundwater is an essential component for most aquifer systems, while there are 

various scenarios that density effects are negligible. For example, based on different tracers like 

an isotopic compound of Cl and Sr, the deep saline water exists for some shoreline groundwater 

(Khaska et al. 2013). In the present study, the density effect is not significant for mixing simulation. 

 

Fig. 2: a) The front view of the model grid. The leaking location is 110 m from the seaside and 

50 m in the shoreline, and the groundwater table is 2 m below the surface. b) The schematic 

diagram of the three-dimensional model grid. c) The plan view of the leaking location on x=50 m 

with the contaminant concentration contours at t=0. 
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The domain characteristics (e.g., hydraulic conductivity and longitudinal dispersivity) and the 

boundary inputs to the model to simulate the transport and fate of the benzene, nutrients, and 

oxygen are obtained from (Geng et al. 2015) for a tidally affected seashore in the Gulf of Mexico. 

The concentration of nitrate is found to be 1.2 mg-N/L in the shoreline and 0.2 mg-N/L at the 

seaside. The overall oxygen concentration in the whole area under consideration is 8.2 mg/L. It is 

assumed that the benzene has been released into the shoreline accidentally through the point source 

(1 × 10 m2 landfill) positioned at x = 50 m, which is 110 m away from the seaside. The contaminant 

release period is 15 days at a benzene concentration of 100 mg/L (Geng et al. 2017). The 

parameters of microbial kinetics applied in simulating the biodegradation of benzene are obtained 

from Chen et al. (1992), Essaid et al. (1995), and El-Kadi (2001). The values of these parameters 

are assumed to be uniform in all layers of the aquifer in the three-dimensional model. The 

concentrations of aerobes and nitrate reducers at the outset of the simulation are consistent 

throughout the aquifer. The starting biomass of aerobes is higher than that of the nitrate reducers, 

given the theory that aerobic biomass will predominate when the domain has a significant oxygen 

level under primary conditions. The aerobic biomass of 5 g/m3 corresponded to 16.6×106 cells/cm3, 

assuming a cell volume of 1 μm3, cell density of 1.0 g/cm3. Therefore, the high amount of aerobic 

maximum utilization rate and the quantity of the cell’s permissive considerable aerobic uptake of 

hydrocarbon substrates to occur instantly. However, anaerobic microbes can only survive in 

anaerobic microenvironments if they are inside soil aggregates (Brock et al. 2003). Hence, the 

nitrate reducer concentrations are a magnitude lower than the aerobic biomass concentrations. 

 

The yield coefficients are applied in the model to determine the theoretical microbe growth 

resulting from the degradation of hydrocarbon substrates. As per the calculations reported by 

Bailey and Ollis (1986), the stoichiometric coefficient for oxygen utilization based on complete 

mineralization is set to 3.47 mg of O2/mg of substrate. The yield coefficient for oxygen and 

nitrogen consumption during the complete mineralization of biomass is 1.56 mg of O2/mg of 

microcolonies and 0.15 mg of N/mg of microcolonies, respectively (Bailey et al. 1986). For the 

simulations, the model, MODFLOW, is run for the unsteady condition flow. The SEAM3D model, 

meanwhile, is used for the fate and biodegradation of hydrocarbon. The stress period to simulate 

the flow and transport and biodegradation on the beach is 6 months. 
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Eight scenarios are simulated to investigate the effect of tide amplitude and beach properties (i.e., 

longitudinal dispersivity, hydraulic conductivity). The parameter values of each scenario are 

shown in Table 2, where scenario 1 is considered the base case. The properties of aquifer 

considered are summarized in Table 3. Table 4 shows the microbial parameters used in numerical 

model. 

 

Table 2: Characteristics of the numerical experiments and different scenarios that are analyzed 

in this study. 

Scenario Tide Amplitude (m) Longitudinal 

Dispersivity (m) 

Hydraulic 

Conductivity (m/h) 

1 1 0.3 1.8 

2 2 0.3 1.8 

3 3 0.3 1.8 

4 0 0.3 1.8 

5 1 0.3 3.6 

6 1 0.3 0.9 

7 1 0.6 1.8 

8 1 0.1 1.8 
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Table 3: Physical properties parameter values used in the numerical simulations 

Definition Unit Value 

Porosity / 0.3 

Hydraulic Conductivity m/h 1.8 

Specific Storage 1/m 10-4 

Vertical anisotropy / 10 

Horizontal anisotropy / 1 

Longitudinal Dispersivity m 0.3 

 

Table 4: Microbial parameters used in numerical model 

Microbial properties Units Value References 

Distribution coefficient of benzene m3/g 3.6 × 10−8 Essaid et al. 1995 

Initial mass fraction of benzene / 0.05 Geng et al. 2015 

Solubility of benzene mg/L 1780 Essaid et al. 1995 

Inhibition coefficient of NO3-O2 g/m3 0.6 Waddill et al. 2002 

Stoichiometric coefficient for oxygen 

consumption based on 

complete mineralization 

mg of O2/mg of S 3.47 Geng et al. 2015 

Stoichiometric coefficient for oxygen 

consumption during 

the complete mineralization of biomass 

mg of O2/mg of X 1.56 Geng et al. 2015 

Stoichiometric coefficient for nitrogen 

consumption during 

the complete mineralization of biomass 

mg of N/mg of X 0.15 Geng et al. 2015 

Dissolved rate 1/day 0.05 Gang et al. 2017 
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Chapter 4: Results and Discussions 
 

 

4.1. Model validation 
 

The experimental data reported by Chen et al. (1992) is run in the SEAM3D model for validation 

as well as for the purpose of predicting the aerobic biodegradation and transport of benzene. Chen 

et al. (1992), it should be noted, presented both experimental and simulation results for benzene 

transport and biodegradation in a water-saturated soil column with a continuous flow. In their 

study, fixed amounts of benzene (20 mg/L) and hydrogen peroxide (132.7 mg/L O) are released to 

the column and benzene concentration samples are analyzed accordingly in the simulation. The 

porosity and longitudinal dispersivity are found to be 0.38 and 0.0224 m, respectively. The kinetic 

parameter values are obtained from (Essaid et al. 1995) who determined these values based on 

laboratory measurements and literature review. These data have been used to validate various 

reactive solute transport models in past studies (Essaid et al. 1995; El-Kadi 2001). 

 

Fig. 3 shows the experimental data, as well as the results achieved by the SEAM3D and those 

obtained by the models in other studies ( Chen et al. 1992; Essaid et al. 1995; El-Kadi 2001; Geng 

et al. 2017). It can be seen that the modeling with BIOMOC overpredicts benzene concentration. 

Chen et al. (1992) reported that the estimate of benzene degrader biomass underpredicted benzene 

concentrations. Therefore, the models and experimental data's difference remains within the range 

of uncertainty in the model parameter evaluation. SEAM3D is able to delineate the subsurface 

transport of various solutes in a 3D, anisotropic, heterogeneous region subject to advection, 

dispersion, adsorption, and biodegradation. This model can be used to simulate complicated 

biodegradation problems such as multiple substrates and multiple electron acceptors. As shown in 

the figure, the SEAM3D model is proven effective in representing the aerobic biodegradation and 

transport of benzene in the soil column. 
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Fig. 3: Evaluated aerobic biodegradation of benzene and simulation results using SEAM3D and 

models developed by other studies (Chen et al., 1992; El-Kadi, 2001; Essaid et al., 1995; Geng et 

al., 2017). The experimental results are reported in Chen et al. (1992) 

 

4.2. Groundwater Flow Distribution 

 

In this study, groundwater flows vertically downward through the three-dimensional model grid. 

In the base scenario, the tide amplitude is 1 m and the upper hydraulic head changes with time in 

a range of 19 to 22 m. In other scenarios, the tide amplitude changes to 2 and 3 m, with the 

maximum hydraulic head of 23 and 24 m, respectively. The hydraulic head of the upper boundary 

on the seaside changes with time in different scenarios due to the tide effect, thus, resulting in 

transient groundwater flow in terms of magnitude and flow direction. 

 

Fig. 4 shows the groundwater flow and velocity fields in response to different tide levels when the 

tide is under the highest condition. In particular, Fig. 4a shows the model contours and the velocity 

magnitude of transient flow in the no-tide state; as can be seen, terrestrial groundwater flow 

discharges from the beach to the sea near the intersection between the shoreline and mean sea level. 

The flow transports from the shoreline (with higher groundwater level on the left side) toward the 

seaside and discharges to the sea. Fig. 4b illustrates the flow condition with the tide amplitude of 
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1 m and the tide exposure about 30 m toward the beach. As the tide amplitude increases, the span 

of the intertidal zone increases, as shown in Fig. 4c and Fig. 4d, the tide exposure for tide 

amplitudes of 2 and 3 m are 60 and 90m, respectively. At high tide condition, the groundwater 

table is elevated toward the shoreline side. Due to the tide effect, the front water affects the 

groundwater flow. Increasing the tide amplitude causes an increase in the intertidal zone and 

intrusion of the seawater to groundwater, having the impact on the groundwater flow velocity and 

direction. The downward movement occurs with increasing tides, while the seaward flow occurs 

mainly as tides fall (Bhosale et al. 2002). 

 

 

  

Fig. 4: Velocity vectors and flow condition. a) Case 4 (no tide). b) Case 1 (A=1 m). c) case 2 

(A=2 m). d) Case 3 (A=3 m). 
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4.3. Fate and Transport of Contaminant 
 

Fig. 5 shows the transport of the benzene plume and dissolved oxygen and nutrient concentrations 

in the beach after 7, 30, and 90 days of the primary contaminant discharge. Due to the constant 

release in the first 15 days, the benzene plume extends around its source point, as shown in the 

figure. It is evident that the plume of contaminant is expanding in the seaward and downward 

directions due to the fact that the regional groundwater hydraulic gradient is in a seaward direction. 

Movement deeper into the beach facilitates transport of the plume in the groundwater, as well as 

causing greater expansion in the downward direction. After 15 days, the benzene release ceases 

and the contaminant plume begins to relocate and move seaward. As can be seen in the figure, the 

benzene plume concentration begins to diminish at this juncture since it has left its source point. 

This could be the result of dispersion in the surrounding groundwater and biodegradation. 

 

The simulation shows that approximately 99% of benzene is biodegraded on the beach before 

being released to the sea. Low oxygen and nutrient plumes are produced on the beach following 

the benzene's initial release due to biodegradation and associated microbial degradation. The 

oxygen reduction plume initially expands around the source point of the contaminant and moves 

seaward, with the behavior that is in line with the expected evolution of a benzene plume. The 

reduction of the oxygen and nutrient plumes, meanwhile, is due to the hydrocarbon biodegradation. 

Following the primary benzene discharge, bacteria degrade the benzene and convert it to biomass, 

carbon dioxide, and water. However, for aerobic biodegradation, the dissolved oxygen is required 

as an electron acceptor and nutrients are needed for growth and for functions such as ATP 

production. In fact, 3 g of oxygen is needed in order for 1 g of carbon to biodegrade. Therefore, 

the amount of oxygen required for biodegradation is greater than the number of nutrients required. 

Fig. 5 illustrates that the low oxygen plume formed is considerably larger than the size of the 

nutrient consumption plume in the shoreline. Moreover, the model results show that natural 

degradation is a critical process as the contaminant plume migrates. Simultaneously, the dissolved 

oxygen conditions are a vital indicator for evaluating the fate of benzene. 
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Fig. 5: Concentration contour in base scenario (A=1) a) Fate and transport of the benzene after 7, 

30 and 90 days. b) Oxygen consume due to microbial degradation after 7, 30 and 90 days. c) 

Nutrient concentration in domain after 7, 30 and 90 days 

 

4.4. Effects of Tide 

 

The environmental conditions may often play an important role in the pollutant transport and fate 

(Ordieres-Meré et al., 2020; Shrestha et al. 2020). In the present study, four simulations are 

conducted with different tidal amplitudes (A = 1, 2, 3, and 0 m) in order to investigate the effect 

of tide on the fate and transport of contaminants in the beach. As shown in Table 2, case 1 (A = 1) 

is considered the base case with which the other cases are compared. Fig. 6 reports the 

concentration of benzene (mg/L) in relation to time (day) in different locations. As mentioned 

above, the point source location is at x = 50 m. Fig. 6a illustrates the concentration of benzene after 

40 days at x = 60 m (10 m after the release position), while Fig. 6b and Fig. 6c represent the 

concentration of benzene at x = 130 m (80 m downwards from the benzene point source location 

in the saturated zone). 

 

Fig. 6a shows that the plume reaches this location (x = 60 m) in cases 1, 2, and 4 with the tide 

amplitude of 1 m, 2 m, and no tide, whereas in case 3 (tide amplitude = 3 m) the benzene plume 

transports 10 m from the point source location with a lag of approximately two days. The figure 

shows that the benzene concentration is affected by the tide amplitude, as well. For instance, the 

concentration of benzene in case 3 (A = 3) is almost 10 mg/L less than that in the base case, 

signaling greater plume dispersion and chemical reaction than in the base case. The maximum 

concentration transport of benzene in cases 2 and 3, meanwhile, is almost the same as in case 1. 

As shown in Fig. 4, the tidal zone is different in each case; in cases 1 and 2, the tidal zone is 120 

and 110 m, respectively, from the point source release, while, in case 3, the tidal zone is 90 m from 

the source, meaning that the effect of tide amplitude in case 3 is more significant. 

 

Fig. 6b and Fig. 6c represent the benzene concentration in relation to time at the point 80 m far 

from the benzene release and 70 m from the seaside. It can be seen that, in case 1 (A = 1 m), 22% 
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of the benzene reaches this location, while this proportion is 15% for case 2 (A = 2 m), 0.00033% 

for case 3 (A=3), and 25% for case 4 (no tide). It is also found that approximately 99% of the 

benzene is biodegraded on the beach before being released to the sea. The results show that 30% 

of the benzene released is biodegraded within 10 m of the release point, and almost 70% within 80 

m. Fig. 6c shows that the tide tends to augment the dispersion and chemical reaction effects on the 

plume; accordingly, the amount of benzene that reaches point x = 130 is very small compared to 

other situations. A high tide amplitude serves to enhance the seawater infiltration phenomenon in 

the shoreline and increase the groundwater table near the beach's seaward location. Since the tidal 

zone starts at 140 m in case 3, the effect of the tide is significant, and it has a circulating graph due 

to the sinusoidal tide function. 
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Fig. 6: Tide effect on the concentration of benzene in time at a different location: a) Tide effect 

on different scenarios (Case 1, 2, 3 and 4) at x=60 m (10 m after source point). b) Tide effect on 

case 1, 2, 4 at x=130 (80 m after the benzene release source). c) Benzene concentration at x=130 

for case 3 (due to the small amount of benzene concentration in this location the graph has been 

shown separately). 
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Fig. 7 shows the spreading area of the plume after releasing benzene under different tide amplitude 

conditions. As the tide amplitude increases, the spreading area shrinks, and this effect is more 

pronounced in case 3 due to the high tide amplitude and the zone affected by the tide. In cases 1, 

2, and 4, the benzene plume spreads approximately 180 to 200 m while, in case 3, the benzene 

plume extends just 110 m. It is shown that when the tide amplitude increases, the span of the 

intertidal zone increases. With 1-m tide amplitude, the tide exposure is about 30 m toward the 

beach, while the distances are 60 and 90 m for tide amplitude of to 2 and 3 m, respectively. At 

high-tide conditions, the groundwater table is elevated toward the shoreline side. 

 

 

Fig. 7: Spreading area of the benzene plume after 15 days affected by different tide amplitude in 

for the first scenarios, the area shrink due to an increase in the tide amplitude 
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4.5. Effects of Hydraulic Conductivity 

 

Different scenarios are simulated to investigate the effect of various beach characteristics on plume 

transport and fate. Various soil properties, such as hydraulic conductivity, specific storage, and 

specific yield, affect plume transport. The sensitivity analysis shows that the simulation model is 

most sensitive to hydraulic conductivity changes among these properties. Fig. 8 represents the 

sensitivity of the model to hydraulic conductivity, specific storage, and specific yield. This figure 

illustrates changing the hydraulic conductivity has a significant effect on the numerical model 

while varying specific storage and specific yield doesn't have a remarkable impact on the 

simulation model. 
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Fig. 8: Checking the sensitivity of the model to a) hydraulic conductivity b) Specific yield c) 

Specific storage. 
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Different scenarios are simulated to investigate the effect of various beach characteristics on plume 

transport and fate. Various properties, such as hydraulic conductivity, specific storage, and specific 

yield, affect plume transport. The sensitivity analysis shows that the simulation model is most 

sensitive to hydraulic conductivity changes among these properties. As such, in this section, 

hydraulic conductivity changes and the corresponding effect on benzene transport are discussed. 

Hydraulic conductivity, it should be noted, describes the ability of the soil to transfer fluid through 

voids. The hydraulic conductivity range for the coastal aquifer can be from 0.049 to 8.09 m/h 

(Lathashri et al. 2016). As Table 2 shows, cases 5 and 6 have different hydraulic conductivities 

(3.6 and 0.9 m/h, respectively). To better understand the effect of hydraulic conductivity, these 

two cases are compared to case 1 (1.8 m/h) as shown in Fig. 9. Fig. 9a represents the effect of 

different hydraulic conductivities on the amount of benzene transport 10 m after point source and 

the associated time lag for plume transport. 

 

The results show that, in the base case (case 1), 60% of the benzene reaches the point, x = 60 m, 

after 20 days. In comparison, the maximum concentrations transferred to this point in cases 5 and 

6 are 66 mg/L (after 17 days) and 41 mg/L (after 27 days), respectively. Fig. 9b and Fig. 9c shows 

the benzene concentration that reaches the saturated zone (x = 130 m) after a specific time in 

different situations. In case 1, approximately 80% of the benzene is biodegraded before reaching 

this point. In contrast, this proportion is 50% for case 5 and 99% for case 6. The diagrams also 

show that, in the beach with more permeable soil, the plume transport is faster, and as such the 

benzene’s microbial degradation is lower. Due to the low hydraulic conductivity in this case, the 

plume moves slower, meaning that the contaminant's residence time at the beach is longer and the 

plume has a longer resistance to degrade at each part of the beach. In case 6, due to the longer 

residence time at x= 60 m zone and adequate oxygen replenishment, a greater promotion of the 

contaminant is biodegraded along its pathways compared to in case 5. The significant goal for 

successful bioremediation is to maximize the oil's residence time in the beach and subsequently 

contacting microorganisms (Boufadel et al. 2006). 

 

Fig. 10 demonstrates that hydraulic conductivity affects the plume expansion significantly. As 

shown in Fig. 10a with respect to case 6, the plume expansion is minimal after 30 days and it is 

still in the unsaturated zone. As shown in Fig. 10c with respect to case 5, in contrast, the plume 
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expansion is greater and it reaches the saturated zone. These results indicate that hydraulic 

conductivity is an important consideration when assessing the resistance of pollution in coastal 

beaches. The simulation results also demonstrate that hydraulic conductivity can affect 

considerably the plume degradation rate at various parts of the shoreline. 
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Fig. 9: Effect of hydraulic conductivity on plume concentration during the specific time: a) 

concentration versus time at x=60 m (10 m after benzene released). b) and c) plume 

concentration versus time at x=130 (80 m after point source). 
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Fig. 10: Plume transport after 30 days. a) hydraulic conductivity 0.9 m/h (case 6). b) 

Hydraulic conductivity 1.8 m/h (case 1). c) Hydraulic conductivity 3.6 m/h (case 5). 
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4.6. Effect of Longitudinal Dispersivity 

 

Longitudinal dispersivity is one of the main beach properties that may affect the plume transport 

and fate. Therefore, in this research, two cases are considered in order to observe the consequences 

of longitudinal dispersivity changes. Fluid does not move at uniform velocity throughout the soil; 

instead, mixing occurs along flow paths in a phenomenon known as longitudinal dispersion. 

Longitudinal dispersivity values obtained from experiments and simulations range from 0.07 to 11 

m for different kind of sandy aquifers (Schulze‐Makuch 2005). As shown in Table 2, cases 7 and 

8 have different longitudinal dispersivities—0.6 m, and 0.1 m, respectively—compared to case 1 

(0.3 m). Fig. 11a shows the simulation results of cases 1, 7, and 8 at point x = 60 m (10 m after 

benzene release), while Fig. 11b shows the results when the plume passes 80 m into the beach (i.e., 

x = 130 m). The results show that the maximum plume concentration is reached at point x = 60 m 

in approximately 20 days in all cases. 

 

Fig. 11a indicates about 63% of the benzene released in the groundwater reaches x = 60 m in case 

1, while this proportion is 59.5% for case 7 and 64% for case 8. The results for different 

longitudinal dispersivity cases 80 m after point source are shown in Fig. 11b. As can be seen, by 

the time the longitudinal dispersivity doubles, 88% of the benzene has dispersed and biodegraded 

along its flow path. In comparison, this proportion is about 77% in the base case and 60% when 

the longitudinal dispersivity is 0.1 m. The simulation results illustrate that changing the 

longitudinal dispersivity does not significantly affect the plume duration transport, while it does 

affect considerably the concentration of benzene. In other words, the plume disperses and 

biodegrades during its transport, causing a reduction in the contaminant concentration. Therefore, 

when the longitudinal dispersivity increases, so too does the dispersion, and the benzene 

concentration decreases accordingly. 
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Fig. 11: Effect of longitudinal dispersivity on Benzene concentration during the time. a) 

Concentration of benzene 10 m after the point source. b) Concentration of benzene 80 m after 

releasing contaminant. 
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Chapter 5: Conclusions 
 

 
5.1. Conclusion 
 

The research presents the use of numerical model, SEAM3D, to study the transport and 

biodegradation of benzene released into shoreline tide-affected groundwater. The simulation 

outcomes indicate the following. First, in tide-influenced beaches, aerobic biodegradation plays a 

significant role in plume transport and benzene fate, particularly when the point source is far from 

the sea zone. In microbial biodegradation, a large amount of oxygen is required, so a low-oxygen 

plume emerges in the groundwater. Second, benzene released to the groundwater is found to 

biodegrade up to 70% in beach aquifers, meaning that 30% of the initial benzene release is 

discharged into the ocean. Third, an increase in tide amplitude serves to augment the microbial 

biodegradation due to the significant increase in the plume's residence time. Moreover, a higher 

tide amplitude makes the contaminant plume smaller and reduces the spreading area of the 

pollution. Fourth, hydraulic conductivity has an enormous impact on the biodegradation rate in 

beach groundwater. For instance, when the hydraulic conductivity decreases from 3.6 m/h to 0.9 

m/h, the benzene biodegradation percentage at x = 60 m increases from 34% to 59%. Finally, 

longitudinal dispersivity also affects the concentration of benzene passing through its flow path to 

the sea without biodegrading. Increasing this property from 0.1 to 0.6 m, the percentage of 

biodegraded and dissolved benzene in the saturated zone increases from 60% to 88%. In this paper, 

it should be noted, our focus is on tidally-influenced aquifer systems of either freshwater or 

saltwater (but not a combination of both), and therefore density effects and associated freshwater–

saltwater mixing is not considered. Density gradients generated by mixing between terrestrial fresh 

groundwater and seawater have been found to have a significant effect on nearshore flow and 

transport processes (Boufadel 2000; Geng et al. 2020). Although the density difference between 

seawater and terrestrial freshwater is an important consideration in most aquifer systems, there are 

numerous scenarios in which the density effects are negligible. For example, studies have found 

that saltwater can intrude as far as 15 km inland in some coastal aquifers, e.g., near the Persian 
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Gulf (Ataie‐Ashtiani et al. 2013) . In addition, pore water salinity in tidal freshwater marshes can 

be as low as 3%, and therefore density gradients are negligible in these tidally-influenced aquifer 

systems (Baldwin et al. 2001; Mitsch et al. 2009). The findings of the present study are applicable 

to such scenarios. 

 

5.2. Research Contributions 
 

In this study, the fate and transport of benzene on the shoreline groundwater have been 

investigated. The main contributions are as follows. 

• Aerobic biodegradation plays a significant role in the fate of benzene on the tidally 

influenced beaches. 

• Tide amplitude has a remarkable impact on microbial biodegradation due to the long 

persistence time of the contaminant plume. 

• Hydraulic conductivity is a soil property that has a crucial effect on contaminant plume 

transport and fate. 

• Longitudinal dispersivity is another soil property that affect the benzene's fate and 

transport, and its effect has been investigated in this research. 

5.3. Recommendations for Future Research 
 

This study investigated benzene's transport and fate in a homogenous beach aquifer affected by 

tide using the SEAM3D software. Future studies be further conducted in the following areas. 

• Develop a model with a heterogeneous beach aquifer subjected to the tide. 

• Investigate the effect of density on the coastal beach subjected to the tide. 

• Study the effect of the oil release conditions on the fate and transport of the oil in 

groundwater. 
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