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Abstract

Congestion Control for Massive Machine-Type Communications:

Distributed and Learning-Based Approaches

Manal El Tanab, PhD

Concordia University, 2021

The Internet of things (IoT) is going to shape the future of wireless communications by

allowing seamless connections among wide range of everyday objects. Machine-to-machine

(M2M) communication is known to be the enabling technology for the development of IoT.

With M2M, the devices are allowed to interact and exchange data without or with little human

intervention. Recently, M2M communication, also referred to as machine-type communication

(MTC), has received increased attention due to its potential to support diverse applications

including eHealth, industrial automation, intelligent transportation systems, and smart grids.

M2M communication is known to have specific features and requirements that differ from

that of the traditional human-to-human (H2H) communication. As specified by the Third Gen-

eration Partnership Project (3GPP), MTC devices are inexpensive, low power, and mostly low

mobility devices. Furthermore, MTC devices are usually characterized by infrequent, small

amount of data, and mainly uplink traffic. Most importantly, the number of MTC devices is ex-

pected to highly surpass that of H2H devices. Smart cities are an example of such a mass-scale

deployment. These features impose various challenges related to efficient energy management,

enhanced coverage and diverse quality of service (QoS) provisioning, among others.

The diverse applications of M2M are going to lead to exponential growth in M2M traf-

fic. Associating with M2M deployment, a massive number of devices are expected to access

the wireless network concurrently. Hence, a network congestion is likely to occur. Cellular

networks have been recognized as excellent candidates for M2M support. Indeed, cellular net-

works are mature, well-established networks with ubiquitous coverage and reliability which

allows cost-effective deployment of M2M communications. However, cellular networks were

originally designed for human-centric services with high-cost devices and ever-increasing rate

requirements. Additionally, the conventional random access (RA) mechanism used in Long

Term Evolution-Advanced (LTE-A) networks lacks the capability of handling such an enor-

mous number of access attempts expected from massive MTC. Particularly, this RA technique
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acts as a performance bottleneck due to the frequent collisions that lead to excessive delay

and resource wastage. Also, the lengthy handshaking process of the conventional RA tech-

nique results in highly expensive signaling, specifically for M2M devices with small payloads.

Therefore, designing an efficient medium access schemes is critical for the survival of M2M

networks.

In this thesis, we study the uplink access of M2M devices with a focus on overload control

and congestion handling. In this regard, we mainly provide two different access techniques

keeping in mind the distinct features and requirements of MTC including massive connectivity,

latency reduction, and energy management. In fact, full information gathering is known to be

impractical for such massive networks of tremendous number of devices. Hence, we assure

to preserve the low complexity, and limited information exchange among different network

entities by introducing distributed techniques. Furthermore, machine learning is also employed

to enhance the performance with no or limited information exchange at the decision maker.

The proposed techniques are assessed via extensive simulations as well as rigorous analytical

frameworks.

First, we propose an efficient distributed overload control algorithm for M2M with massive

access, referred to as M2M-OSA. The proposed algorithm can efficiently allocate the available

network resources to massive number of devices within relatively small, and bounded con-

tention time and with reduced overhead. By resolving collisions, the proposed algorithm is

capable of achieving full resources utilization along with reduced average access delay and en-

ergy saving. For Beta-distributed traffic, we provide analytical evaluation for the performance

of the proposed algorithm in terms of the access delay, total service time, energy consump-

tion, and blocking probability. This performance assessment accounted for various scenarios

including slightly, and seriously congested cases, in addition to finite and infinite retransmission

limits for the devices. Moreover, we provide a discussion of the non-ideal situations that could

be encountered in real-life deployment of the proposed algorithm supported by possible solu-

tions. For further energy saving, we introduced a modified version of M2M-OSA with traffic

regulation mechanism.

In the second part of the thesis, we adopt a promising alternative for the conventional ran-

dom access mechanism, namely fast uplink grant. Fast uplink grant was first proposed by the

3GPP for latency reduction where it allows the base station (BS) to directly schedule the MTC

devices (MTDs) without receiving any scheduling requests. In our work, to handle the major
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challenges associated to fast uplink grant namely, active set prediction and optimal scheduling,

both non-orthogonal multiple access (NOMA) and learning techniques are utilized. Particularly,

we propose a two-stage NOMA-based fast uplink grant scheme that first employs multi-armed

bandit (MAB) learning to schedule the fast grant devices with no prior information about their

QoS requirements or channel conditions at the BS. Afterwards, NOMA facilitates the grant

sharing where pairing is done in a distributed manner to reduce signaling overhead. In the

proposed scheme, NOMA plays a major role in decoupling the two major challenges of fast

grant schemes by permitting pairing with only active MTDs. Consequently, the wastage of the

resources due to traffic prediction errors can be significantly reduced. We devise an abstraction

model for the source traffic predictor needed for fast grant such that the prediction error can be

evaluated. Accordingly, the performance of the proposed scheme is analyzed in terms of aver-

age resource wastage, and outage probability. The simulation results show the effectiveness of

the proposed method in saving the scarce resources while verifying the analysis accuracy. In

addition, the ability of the proposed scheme to pick quality MTDs with strict latency is depicted.
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1. Introduction

1.1 Internet of Things and Machine Type Communications

The upcoming era of wireless communications is going to evolve in an entirely different way,

thanks to the Internet of Things (IoT) that allows the communications of everyday objects. As

the enabling technology for IoT, machine-type communications (MTC) is an essential target

scenario for 5G networks and beyond [1]. MTC is about the automated data transmission from

different devices with little or no human intervention. The applications of IoT and MTC are

being extensively deployed in different domains including smart cities, industrial automation,

eHealth, among others. The heterogeneity of the supported applications forces diverse quality-

of-service (QoS) requirements. Based on that, MTC is generally categorized into massive MTC

(mMTC) and ultra-reliable low-latency communications (URLLC) that target massive and mis-

sion critical IoT applications, respectively.

The diverse requirements of these applications have pushed different standardization bodies,

such as Third Generation Partnership Project (3GPP), towards specifying the requirements and

challenges of MTC [2, 3]. Indeed, cellular networks, such as Long Term Evolution-Advanced

(LTE-A), are envisioned to be an excellent candidate to support MTC as these networks are

mature, well-established networks that ease fast and low-cost deployment of MTC [4]. Addi-

tionally, cellular networks provide ubiquitous coverage, reliability, and controlled interference

environment over the licensed band. However, these networks are well-suited to human-type

communications (HTC), and have to be adapted to the different MTC features and require-

ments. As specified by the 3GPP [3], unlike the high power, costly HTC devices, MTC devices

are inexpensive, low power, and usually low mobility devices. Furthermore, MTC devices are

characterized with infrequent, small amount of data, and mainly uplink traffic. Mostly impor-

tant, the number of MTC devices is expected to highly surpass that of the HTC devices.

The tremendous number of MTC devices that are typically wireless sensors, actuators, or
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smart meters, connected with small amount of data, calls for urgent optimization for the exist-

ing wireless networks to be able to support this new communication paradigm. Specifically, the

existing networks have to comply with the new requirements of MTC allowing low-power, low-

rate and reduced complexity technologies. In this regard, the 3GPP has exerted considerable

efforts by introducing new low-cost user equipment (UE) categories with reduced capabili-

ties [5]. On the other hand, innovative communication protocols that are capable of handling

MTC-related challenges such as energy efficiency, scalability, latency, coverage and security,

are needed for the efficient deployment of MTC. From the early stages, the 3GPP has identi-

fied network congestion, also referred to as overload control, as first priority area of improve-

ment [6]. Additionally, signaling overhead has been realized among the major challenges for

MTC services.

Due to the explosion in the number of connections expected by MTC, network congestion is

likely to happen at different levels in the network including radio access network (RAN), core

network, and signaling network [1]. Out of these, RAN congestion problem is crucial due to the

limited available resources at the access side. Without efficient access control, when massive

number of MTC devices attempting to access the network concurrently, or even in a short period

of time, RAN congestion occurs. This situation could lead to severe access delays, packet loss,

or even service unavailability. The legacy coordinated access technique for cellular networks

was shown to be inefficient for MTC due to the large signaling overhead and high latency [7].

Consequently, the need for efficient mechanisms to guarantee network availability and assist in

meeting the performance requirements under such MTC load becomes inevitable.

1.2 Motivation

The key objectives of this thesis are to:

1. Study the challenges of supporting MTC as an integral part of the promising IoT for

future 5G wireless networks and beyond;

2. Provide practical distributed and scalable mechanisms that are capable of efficiently tack-

ling the MTC access problems including massive connectivity and QoS provisioning;

3. Develop analytical and simulation frameworks for the proposed techniques.

The proposed work in this thesis is important as it addresses an important and timely topic.
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In particular, our proposed work is related to providing efficient uplink access mechanisms to

MTC with a focus on handling network congestion while enhancing the resources utilization

and the devices’ QoS. As indicated before, MTC is considered a major backbone for the future

IoT. The current aspiration for smart cities, smart homes, intelligent transportation systems,

wearable, among others, relies on the effective deployment of IoT technologies.

The 3GPP has identified overload control as a key area of research [6]. The conventional

random access (RA) mechanism used in Long Term Evolution (LTE) networks is not suitable

for MTC. With MTC massive access, this mechanism is rendered a performance bottleneck

due to the increased collisions that leads to severe congestion. Particularly, with the limited

number of available preambles in existing networks, several MTC devices may concurrently

select the same preambles, resulting in tremendous collisions and wastage of resources. In

addition, the large signaling overhead needed to perform the RA mechanism is highly expensive

for MTC devices with short packets. The 3GPP recommended a number of techniques that

applied modifications to this RA scheme such as access class barring (ACB), pull-based and

backoff schemes [6]. The major idea of these schemes is to limit the number of contending

devices. Other works in literature were proposed such as dynamic ACB (DACB) [8], distributed

queuing approach [9], among others [10]. However, the resulted performance falls beyond the

great expectations from MTC deployment. In fact, the collisions could be reduced to some

extent but the access delay remains relatively high especially for dense networks. Hence, there

is a need for more practical solutions that respects the specific requirements of MTC considering

both latency and scalability.

Recently, non-orthogonal multiple access (NOMA) has received great attention as a promis-

ing enabling technique for beyond 5G wireless networks [11, 12]. It allows multiple users to

non-orthogonally share the same resource by multiplexing them either in power or code do-

main. From the information theoretic perspective, orthogonal multiple access (OMA) is strictly

suboptimal in multi-user systems [13]. Thus, using NOMA with MTC can boost the spectral

efficiency while handling the massive connectivity and reducing latency. These promising gains

come at the expense of a more complex receiver that is able to decode the superposed signals.

For uplink NOMA, successive interference cancellation (SIC) decoder exists at the base station

(BS) which is fortunately acceptable for low-budget MTDs with mostly-uplink traffic.

Over the past few years, several variants of the RA scheme of cellular networks were intro-

duced to adapt it for MTC access. However, without discounting the efforts of optimizing the
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RA scheme, due to the increased collisions and prohibitive overhead, it falls short to support

MTC with reduced latency and guaranteed reliability [7]. Alternatively different uplink access

techniques such as grant-free [14], and fast uplink grant [15] are found promising in tackling

massive connectivity while avoiding the shortcomings of the conventional RA. Particularly, gr-

nat free schemes allows the MTDs to transmit directly to the BS without sending scheduling

requests. On the other hand, using fast uplink grant, the BS allocates the resources directly to the

MTDs without receiving a scheduling request. Utilizing NOMA with these access mechanisms

can significantly boost the access performance of MTC.

Generally, efficient NOMA requires the design of advanced pairing and power allocation

techniques, as well as powerful channel coding schemes to ease the decoding task [16]. Usu-

ally, this is done with the help of the BS which has full information about the users. However,

for mMTC gathering such information from massive number of MTDs is impractical, specifi-

cally with grant-free access which is uncoordinated by nature. This poses the challenge of the

efficient design of the contention units used by the MTDs for transmissions, in addition to the

ability to resolve the collisions among the multiplexed MTDs. In fast-uplink grant, NOMA is

promising such that the grant is assigned to multiple MTDs simultaneously. Consequently, the

probability of wasting the resources assigned to inactive MTDs could be decreased. However,

distributed low-complexity NOMA techniques are also needed to avoid any excessive overhead

for information exchange between the MTDs and the BS. Keeping in mind the complexity of

the NOMA receivers, it is important to control the number of MTDs sharing the same resource

to strike balance between system performance and complexity. It is also worth pointing out that

in such environments of uncertainties about the devices activity and/or parameters (e.g. QoS

requirements), machine learning tools are promising to boost the overall performance.

1.3 Thesis Contributions

The contributions of this thesis can be summarized as follows.

• We address the network congestion problem of MTC. Assuming the devices access the

network in a highly synchronized manner, we adopt a Beta-distributed traffic to model

congestion as specified by the 3GPP. We propose a distributed overload control algorithm

that is able to efficiently allocate the available network resources to massive number of de-

vices within bounded delay and with reduced overhead [17]. Additionally, the algorithm

4



overcomes the resource wastage problem resulted from RA collisions, while providing

more access opportunities. Thus, it achieves full resource utilization and reduced ac-

cess delay. Furthermore, we study some cases of non-idealities that could occur in real

situations and propose possible solutions for each case [18]. Additionally, we propose

an updated version of the algorithm that includes a traffic regulation mechanism which

effectively reduces the energy consumption of the devices.

• We assess the performance of the proposed overload control technique considering that

the devices have either finite or infinite retransmission limits. We also provided a method

for the estimation of the number of backlogged devices in the network which is neither

known by the devices nor the BS. Furthermore, we provided an analytical framework

that evaluates the efficiency of the proposed algorithm in terms of access delay, energy

consumption, and blocking probability. For the sake of comparison, the problem is for-

mulated as a binary integer programming (BIP) where the performance of the proposed

practical technique is compared to the optimal one [19].

• According to recent studies that shed light on fast uplink grant as a promising alternative

for the legacy RA technique, we adopt it in our work [20]. Particularly, we propose a

two-stage NOMA-based fast uplink grant technique to schedule the devices without the

need for sending access requests [21]. Fast uplink grant is known to have two major chal-

lenges, namely active set prediction and optimal scheduling. In our proposed work, we

employ multi-armed bandit (MAB) learning to schedule the devices with no information

at the BS about their QoS requirements or channel state information (CSI). In addition, a

two-user NOMA scheme is proposed to limit the wastage of the resources due to source

traffic prediction errors, whereas pairing is done in a distributed manner. Hence, a proper

decoupling of the challenges associated to fast grant is attained as well as overhead reduc-

tion. We devise an abstraction model for the source traffic prediction. Consequently, the

performance of the proposed scheme is analyzed considering average resource wastage,

and outage probability [22]. A BIP formulation is also provided to show the potential

of the two-stage algorithm in enhancing the access performance of MTC with enhanced

pairing and power allocation.
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1.4 Thesis Organization

The rest of the thesis is organized as follows:

In Chapter 2, we provide a relevant background for the topics of this thesis. We begin by

giving an overview of IoT and machine-to-machine (M2M) communications including potential

supporting technologies, main features and associated challenges for efficient deployment of

IoT services. We also briefly illustrate the standardization efforts exerted by the 3GPP for

supporting cellular MTC. Then, we survey the different uplink access techniques employed for

MTC whereas the challenges and some of the state-of-the-art proposals of each technique are

illustrated and compared. Then, we present the basics of NOMA in both uplink and downlink

directions while emphasizing its potential gains as compared to orthogonal multiple access

(OMA). Additionally, we give an overview of the applications of NOMA in both power and

code domains. Moreover, we depict the promising gains of employing NOMA with MTC.

Afterwards, we review the opportunistic splitting algorithm (OSA) as it is adopted in our work.

Finally, we present the benefits of machine learning in supporting MTC, followed by a more

in-depth description of MAB learning.

In Chapter 3, we address the massive access of MTC and the consequent congestion and re-

source wastage problems. We provide a literature review of the works studied the same problem.

Next, the system model and assumptions are provided. Then, the procedure of the proposed ac-

cess algorithm, referred to as M2M-OSA, is described. Next, we provide a method for the

estimation of the number of backlogged users in the network that is important for the efficient

operation of the algorithm. Afterwards, a number of non-ideal situation are discussed along

with possible solutions. The performance evaluation and simulations results for the proposed

algorithm as compared to one of the state-of-the-art proposals are provided.

In Chapter 4, we provide an analytical framework for M2M-OSA considering the activation

of the devices follows Beta distribution. Particularly, we provide analytical expressions for dif-

ferent performance metrics including access delay, total service time, and energy consumption

for the cases of infinite and finite retransmission limits. In the finite retransmission case, the

blockage of the devices becomes possible. Hence, the analytical expression for the blocking

probability of the M2M-OSA is derived. Afterwards, the BIP formulation of the studied prob-

lem is provided. We also present a modified version of the proposed M2M-OSA that allows for

traffic regulation and energy saving. Finally, the simulation results that verify the accuracy of
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the analytical expressions are depicted.

In Chapter 5, we adopt the fast uplink grant access technique as an access mechanism for

MTC. Particularly, we utilize NOMA to better handle the associated challenges of fast uplink

grant. We begin by a literature review of the related works. Then, the system model and as-

sumptions are presented. Also, we provide an abstraction model for the source traffic predictor

to evaluate the prediction error. Next, the problem statement is presented and the proposed two-

stage access scheme is described. Due to massive access, the optimal pairing for the devices is

known to be very complex. Hence, a quasi-optimal formulation is adopted that is based on BIP

for the sake of comparison. The simulation results that show the effectiveness of the proposed

scheme are illustrated.

In Chapter 6, we analytically study the major challenge of fast uplink grant techniques

related to the resources wastage considering both OMA and the proposed NOMA scheme. In

this regard, a modified abstraction error model for the source traffic predictor is introduced

considering both false-alarm and miss-detection probabilities. Based on that we theoretically

assess the performance of the proposed NOMA-based fast grant technique in terms of resource

wastage and outage probabilities. In addition, the decoding order and the activity probability of

the MTDs were carefully considered. Finally, a simulation framework is provided to evaluate

the proposed scheme performance and verify the accuracy of the analytical expressions.

In Chapter 7, we present a brief summery of our investigation and some important conclu-

sions. We also suggest some potential topics for future research.
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2. Background and Literature Review

In this chapter, a brief background pertaining to the topics of this thesis is provided, including

IoT and M2M communications along with their main applications, specifications and chal-

lenges. We also give an overview of the standardization efforts done by the 3GPP for MTC

support, and the various uplink access techniques adopted for MTC and the associated chal-

lenges. In addition, we discuss how to utilize the promising NOMA scheme for MTC as well

as its potential for efficient massive access support. Finally, we review some of the algorithms

and machine learning tools that are utilized in the work proposed in this thesis.

2.1 Internet of Things (IoT) and Machine-to-Machine (M2M)

Communications

M2M communications refer to an automated data transmission among devices without or with

minimal human intervention. Particularly, the devices are equipped with sensing, computing,

and communication capabilities to interact with the surrounding environment, collect data and

take actions which forms the so-called Internet of things (IoT). The major objective of IoT is to

enhance the quality of everyday life of the end-user community which has a significant impact

towards the growing of the world’s economy [23]. The applications of IoT and M2M communi-

cations are being extensively deployed in different domains including smart cities, smart homes,

industrial automation, intelligent transportation systems, and eHealth, among others [23]. An

example of an IoT network with different applications is shown in Figure 2.1.

M2M communication is application-oriented which means that not all the applications have

the same characteristics. However, a number of features that can be individually activated

according to the supported service have been identified such as [3]:

• Infrequent, small data bursts: Usually M2M devices generate infrequent and small-

sized data packets. This feature imposes a limitation on the amount of traffic overhead.
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Figure 2.1: An example of an IoT network supports different applications such as industrial automation, intelligent

transportation systems, eHealth and smart homes

Particularly, the connection establishment required for the current LongTerm Evolution

(LTE) systems is considered expensive for M2M with small data transmissions. Data

aggregation could be a possible solution for this issue.

• Low mobility: Unlike human-to-human (H2H) services, M2M communication should

support low mobility devices. A number of potential M2M applications such as metering

devices, weather monitoring sensors, and surveillance devices are known to be with low

mobility [24].

• Massive deployment: Several M2M applications incorporate huge number of devices.

Additionally, the diverse applications of M2M communications would lead to an explo-

sion in the number of connected devices. Thus, the system should be able to efficiently

support network scalability, otherwise network congestion that results in severe perfor-

mance degradation occurs.

• Low cost: For mass-scale deployment of M2M devices, the devices should be of low cost.

The low-cost feature results in a degraded transceiver performance and limited devices’

computation capabilities [25]. In Release 12, the 3GPP has defined a new profile, referred

to as category 0 (CAT-0), for low-cost devices [26].

• Low power: MTC devices are commonly energy-constrained. Therefore, guaranteeing

low power consumption is essential for the operation of M2M services. For instance,

metering applications are with large number of devices deployed in scattered areas where
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the regular replacement of batteries is not always possible. Hence, long battery lifetime

is highly desired.

• Reliability and security: These features must be met to ensure robust communications

over M2M networks. Especially, M2M devices could be deployed in unprotected ar-

eas where the risk of malicious attacks increases. Additionally, the limited computa-

tional capabilities of the low-cost devices may be an obstacle to perform existing security

schemes [27].

• Very diverse quality of service (QoS): The heterogeneity of M2M applications forces

diverse QoS requirements. Hence, for proper M2M operation, different QoS requirements

should be satisfied.

• Time controlled: M2M devices with time-controlled feature can only transmit or receive

data in a predefined time intervals. Outside the access grant time interval, the network

operator shall reject the access requests of M2M devices, or allow them with different

charges.

• Time tolerant: The network operator can restrict or defer the access attempts of M2M

devices with this feature in some cases such as network congestion.

• Priority alarm: For some applications, M2M nodes may need priority access over other

nodes especially in case of emergency.

Due to the diverse applications and heterogeneous requirements of M2M communications,

5G is to support three main categories: enhanced mobile broad-band (eMBB), massive machine-

type communications (mMTC), and ultra-reliable and low-latency communications (URLLC)

[28]. Except for eMBB, the other use cases are related to M2M communications which reflects

that the standardization of M2M has become inevitable. Particularly, mMTC target massive IoT

applications where enormous number of devices with relaxed latency constraints are deployed.

For instance, residents of smart homes can deploy sensors to automatically open their garage

upon arrival to their homes, switch on lights, and control other smart appliances. In contrast,

URLLC target mission-critical IoT applications with strict latency and reliability requirements.

Usually, mission-critical applications are related to health, traffic, and industrial domains where

failures could result in severe consequences. Table 2.1 shows some M2M applications associ-

ated with their main requirements [27].

10



Table 2.1: Examples of MTC applications and their requirements

Service Functions Application Examples Main Requirements

Metering Electric power, gas, and water

Support of a massive number

of MTC devices with small

data bursts and high coverage

Control systems and

monitoring

Industrial automation, and real-

time control

High mobility and low-

latency data transmissions

Tracking
Fleet management and asset

tracking

High mobility and low power

consumption

Payment
Point of sale and vending ma-

chines
High level of security

Security and Public

safety

Surveillance systems, home se-

curity, and access control

High reliability, high security,

and low latency

2.2 Cellular Networks for Machine-Type Communications

The 3GPP has identified two types of communications related to M2M communications: com-

munications between the M2M devices themselves and the communications between the M2M

devices and the server [27]. In this section, we are concerned by the latter case that can be pro-

vided by cellular networks. In the context of LTE/LTE-A, M2M is also referred to as Machine-

Type Communications (MTC). In this regard, cellular networks are known as an excellent can-

didate for the support of MTC. Particularly, cellular networks are mature, well-established net-

works that enable fast and low-cost deployment of MTC [1]. Additionally, cellular networks

provide ubiquitous coverage that ease the widespread deployment of MTC with mobility sup-

port. Furthermore, the controlled interference environment over the licensed band provides

communication links that are more reliable. However, cellular networks were designed to sup-

port high-end H2H devices with powerful capabilities, large capacity batteries and costly hard-

ware. This is completely different from the MTC features mentioned in Section 2.1 where the

devices are inexpensive with low-power. Moreover, MTC is characterized by infrequent, small-

sized data packets with traffic mostly in the uplink direction. In contrast, the legacy human-type

communications (HTC) traffic is characterized by bursts of data with higher demand in the

downlink [27,29]. Importantly, the number of MTC devices is very huge, orders of magnitudes

of the HTC devices. These differences between HTC and MTC bring forward a number of

challenges that should be efficiently tackled such that MTC can be genuinely supported. In the

following we illustrate a number of the major challenges of MTC.
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2.2.1 MTC Challenges

• Energy Management: One of the major challenges of M2M communication is reducing

the power consumption especially for set-and-forget M2M applications where it is al-

most impossible to replace or recharge batteries. One of these applications is the animal

tracking MTC devices in natural world with high mobility [3]. In addition to battery-

constrained devices, efficient energy management is essential for both economic and en-

vironmental reasons [30]. Therefore, operating at extra-low power mode is required.

Mostly, the power is consumed in radio transmissions and channel access. A number

of suggested solutions can be employed to reduce the devices’ energy consumption such

as modifying signaling and medium access control (MAC) protocols to reduce collisions

during channel access, sleep scheduling, and power control. Furthermore, aggregation

of control information as well as support of device-to-device (D2D) links are possible

solutions [27].

• Enhanced coverage: Indeed, the wide deployment of MTC requires coverage enhance-

ments over the current LTE cell footprint. This is due to the reduced capabilities of MTC

devices, in addition to the fact that several MTC applications require the deployment

of the devices in challenging locations such as basements or indoor areas. The 3GPP

tackled the standardization of MTC towards enhanced coverage in Release-13. In or-

der to accommodate the new MTC requirements, the CAT-M UE category is added in

Release-13. Particularly, CAT-M features a coverage enhancement of more than 15 dB,

enabling the reach of the devices in locations with excessive penetration losses [26]. Dif-

ferent coverage enhancement techniques for different physical channels were proposed.

For instance, repetition across time which allows for the accumulation of the energy to

increase the signal strength and hence compensates for penetration losses can be used.

Also, frequency hopping is utilized to compensate for the lack of frequency diversity of

narrow-band UEs. Other techniques can also be employed such as power spectral den-

sity (PSD) boosting, joint channel estimation, and retransmission using hybrid automatic

repeat request (HARQ), among others [27]. To further achieve better coverage enhance-

ments, several techniques can be jointly utilized.

• Cost reduction: In the current HTC devices, the communication unit (i.e. the cellular

modem) represents only small part of the device’s cost which renders cost-reduction less
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important [31]. In contrast, the cost of the communication unit for MTC has to be sig-

nificantly decreased. Consequently, the widespread integration of MTC devices within

other types of devices such as wearable devices and utility meters would be possible. In

this regard, the 3GPP considered various cost-reduction techniques including reducing

the data rates and the devices’ bandwidth, supporting single antenna, and half duplex

operations [31].

• Congestion control: With the emerging M2M applications, it is expected that a numer-

ous number of devices are deployed in a specific area. Network congestion is likely to

occur especially in the radio access network (RAN) due to mass concurrent data and sig-

naling transmissions. This may result in intolerable delays, packet loss or even service

interruption. Hence, the 3GPP has identified RAN congestion control as the first priority

improvement area [6]. The 3GPP also recommended a number of candidate solution to

protect the RAN from PRACH overload such as access class barring (ACB) schemes,

separate PRACH resources for MTC, and back-off mechanism. A review of the 3GPP

overload control solutions is provided later.

• QoS provisioning: The heterogeneity of QoS requirements of different M2M applica-

tions poses a major challenge for MTC to operate effectively. Particularly, the low-power

feature desired for MTC devices for energy saving limits the wireless communication per-

formance. Moreover, the huge number of devices in M2M networks complicates the re-

source allocation process to be able to ensure QoS and reliability requirements of different

devices. On the other hand, the mechanisms employed for M2M communications should

be simple and yet effective to be capable of attaining the QoS requirements whereas at

the same time preserve the low-complexity requirement for MTC devices. These all make

guaranteeing the QoS for M2M applications a challenging issue. Efficient mode selec-

tion methods that allow the MTC devices to select either to communicate directly with

the eNB or via a gateway help in guaranteeing QoS [32]. Additionally, grouping based

on QoS requirements can alleviate the congestion in the PRACH and hence achieve lower

delays. A QoS-aware random access transmission was proposed in [33].

• Efficient group management: Grouping is a vital mechanism to handle M2M commu-

nications especially with massive access. However, in the context of M2M, grouping

becomes more challenging. For instance, the selection of the group coordinator and man-
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aging the groups are more challenging with large number of groups or large number of

members per group. Furthermore, the formation of the groups should be done adaptively

according to the traffic conditions. Also, peer-to-peer communications between group

members should be provisioned [32].

In addition to the above mentioned challenges, the cellular operators and service providers

have a natural concern related to the impact of MTC on the HTC services [34]. It is extremely

important to provide MTC services while minimizing the impact on the existing voice and data

services. The impact of MTC on HTC can be mitigated by means of scheduling prioritization,

time controlled access for M2M such that some slots are forbidden for MTC access, and semi-

persistent scheduling to reduce overhead [35]. In [34], with a focus on the random access (RA)

procedure of LTE/LTE-A, two priority-based access schemes were introduced. It was shown

that MTC is slightly affected by the priority methods. So, network operators should always

give priority to HTC. For delay-constrained MTC devices, it is recommended to form groups of

these devices that have similar priority as HTC devices. Hence, they are minimally impacted by

congestion problems. In [36], a complete framework that studies the coexistence of HTC and

MTC considering both random access and uplink scheduling is provided. In the following, we

shed light on the standardization efforts exerted for cellular support of M2M communications.

2.2.2 MTC Standardization

Cellular networks are promising for supporting IoT services including MTC. However, as in-

dicated earlier, major differences between M2M and H2H users exist that make the adaptation

of the current cellular networks to M2M communications more challenging. Particularly, LTE

networks should continue the evolution towards more efficient mobile broadband platforms

supporting high-end devices while at the same time providing unified reliable and cost-effective

connectivity for MTC services [37]. To that end, the 3GPP started the standardization of MTC

as early as Release-10 and continued the work through future releases [38]. In the following,

we provide examples of the tasks tackled by different releases.

• Release-10

– Enhancements on the core network (CN) to enable M2M

– Overload and congestion control on both CN and random access network (RAN)
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• Release-11

– UE power preference indication was introduced to help in reducing power consump-

tion by allowing the device to indicate to the network that it prefers the operation

at low power. The network then configures the parameters adaptively to allow, for

instance, for longer sleep time and reduced measurements.

– RAN overload control

– Refining existing requirements, and use cases

• Release-12

– Defining new low-cost UE category, namely category 0 (CAT-0) for MTC devices

with the following physical constraints [39]:

∗ A single RF chain and baseband processor

∗ Half duplex operation for FDD

∗ Reduced peak rate (e.g. 1 Mb/s, without multiple-input multiple-output (MIMO),

or mobility) in downlink and uplink

– Introducing the power saving mode (PSM) where the UE remains registered to the

network but not reachable for downlink traffic

• Release-13

– Further complexity reduction on top of CAT-0 by introducing UE category-M1

(CAT-M) [40]

∗ Reduced RF bandwidth from 20 MHz to 1.4 MHz in both downlink and uplink

∗ Reduced transmission power to allow for on-chip power amplifier

– Power saving and coverage enhancements

– Narrow-band IoT (NB-IoT) or CAT-N was introduced [26, 31]

∗ Supporting the transmission of small data amounts with extended coverage

∗ Maximum channel bandwidth is reduced to 1.08 MHz, or 6 LTE resource

blocks (RBs)

∗ Enhancing the link budget (20 dB improvement over conventional LTE-A)
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– The requirements were attained by employing different techniques, including repe-

tition techniques for control channels, frequency hopping, and uplink power spectral

density (PSD) boosting [41].

• Release-14

– Last release before entering the era of 5G [5]

– Introducing new UE categories with even lower power consumption (e.g, Category-

M2) [5, 42]

– Enhancing the ability for LTE-M (i.e. device category M1, and category M2) to

support voice services

– Introducing the multicast feature for LTE-M devices

– Positioning enhancements and mobility improvements for enhanced connectivity

– Introducing higher data-rate feature to support some MTC use cases such as health-

care, and surveillance cameras [42]

– Investigating various latency reduction schemes by means of [43, 44]:

∗ Increasing the frequency of Semi-Persistent Scheduling (SPS)

∗ Reducing transmission and processing delay (shortening the transmission time

interval (TTI))

∗ Reducing random access channel (RACH) procedure delay during handover

∗ Fast uplink grant instead of scheduling requests (SR)-based access

• Release-15

– First release to introduce 5G [5]

– Advancements in improving the power efficiency by reducing downlink channel

monitoring by the UEs in idle mode (Wake-up signal (WUS) feature)

– Introducing new use cases including wearables devices, and support for standalone

operation

– Allowing for early data transmission (EDT) such that the data is transmitted at the

beginning of the connection setup procedure for further latency reduction [45]

– Introduction of 5G new radio (NR)
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• Release-16

– The 3GPP introduced additional enhancements for both MTC and NB-IoT [46]

– Enhanced spectrum efficiency and reduced energy consumption for mMTC by:

∗ Enhanced early data transmission and UE-group wake-up signaling

∗ Reducing the control signaling overhead by multi-transport-block scheduling

in both the downlink and uplink

∗ Employing preconfigured resources in idle mode for uplink transmission, al-

lowing the device to avoid time-consuming RA process

∗ Improving the performance in terms of NR/LTE-MTC co-existence

– Providing higher efficiency in case of LTE-MTC standalone operation for cells only

providing LTE-MTC access

To sum up, significant efforts are being exerted in the standardization process of MTC. As

seen, both NB-IoT and LTE-MTC were introduced in Release-13 to provide support for low-

complexity, deep coverage, mass deployments of LTE IoT devices. Additional IoT support was

added in Release-14, such as positioning and multicast, and data rates to suit a broader range of

usages. Release-15 and Release-16 have enhanced the two technologies further by introducing

features that allow reduced signaling and control channel overhead for transmitting messages,

extensions to battery life, channel quality reporting to the network, and coexistence with NR.

In Release-17, it is proposed to add or enhance features which support the broadening use cases

for cellular IoT, address lessons drawn from deployments and trials, and support the long-term

life cycle of the two technologies [47].

It is worth mentioning that other non-cellular technologies either short-range or long-range

can also be utilized for the support of MTC. For instance, WiFi, Zigbee, and Bluetooth Low

Energy (BLE) are among the candidate short-range technologies [48]. These technologies are

cheap alternative with the ability to support low-power transmissions [27]. However, low rate,

limited coverage, lack of efficient backhaul, and severe interference due to operation over unli-

censed frequency bands are major obstacles that limit their widespread support for MTC [29].

For long-range technologies, LoRa and SigFox are among the strong candidates for non-cellular

MTC support [28, 48]. A comprehensive survey of different technologies to support MTC can

be found in [48, 49].
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2.3 Overview of Uplink Access Techniques for MTC

A major challenge for MTC support in cellular networks, is the conventional random access

(RA) mechanism of LTE networks. With massive number of connected MTC devices (MTDs),

an immense traffic is generated that leads to network overload or congestion. This situation

severely affects the QoS of the MTDs such that intolerable access delays, packet loss, or even

service interruption are encountered. Mainly, for efficient support of MTC access the developed

medium access control (MAC) protocols should satisfy certain requirements:

• Achieving high access success rate (throughput) to accommodate massive MTDs within

limited resources;

• Provisioning of QoS with a focus on low-latency and reliability requirements for certain

applications such as eHeath;

• Scalability with low energy consumption by means of controlling collisions;

• Implementing cost-effective design where efficient protocols are using simple, low-cost

hardware.

In this section, we give an overview of the conventional RA scheme of LTE, along with the

associated challenges of adopting it for mMTC. Moreover, we illustrate the proposed state-of-

the-art modifications applied to it to be adapted for mMTC. We discuss the shortcomings of

these proposals pointing out that with the new features of MTC the shift to new access tech-

niques is vital. In this regard, we discuss both grant-free access and fast uplink grant access

mechanisms. Following the same way, the associated challenges and the state-of-the-art pro-

posals studied the new schemes are reviewed and compared.

2.3.1 Grant-Based Random Access

2.3.1.1 Overview of the RA Process of LTE/LTE-A

In LTE/LTE-A networks, the random access (RA) procedure has two forms, contention-free

and contention-based. In contention free, the network assigns specific preambles to the user for

transmission. Usually, contention-free is used for access requests that require high probability

of success such as handover process. However, this procedure limits the scalability of the
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network [50]. For MTC, the focus is on the contention-based RA to be able to serve larger

number of devices. Generally, the RA procedure is used (i) for initial access request (ii) after

link failure (iii) to acquire uplink synchronization and (iv) during handover to another evolved

Node B (eNB). This RA procedure is allowed only during specific periods called RA slots. It

also has dedicated uplink resources that are divided between two channels namely, physical

random access channel (PRACH), and physical uplink shared channel (PUSCH). Initially, the

eNB broadcasts the preambles available for contention. Afterwards, the contention-based RA

process, which is a 4-step handshaking between the user equipment (UE) and the eNB, proceeds

as follows [51], [52]:

1. RA preamble transmission: each UE randomly selects one preamble and transmits it

using the PRACH on the next RA slot.

2. Random access response (RAR): the eNB detects the active preambles and respond

to each successfully decoded preamble by a RAR message via the physical downlink

shared channel (PDSCH). The RAR message includes RA preamble ID, synchronization

information, uplink resource grant, among others.

3. Connection request: the UEs that successfully received RAR messages can determine

the allocated uplink resources (i.e. PUSCH) and use these resources for access request

transmission. The failed UEs should reattempt later.

4. Contention resolution: the eNB acknowledges the reception of successfully decoded

messages from step 3. Successful UEs then proceed onto data transmission. The collided

UEs that do not receive the contention resolution message are failed. They should backoff

and reattempt later.

During the first step, multiple UEs could select the same preamble and transmit it. In this

case, collision occurs that is usually not detected by the eNB at the second step. Hence, the RAR

message is sent, the collided UEs transmit at the same PUSCH, and the resource is wasted. In

different scenarios, it could be assumed that the eNB is able to detect one of the collided UEs

which is known as the capture effect [53]. Commonly, the capture effect is neglected and non

of the collided UEs succeed [6]. Regarding the collision detection, some proposals assumed

that the eNB can detect the preamble collision at step 2, and thus the RAR message will not

be sent [6, 54]. However, this cannot be guaranteed, especially when the collided UEs are at
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Figure 2.2: Grant-based RA process, after completing the 4-way handshaking of RA the data transmission phase

starts.

the same distance from the eNB [55]. Hence, the eNB would transmit the RAR message and

the UEs use the same PUSCH resource to transmit their requests. The collision is detected at

step 3 where the uplink resources are wasted [34, 56]. Figure 2.2 illustrates the signaling of the

grant-based RA process.

2.3.1.2 Challenges of RA with MTC

The efficient management of the RA process to support mMTC is known to be a challenging

task. The RA resources are strictly limited as compared to the enormous number of MTC

devices (MTDs) in massive networks. With bursty MTC traffic where large number of MTDs

are activated simultaneously or within small period of time, network congestion and increased

collisions are expected. Consequently, the MTDs suffer from excessive access delay, packet

loss, and even service interruption. In addition, the large signaling overhead of the 4-way RA

process is generally impractical especially with MTDs with small payloads. Both collisions

and signaling overhead are sources of high energy consumption which is improper for energy-

constrained MTDs [57]. It is worth mentioning that, the uplink resources reserved for the

RA process are divided between the PRACH and the PUSCH. This further limits the success

opportunities of the MTDs and could result in access blockage due to shortage in the PUSCH

resources even if the preamble transmission was successful. Hence, the optimum division of
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the RA resources is another challenge.

2.3.1.3 State-of-the-Art Proposals for RA with MTC

Formerly, the 3GPP identified this RA process as a key area of improvement for MTC support.

In this regard, the 3GPP specified a number of candidate solutions to enhance the performance

of PRACH in overload situations. The major idea behind these schemes is to limit the contention

among the MTDs as follows [6]:

• Access class barring (ACB) scheme: This scheme depends on defining an access prob-

ability (AP) and access class (AC) barring time broadcasted by the eNB to the MTC de-

vices. Then, each device before initiating a random access draws a random number from

the interval [0, 1], known as ACB factor. If the picked ACB factor is less than AP, it will

proceed to the random access. Otherwise, the device is barred for the AC barring duration.

The ACB scheme was then modified to allow for several access classes where different

access probabilities could be assigned to different classes of MTC devices. Furthermore,

an extended access barring (EAB) scheme has been proposed to allow the network to re-

strict the access of certain delay-tolerant devices that are configured for EAB in overload

situations. Hence, no need to define any new access classes.

• Separate RACH resources for MTC: In this scheme, separate RACH resources are

assigned to H2H UEs and M2M devices such that the performance of H2H UEs is not

degraded. This separation could be done either in the preamble domain or by assigning

different RA slots to H2H and M2M users.

• Dynamic allocation of RACH resources: In this scheme, the eNB dynamically allocates

the RACH resources to the MTC devices according to the load conditions. For instance,

the frequency of the RA slots per frame can be increased in overload situations. However,

there is a trade-off between the number of PRACH resources and the resources available

for data transmission. Hence, the allocation of the resources should be efficiently opti-

mized to improve the overall performance.

• Backoff scheme: This scheme is used to delay the random access reattempts of the users.

Usually, the backoff time of H2H UEs is less than that of MTC devices. This scheme can

improve the congestion in low overload situation, but not as effective in heavy overload

situations.
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• Slotted access: In this scheme, the eNB broadcasts an RA-cycle which is an integer

multiple of a radio frame [32]. Depending on the RA-cycle and the device ID, an MTC

device determines its allocated RA slot. The MTC devices can only access the network

during their dedicated slots. A collision occurs when the number of MTC devices in a

cell is larger than the number of unique access slots such that multiple devices share the

same slot for network access.

• Pull-based scheme: If an MTC server is aware of when the MTC devices have data to

transmit, it can inform the eNB. Hence, the eNB sends paging messages to the MTC

devices. Upon receiving a paging message, the MTC device initiates the random access

procedure. The eNB can control the number of paged devices according to the overload

situation, resources availability, and load conditions. However, this scheme incorporates

extra control signaling.

Afterwards, several proposals were introduced to adapt the RA process such that MTC con-

gestion is mitigated (e.g. [51]). The majority of the proposals adopt one of two approaches.

The first is to regulate the number of contending MTDs according to the available resources.

ACB techniques and MTDs grouping are examples of this approach [51]. For optimal ACB,

the barring factor is dynamically adapted based on the load conditions. Variants of ACB that

allow two-stage contention, or multiple-class ACB based on the MTDs’ priority and QoS re-

quirements were proposed. Also, grouping can deal with congestion and reduce the signaling

overhead. Generally, the MTDs are grouped based on their QoS requirements, application type,

or location.

The second approach is to adapt the RA resources according to load conditions. This can be

done by changing the PRACH configuration to allow more RA slots, or spatial grouping such

that the same preambles are used by MTDs that are far apart [58]. Moreover, the use of multiple-

RAR techniques, and virtual preambles can increase the access success probability since the

eNB becomes able to identify the collided MTDs and assign them different resources [59].

Other than mitigating the congestion, the 3GPP took also the direction of optimizing the

RA procedure itself for the new radio (NR) to support different preamble formats (short/long).

Moreover, to accommodate the small amount of MTC data, instead of transmitting access re-

quest on step 3 of the RA process, fast data transmission can be adopted [56]. While all the

aforementioned improvements help the accommodation of MTC in cellular networks, these

might not be enough. This is because MTC has totally different features and requirements from
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HTC. This renders the lengthy RA process, originally designed for HTC, improper to be used

with massive MTDs with sporadic traffic.

2.3.2 Grant-Free / Uncoordinated Access

Given that the aforementioned RA process is followed by a grant-based data transmission, the

need for reducing the signaling overhead and delay becomes mandatory. In this regard, the

3GPP took stepwise proposals to uplink grant-free transmission for new radio (NR) [60]. Par-

ticularly, although RACH-based and uplink-grant based orthogonal multiple access (OMA) is

considered as the baseline for NR, the 3GPP recommends the investigation of grant-free scheme

whether RACH-based or RA-less such that the reduction of overhead and delay can be achieved.

In this section, we reflect the focus of the literature on RACH-less grant-free scheme. For sim-

plicity, we refer to it as grant-free.

2.3.2.1 Overview of RACH-less Grant Free

In grant-free schemes, the active MTDs transmit directly to the base station (BS) without send-

ing a grant request or going through the RA process [14]. This is more suitable for mMTC with

short packets where expensive RA signaling cannot be afforded. The transmitted packet may

contain metadata in addition to the actual data [52]. The metadata (i.e. pilot) contains pream-

ble to facilitate device-activity detection and channel estimation. While minimal overhead is

attained, one major drawback is the collisions that occur when multiple MTDs select the same

uplink resource. In few scenarios this can be handled relying on retransmissions or adjusting

the amount of the resources [60]. Figure 2.3 depicts the signaling of grant-free access.

2.3.2.2 Challenges of Grant Free

With mMTC, the lack of coordination inherited in grant-free schemes results in tremendous

amount of collisions due to the limited resources for massive number of MTDs. Hence, more

sophisticated solutions rather than retransmissions are needed to handle the collisions. Blind

detection of the received data at the BS is another major challenge to apply grant-free schemes

[14]. The reason is that the BS has no prior knowledge about the set of active users and their

respective channel conditions. Thus, grant-free scheme requires the BS to perform active user

detection, channel estimation and data recovery either jointly or separately. Another challenge

is the synchronization among the MTDs due to omitting the RA process.
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Figure 2.3: RACH-less grant-free access scheme where data is transmitted directly without grant, preambles and

control may be combined with data.

2.3.2.3 State-of-the-Art Proposals for Grant Free

As indicated before collisions are a major obstacle such that grant-free scheme cannot stand

alone to support mMTC. In literature, two approaches have been adopted to solve this problem.

The first is to apply non-orthogonal multiple access (NOMA) for MTDs to share the limited

resources with the cost of an increased receiver complexity. Usually NOMA is used with co-

ordinated access where the BS has full information about the users which is clearly not the

case with grant-free access. In [61], a distributed layered grant-free NOMA framework was

proposed such that the cell is divided into layers with different power levels, and only devices

of different layers could share the same resource without collisions. In this scheme, the MTDs

can decide their own uplink channel and power level without the BS assistance. To further

reduce collisions, enhanced access barring (EAB) was applied. A comprehensive survey of

NOMA-assisted grant-free proposals can be found in [14]. The authors in [14] also refer to a

number of potential solutions for the synchronization problem such as utilizing the downlink

synchronization by the MTDs to adjust the uplink timing.

The second approach to overcome the increased collisions is to apply massive multiple-input

multiple-output (MIMO) to exploit the spatial degrees of freedom in limiting the contention.

In [52], the device activity detection problem of the grant-free scheme was studied with a focus
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Figure 2.4: Fast uplink grant access where multiple MTDs are scheduled at once

on advanced compressed sensing techniques. The authors argued that massive MIMO can boost

the device-activity detection accuracy remarkably for massive IoT connectivity. In grant-free

access literature, it was noted that one common assumption is usually adopted to facilitate the

tasks of active user identification, channel estimation and data detection. Although mMTC has

massive number of MTDs, it is assumed that usually a small (unknown) subset of them is active

at any given instant (e.g., see [52] and references therein).

2.3.3 Fast Uplink Grant

2.3.3.1 Overview of Fast Uplink Grant

In fast uplink grant, MTDs no longer need RA. Instead, the BS allocates the uplink grants proac-

tively to the MTDs without receiving any scheduling requests [15]. Hence, both large signaling

overhead and collisions are avoided. Particularly, with fast uplink grant the BS performs one

level of signaling and the uplink grant for the entire system can be sent in one message which

significantly decreases the signaling overhead. Moreover, by eliminating collisions, energy-

constrained MTDs can save significant energy. Also, larger number of MTDs can be supported

by utilizing the whole RA resources for uplink grant without dividing them for PRACH. Fig-

ure 2.4 shows the procedure of fast uplink grant scheme.
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2.3.3.2 Challenges of Fast Uplink Grant

The major challenge of adopting fast grant is the selection of the scheduled MTDs [15]. The

aforementioned promising gains of fast uplink grant come with the risk of wasting the granted

resources if the scheduled MTD has no data for transmission (i.e. inactive). Additionally, a

serious latency and reliability problem can occur if the MTDs wait for the grants more than

their maximum tolerable delays. Consequently, the packets are dropped. This selection pro-

cess requires the BS to predict the set of active MTDs at each time slot to avoid wasting the

resources. Moreover, the granted resources should go to the optimal MTDs according to each

network requirements. Specifically, the QoS requirements of the MTDs should be taken into

consideration such that both latency and reliability can be guaranteed.

2.3.3.3 State-of-the-Art Proposals for Fast Uplink Grant

The employment of fast grant in tackling the access problems of mMTC is relatively recent.

Thus, the state-of-the-art proposals studying this scheme are limited. In [15], the authors pro-

posed a two-stage algorithm that shed light on some mathematical and machine learning tools

that can be useful in source traffic prediction of the MTDs whether periodic or event-driven traf-

fic. Moreover, they suggested to utilize multi-armed-bandit (MAB) learning or deep learning to

solve the optimal scheduling of the MTDs.

With mMTC, to optimally schedule the MTDs, enormous information should be gathered

by the BS related to the MTDs’ QoS and channel state information (CSI) which is unrealistic.

In a later work [62], MAB-based fast grant scheduling of MTDs was proposed. Particularly, the

MTDs have rewards that depend on a weighted combination of the different QoS requirements.

Therefore, the BS learns over time to select the MTDs such that the cumulative system reward

is maximized. Although this technique gives promising results, it has a major problem that is

its performance is dependent on the accuracy of the traffic prediction scheme. Knowing that

the prediction becomes more sophisticated as the number of MTDs increases, it is encouraged

to mitigate the effect of traffic prediction accuracy on the scheduling performance. Table 2.2

provides a comparative summary between all the reviewed uplink access schemes for MTC.
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Table 2.2: Comparison between the reviewed access techniques for MTC

Constraint Forms RA Grant-Based Grant Free Fast Uplink Grant

Motivations

• Compatible to

LTE/LTE-A networks

• Simple and distributed

• Minimal signaling

overhead

• Suitable for short-

packet transmission

• Large signaling over-

head and collisions

avoidance

• Single grant message

for entire system

Limitations and Challenges

• Congestion with mas-

sive access

• Increased collisions

and high signaling

overhead

• Wastage of resources

and energy

• Division of limited

uplink resources

between PRACH and

PUSCH

• Lack of coordination

results in increased

collisions

• Blind data detection

• Active MTDs identifi-

cation

• Channel estimation

• Uplink synchroniza-

tion

• Source traffic predic-

tion

• Optimal scheduled

MTDs based on their

QoS

Solution Approaches

• MTDs traffic regula-

tion to match the re-

sources

• RA resources adapta-

tion according to load

conditions

• optimizing RA

process to support

long/short preambles

• NOMA or massive

MIMO for collisions

• Compressed sens-

ing for active user

identification

• ML and MTDs’ sig-

nal sparsity for activ-

ity/data detection

• Utilizing downlink

synchronization for

uplink

• ML techniques to

limit information

exchange

Common Assumptions

• Negligible capture ef-

fect

• Collision detection at

step 3

• Fast data transmission

at step 3

• RACH-less

• Small unknown por-

tion of active MTDs

(sparsity)

• the BS employs high-

accuracy source traffic

predictor

References [6, 51, 58, 59] [14, 52, 60, 61] [15, 62]

2.4 Non-Orthogonal Multiple Access (NOMA)

In the past decades, orthogonal multiple access (OMA) schemes such as frequency-division

multiple access (FDMA), time-division multiple access (TDMA), code-division multiple access

(CDMA), and orthogonal frequency-division multiple access (OFDMA) have been employed

for wireless networks [16]. In such OMA schemes, there is no interference among the users

allocated the orthogonal resources. This facilitates the separation of the users’ signals using rel-
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atively low-complexity, cost-efficient detectors. However, OMA upper bounds the number of

supported users by the available number of orthogonal resources. For multiuser systems, it has

been theoretically proven that OMA cannot always attain the maximum sum rate [63]. In addi-

tion, the orthogonality among the users allocated different resources is vulnerable to distortion

due to channel impairments [16]. Also, a single user served solely on each orthogonal resource

block (RB) significantly affects the spectral efficiency. For instance, consider the case when it

is inevitable to serve a user with poor channel conditions due to fairness or priority issues. In

this case, the scarce resources allocated solely to this user is underutilized. Alternatively, al-

lowing multiple users to concurrently share the orthogonal resources, known as non-orthogonal

multiple access (NOMA), can boost both the spectrum utilization and system throughput.

NOMA is a promising technology for supporting the heterogeneous services of 5G wireless

networks and beyond [11]. The key idea of NOMA is to support a number of users that exceeds

the number of available orthogonal resources. Particularly, NOMA adds an extra dimension

such that multiple users can transmit on the same frequency-time resource using different power

levels or codes, referred to as power-domain (PD), and code-domain (CD) NOMA, respec-

tively [11, 16]. Consequently, the spectrum utilization, network sum rate, and fairness among

the users are all enhanced. However, these promising gains come at the expense of increased

complexity of the receiver that employs sophisticated inter-user interference cancellation tech-

niques to separate the superimposed signals. In the same context, the set of users that share the

same orthogonal resource using NOMA is known as a NOMA cluster [28]. Thus, the complex-

ity of the receiver increases with the increase of the size of the NOMA cluster (i.e. polynomial

or exponential complexity increase) [16]. Joint decoding and successive interference cancella-

tion (SIC) are among the well-known decoding techniques for NOMA systems [64].

2.4.1 Downlink NOMA

In downlink NOMA, two or more users are being served by the associated BS on the same

orthogonal resource. In this case, the superposed signal transmitted by the BS to the ith user of

an N-sized NOMA cluster is formulated as [65]:

yi =
N
∑

n=1

hisnxn + wi (2.1)

28



where n ∈ [1, N ] is the user index within the NOMA cluster. hi is the complex channel coeffi-

cient between the BS and user i, and xn is the signal transmitted to user n such that E[|xn|
2] = 1.

Also, sn is a NOMA-dependent parameter that represents the power allocation, or the spreading

sequence assigned to user n whether multiplexing is done in power or code domain, respec-

tively. wi is the noise at the receiver of user i including inter-cell interference with power

spectral density N0,i.

In [65], the authors showed the superiority of NOMA in achieving the multi-user capacity

region as compared to OMA. Without loss of generality, the authors considered a 2-user PD-

NOMA scenario where SIC is implemented at the receiver side. Hence, the user with better

channel conditions employs SIC to eliminate the message intended for the other user before

decoding its own. Based on that, the achievable rates of the two users are expressed as follows:

R1 = log2(1 +
P1|h1|2

N0,1
) (2.2)

R2 = log2(1 +
P2|h2|2

P1|h2|2+N0,2
) (2.3)

where user 1 is assumed to be the one with better channel conditions with P1 allocated power.

Also, P2 is the power allocation for user 2 with poor channel conditions. Figure 2.5 from [65]

depicts the capacity regions for the cases of symmetric and asymmetric channels, respectively.

In symmetric channels, the signal-to-noise ratios (SNRs) of the two users are the same, whereas

they are different in the asymmetric case. As seen, in the symmetric case the throughput region

is identical for both OMA and NOMA. In contrast, the throughput region of NOMA with SIC

is much wider than that for OMA in the asymmetric case. It shall be noted that the power split

plays a significant role in the achievable rates of the users.

2.4.2 Uplink NOMA

In uplink NOMA, multiple users transmit concurrently on the same frequency resource to the

BS. Hence, the received signal at the BS is expressed as:

y =
N
∑

n=1

hnsnxn + w (2.4)

where n ∈ [1, N ] is the user index within the NOMA cluster of size N . hn is the complex

channel coefficient between the BS and user n, and xn is the transmitted signal of user n such
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Figure 2.5: Throughput (capacity) region in downlink [65]

that E[|xn|
2] = 1. Also, sn is a NOMA-dependent parameter that represents the transmission

power, or the spreading sequence of user n whether multiplexing is done in power or code

domain, respectively. w is the noise at the BS including inter-cell interference with power

spectral density N0.

From an information theoretic perspective, a comparison between the capacity regions of

both OMA and NOMA for 2-user case with SIC was conducted in [65]. Applying PD-NOMA,

the BS first decodes the signal having higher received power while treating the signal of the

other user as interference. Then, eliminates the decoded signal and decodes the lower-power

signal. Hence, the achievable rates of the two users are expressed as follows:

R1 = log2(1 +
P1|h1|2

P2|h2|2+N0
) (2.5)

R2 = log2(1 +
P2|h2|2

N0
) (2.6)

where user 1 is assumed to be the one whose received power is the highest at the BS, with

transmission power P1. Also, P2 is the transmission power of user 2. Figure 2.6 illustrates the

capacity regions for the cases of symmetric and asymmetric channels, respectively. The figure

shows that NOMA is capable of achieving the uplink capacity region where the different points

are dependent on the users decoding order. In contrast, OMA is shown to be suboptimal in

general for both symmetric and asymmetric channels, except for one point. However, in asym-
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Figure 2.6: Throughput (capacity) region in uplink [65]

metric case, this optimal point suffers from sever fairness problem where most of the bandwidth

is allocated to the user with better channel conditions to attain the maximum throughput. The

results of both downlink and uplink capacity regions imply that NOMA has the potential to

attain better balance between system efficiency and fairness.

2.4.3 Power-Domain NOMA

In power-domain (PD) NOMA, multiple access is realized by allocating different power levels

to each NOMA user sharing the same orthogonal resource. The power allocation mainly de-

pends on the channel gains of the users such that distinction can be attained at the receiver. At

the receiver side, the power difference is utilized in distinguishing the signals of the superim-

posed users whereas SIC is commonly used. According to the received signal-to-interference-

plus-noise ratio (SINR), SIC is carried out at a descending order. Particularly, the SIC receiver

decodes the strongest signal while treating all other weaker signals as interference. Then, the

successfully decoded signal is subtracted and the process is repeated until all the superimposed

messages are decoded [64].

As mentioned, in the downlink, the power split is crucial for the achievable rates of the users.

In order to maximize the network throughput, higher power should be allocated to the users with

better channel conditions. However, this increases the risk of outage encountered by the users
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Figure 2.7: Basic 2-user PD-NOMA with SIC in both downlink (upper) and uplink (lower)

having poor channel conditions. To approach fairness, the power allocation should be inversely

proportional to the channel gains [11]. In uplink, the transmission powers should be allocated

based on the the users’ channel conditions keeping in mind that an enhanced performance gain

can be attained by clustering more distinctive users. Figure 2.7 clarifies the basic PD-NOMA

scheme for 2-users with SIC decoder. For uplink NOMA, we assume that the decoding is done

for the user with better channel conditions first. Otherwise, the user with poor channel condi-

tions would need significant amount of transmission power to compensate the severe channel

attenuation [66].

PD-NOMA has a number of related challenges. In particular, the clustering of the users

(referred to as pairing for 2-user NOMA) is a major challenge. The users clustering refers to

the decision on which users should share the same resource. This can be done based on differ-

ent metrics such as distances, channel conditions, level of sensed interference, and users’ QoS

requirements [28]. Generally, the optimal NOMA clustering is not an easy-to-solve problem

that requires exhaustive search [67]. Particularly, for each user, one needs to find all possible

combinations of user grouping. Consequently, it may not be practical specially for systems with

large number of users [68]. Therefore, heuristic low-complexity solutions are usually used to

solve the problem. Alternatively, game theory [69], matching theory [70, 71], and relaxed op-

timization approaches were employed to solve the problem [67]. Also, the SIC decoding order

of the clustered users is another challenge that affects the NOMA performance [72]. In litera-
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ture, several works adopted PD-NOMA schemes. For instance, the 3GPP considered NOMA

schemes under the name of multi-user superposition transmission (MUST) in Release 13 [73].

In [74], a multi-cell NOMA-based wireless system was studied considering both uplink and

downlink directions. Particularly, the authors developed an analytical framework to asses the

outage probability and the achievable rates of the system. In [75], the optimal power allocation

as well as the max-min achievable rates of two and three user cooperative NOMA schemes were

investigated. It is worth pointing that user-cooperative PD-NOMA systems allows the strong

user that decodes the weaker users’ signals, to act as a relay to enhance the data rates of the

weak users.

An essential variant of PD-NOMA referred to as cognitive radio (CR) NOMA was provided

in literature [11]. Unlike the conventional NOMA case, CR-NOMA strictly ensures that the

QoS of some or all of the NOMA users are met. In other words, in CR-NOMA, NOMA is

considered as special case of cognitive radio where the power allocation is done based on the

predefined QoS requirements of the users. In [76], the authors applied CR-NOMA in a 2-

user downlink network where the user with poor channel conditions was considered as the

primary user that has predefined rate requirements. Thus, the power allocation is done to achieve

this requirement where most of the power is gone to this poor user. The remaining power, if

any, is allocated to the other user. The rational behind this strategy is to allow other users to

share the spectrum with the poor user (i.e primary) that must be served for priority, or fairness

issues. This definitely brings considerable gains as compared to OMA in terms of sum rates and

spectrum efficiency. In [66], a generalized power allocation framework for both the downlink

and uplink of CR-NOMA networks is studied. The objective is to meet all the users QoS

requirements in a more flexible manner to realize different tradeoffs between users’ fairness

and system throughput. A different perspective of CR-NOMA can be found in [77] where

a NOMA-based secondary network is assumed to operate with an existing primary network.

In this regard, CR-NOMA aims to achieve enhanced utilization of the available spectrum. A

comprehensive survey of works applied this CR-NOMA perspective can be found in [67].

2.4.4 Code-Domain NOMA

In code-domain (CD) NOMA, different users are multiplexed at the same frequency-time re-

source by allocating them different spreading sequences. Unlike CDMA, the spreading se-

quences of CD-NOMA are restricted to low-density (sparse) sequences or non-orthogonal se-
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quences with low cross-correlation [16]. A major difference between PD-NOMA and CD-

NOMA is that CD-NOMA can achieve a spreading gain and shaping gain at the cost of more

consumed bandwidth [16, 74].

Several techniques are within the frame of CD-NOMA including low-density spreading

CDMA (LDS-CDMA), LDS-orthogonal frequency division Multiplexing (LDS-OFDM), sparse

code multiple access (SCMA), multi-user shared access (MUSA), and SIC Aided Multiple Ac-

cess (SAMA), among others [78, 79]. For instance, the key idea behind LDS-CDMA is to

employ sparse spreading sequences instead of their dense counterparts used in the conventional

CDMA [80]. Thus, with proper design of the spreading sequences, interference can be effi-

ciently mitigated among multiple users. This allows the multiplexing of more users whereas a

message passing algorithm (MPA) can be used to realize multiple users detection (MUD) at the

receiver side [78]. On the other hand, SCMA is an enhanced version of LDS-CDMA that is

capable of achieving an improved average symbol energy known as shaping gain [81]. A recent

comparative study between SCMA and dense code multiple access (DCMA) that can be differ-

entiated in terms of their codebooks having sparsity or not, can be found in [79]. In MUSA,

each user randomly pick a sequence from an available pool of spreading sequences [82]. Since

different spreading sequences may be used for different symbols for the same user, a perfor-

mance boost can be achieved via interference averaging [78]. At the receiver, codeword-level

SIC is used to separate data from different users.

2.4.5 NOMA for MTC

Having the ability to accommodate higher number of users than the available resources, NOMA

has a great potential in supporting the massive connectivity requirement of MTC while boost-

ing the spectral efficiency. By allowing multiple MTDs to simultaneously share the same uplink

resource either in code or power domain, the access latency can be significantly reduced. How-

ever, this comes with the cost of increased receiver complexity to perform inter-user interference

cancellation. Fortunately, for uplink NOMA such complex receiver is deployed at the BS which

is desirable for low-cost MTDs with mostly-uplink traffic. However, one has to keep in mind,

that downlink NOMA with MTC is interpreted as an additional complexity at the MTC devices.

This certainly would be challenging such that the MTC devices with limited computational

capabilities can perform SIC, for instance.

Efficient NOMA requires the design of advanced pairing and power allocation techniques, as
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well as powerful channel coding schemes to ease the decoding task [12,16]. Usually, this is done

with the help of the BS which has full information about the users. However, for mMTC gath-

ering such information from massive number of MTDs is impractical. For instance, consider a

typical MTC network with N MTDs and M time-frequency resources such that M << N . An

optimal user pairing algorithm requires the gathering of NM channel coefficients, as well as

the QoS requirements of the N users, if any [12]. Such huge amount of information exchange

renders the whole system impractical, specifically with grant-free access which is uncoordi-

nated by nature. This poses the challenge of the efficient design of the contention units used

by the MTDs for transmissions, in addition to the ability to resolve the collisions among the

multiplexed MTDs. In fast-uplink grant, NOMA is promising such that the grant is assigned to

multiple MTDs simultaneously. Consequently, the probability of wasting the resources assigned

to inactive MTDs could be decreased. However, distributed low-complexity NOMA techniques

are also needed to avoid any excessive overhead for information exchange between the MTDs

and the BS.

With the high demand of massive connectivity, determining the size of a NOMA cluster is

a critical challenge [28]. Specifically, increasing the cluster size allows for higher number of

supported devices. However, the efficient decoding of the superimposed signals forces practical

constraints on the power level differences in PD-NOMA or the codebook size in CD-NOMA.

In addition, the increased cluster size would badly affect the latency requirements, specially for

URLLC MTDs. This is because the decoding process will be time consuming to effectively

decode large number of superimposed signals. Furthermore, the NOMA receivers complexity

increases dramatically with the high increase in the cluster size [78]. Particularly, the SIC-

based receiver complexity is O(K3), where K is the number of users. This complexity is even

much lower than that of the optimal maximum likelihood (ML) detection, whose complexity

O(|❳|K), where |❳| is the cardinality of the constellation set ❳. For the MPA-based receiver

used in CD-NOMA, the complexity is O(|❳|w), where w is the maximum number of non-

zero signals superimposed in each chip or subcarrier. Finally, it is worth noting that SIC-based

receivers suffers from error propagation, that is more critical when the number of users is suf-

ficiently high. This error propagation means that if the receiver fails to decode certain signal,

its interference affects the decoding probability of all remaining signals that should be decoded

sequentially. However, some advanced user pairing and power allocation methods, as well as

powerful channel coding schemes can be used for reducing the error probability [16]. Keeping
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in mind the aforementioned complexity of the NOMA receivers, it is important to control the

number of MTDs sharing the same resource to strike balance between system performance and

complexity.

2.5 Opportunistic Splitting Algorithm for Wireless Networks

The opportunistic splitting algorithm (OSA) is a distributed medium access control (MAC) pro-

tocol originally introduced for resolving collisions of uplink multi-user systems over a sequence

of mini-slots [83]. A splitting algorithm is a tree-like mechanism that divides the users involved

in a collision into several subsets. Then, only the user(s) in one of the subsets will transmit

at the next time slot. Consequently, the probability of collision is reduced. Unlike traditional

splitting algorithms, the main objective of OSA is not only resolving collisions, but also finding

the user with the best channel gain to be granted access to the contention resource. Therefore,

the system’s throughput is improved approaching the optimal value as the channel coherence

time increases. It shall be emphasized that being “distributed” means that is no need for all

users to transmit their channel conditions to a centralized controller (e.g. BS). Instead, each

user is assumed to have only knowledge of its own channel conditions, and no knowledge of

other users’ channels. Hence, the transmission decision is made by each user using its local

information.

In our work, we employ a modified version of OSA for resolving collisions among different

contending MTDs in an MTC network. In the following, a more in-depth description about the

original OSA [83] is given as a background.

OSA Description

The idea behind the OSA is to set two thresholds Hl and Hh and allow only the users whose

channel gains are in this range to transmit [83]. It should be noted that both thresholds Hl

and Hh can be calculated in a distributed manner. Also, the time slot is divided to a number

of mini-slots. Each transmitter receives a feedback packet at the end of each mini-slot. This

feedback packet has one of three possible values “0”, “1” or “e” corresponding to idle, success

or collision. According to the received feedback, the action in the next mini-slot is determined.

In case of success, which means that only the best user transmitted in the mini-slot, this winner

user transmits until the end of the current time slot. In collision or idle cases the transmitters
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Figure 2.8: Opportunistic splitting algorithm (OSA) procedure in collision case [84]

will adjust the thresholds and continue the algorithm until either a success occurs or the time

slot ends. The thresholds updating step is based on two functions which are the lower and split

functions. These functions are chosen to minimize the number of mini-slots required to take the

decision. Define the complementary cumulative distribution function (CCDF) of the channel

gains as FH(.) and the number of users running the algorithm and competing over the spectrum

as η. The two functions are calculated based on FH(.) and η as:

lower(Hl, η) =











F−1(F (Hl)(1−
1
η
) + 1

η
) if Hl > 0,

0 otherwise.

(2.7)

split(Hl, Hh) = F−1(
F (Hl) + F (Hh)

2
) (2.8)

Algorithm 1 provides pseudo-code that illustrates the procedure followed at each mini-slot

until the time slot ends or success occurs. It shall be noted that η is utilized for the initialization

of the threshold. Hence, it is assumed that η is known by each user. Figure 2.8 and Figure 2.9

illustrate the OSA procedures in collision case and the case if the first mini-slot is idle respec-

tively [84]. The key aspect of OSA is that the average number of mini-slots required to resolve

the collisions and find the user with best channel gain (i.e. take the decision) using OSA is

upper bounded by 2.5070 [83]. Generalized versions of OSA that can be applied to a heteroge-

neous network, where the channel gains of different users are still independent, but may not be

identically distributed can be found in [85, 86].
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Algorithm 1 Pseudo-code for OSA

Initialize: Hll = 0 , Hl = F−1( 1
η
) , Hh = ∞

if Hl ≤ |h| < Hh then Transmit

end if

Receive feedback ∈ (0, 1, e)
if feedback = e then

Hll = Hl

Hl = split(Hl, Hh)
else if feedback = 0

Hh = Hl

if Hll 6= 0 then ⊲ collision before

Hl = split(Hll, Hh)
else

Hl = lower(Hl, η)
end if

end if

Hh  Hl 

Hl 

Hll 

Hll 

      Idle      

i=2

i=1

 success

 Hh  

Figure 2.9: Opportunistic splitting algorithm (OSA) procedure if the first mini-slot is idle [84]

2.6 Machine Learning for MTC

In wireless networks, understanding the context of the surrounding environment can effectively

facilitate the development of efficient communication protocols while taking optimized deci-

sions [1]. These context information could be related to users activities, QoS requirements,

battery levels of the devices, links quality, among others. However, gathering this information

could be a challenging tasks in certain communication networks. This is a typical situation of

mMTC where gathering all the needed information for performance optimization from massive

number of MTDs at the BS is almost impossible. In such environment, machine learning (ML)

techniques can prove their superiority. Indeed, ML techniques can be useful in environments

where no or limited prior information is available and actions or decisions are needed. In par-

ticular, ML are suitable for problems that are too complex to be modeled but have the hidden

patterns which can be explored with the assistance of ML [1].
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ML techniques were utilized to handle massive access considering both grant-based [1], and

grant-free schemes [14]. In [15], the authors indicated a number of potential ML techniques to

handle fast uplink grant challenges related to source traffic prediction and optimal schedul-

ing of the MTDs. Applying ML techniques with IoT has a number of associated challenges

among which the computation complexity of ML techniques along with the low capabilities of

MTDs [1]. Moreover, learning time should be kept as small as possible to be able to support

low-latency applications such as eHealth. Based on that ML algorithms should be carefully

implemented to comply with MTC unique features and requirements including heterogeneity,

and resource constraints. It is worth mentioning that Q-Learning is a simple, model-free rein-

forcement learning technique that is suitable for low-cost MTDs and hence it was widely used

with IoT (e.g. see [1], [87]- [89]). It is also worth pointing that deploying MTDs with artificial

intelligent (AI) capabilities such that the devices can learn, infer, and adapt to the environment

can effectively boost the performance. However, this comes at the expense of increased cost

and computational capabilities of the MTDs.

Reinforcement learning (RL) is a machine learning technique that mimics the fundamental

way in which humans learn [90]. Particularly, the learning agent evolves by interacting with

the environment through observing it, taking actions and receiving immediate reward feedback.

The major goal of the agent is to select actions that maximize cumulative future rewards. RL

could also be seen as a trial-and-error technique where an action is decided through learning

the system behavior in a given environment [88]. Q-learning is a simplified model of RL that

maps situations to actions to maximize a reward. A value function Q(a, s) measures the ex-

pected reward from taking certain action, a, being at certain state, s. In literature, different

works applied Q-learning techniques to solve the RAN overload problem of mMTC. In [88], a

Q-learning RACH (QL-RACH) access scheme was introduced to intelligently assign the access

slots to the MTDs sharing the resources with the existing H2H traffic. Furthermore, Q-learning

was employed to dynamically adapt the ACB factor in ACB scheme based on the load con-

ditions [91]. To attain further enhancement, the ACB factor adjustment is done with the help

of deep RL (DRL) [90]. In this scheme, an offline deep neural network phase is added to the

online reinforcement learning phase (i.e.Q-learning) where the devices’ QoS requirements were

considered. Other proposals utilized Q-learning for preambles division among M2M and H2H

traffic [92], or for load balancing via eNB selection [32].

In problems that acquire the best selection policies such as spectrum scheduling and best
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relay selections, multi-armed bandit (MAB) learning techniques were usually employed [93].

MAB is essentially an online reinforcement learning technique in which an agent interacts with

the environment and learns from its actions [94]. For upcoming 5G networks, efficient schedul-

ing along with full utilization of the spectrum is vital to guarantee the system performance

in terms of throughput, delay, and so on. For uncertain and highly competitive environment

(such as mMTC), the efficient development of dynamic spectrum access becomes more chal-

lenging. In wireless communications, MAB has been adopted for the mode selection, resource

allocation, neighbor discovery and selection problems in device-to-device (D2D) communica-

tions [95,96]. Additionally, MAB has been utilized for channel assignment in IoT networks [97]

as well as the joint channel selection and power allocation in NOMA [98]. For cognitive radio

networks (CRNs), opportunistic spectrum access was realized by integrating MAB and match-

ing theory [99, 100]. A comprehensive survey of MAB-based spectrum access mechanisms for

wireless networks could be found in [94].

In our proposed work, MAB learning is incorporated to enhance the spectrum access for

MTDs, specially in massive scenarios. Hence, in what follows, a brief background about the

formulation of MAB problems is provided.

Multi-Armed Bandit (MAB): Problem Formulation and Algorithms

MAB is a class of decision making problems introduced by machine learning the captures the

crucial tradeoff between exploration (acquiring new information) and exploitation (optimizing

based on the currently-available information) [101]. For instance, in MAB allocation problems,

a set of resources is available and it must be allocated to different competing units such that the

cumulative system gain is maximized. This allocation is done by a decision maker where the

properties of each choice (action) are only partially known at the time of allocation. Then, this

knowledge is enhanced as time passes and actions are taken which is basically a reinforcement

learning problem.

As indicated in [94, 102], in the most basic formulation, a bandit machine with K arms

is considered such that each arm, k, has a reward Xk(t) at time slot t. For simplicity, the

rewards could be assumed to be bounded in [0,1]. In the adversarial model one makes no other

restrictions on the sequence of rewards. In the stochastic model, the reward Xk(t) for each arm,

k, is assumed to be independently and identically drawn from unknown probability distribution,

νk [101]. Also, the mean reward of arm k is denoted by µk (i.e mean of the distribution νk),
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which is certainly unknown to the decision maker as well.

Generally, at each time slot, an agent plays an arm (action) and observes its associated

reward. The performance is usually evaluated in terms of the regret which is defined as the

loss for not playing optimally. In other words, the regret is the expected loss of reward due

to the fact the played arm may not be the best arm that could have been played due to the

lack of information (i.e hidden statistics). The main objective is to design a randomized policy

Π = π(1), . . . , π(T ) within time horizon T , where π(t) ∈ 1, 2, . . . , K denotes the played arm

at time slot t, such that the regret is minimized. Employing the policy Π up to time T , the

expected regret is defined by [103]:

❊RΠ,T = ❊

[

max
i=1,...,K

T
∑

t=1

Xi(t)−
T
∑

t=1

Xπ(t)(t)

]

, (2.9)

where ❊ denotes the expectation function that is taken with respect to the random draw of both

the rewards and the agent’s actions. Another notation for regret is referred to as the pseudo-

regret (or weak regret) is defined by [103]:

R̄Π,T = max
i=1,...,K

❊

[

T
∑

t=1

Xi(t)−
T
∑

t=1

Xπ(t)(t)

]

, (2.10)

where this formulation is a weaker notation of regret such that the achieved performance is

compared to the optimal one in expectation. More formally, one has R̄Π,T ≤ ❊RΠ,T .

To attain the regret minimization goal, the algorithms for MAB problems aim to capture the

crucial tradeoff between exploration and exploitation [94], [101]. In one hand, exploration en-

courages the acquiring of new information by trying out each arm to gain more knowledge about

its reward distribution for long-term benefit. On the other hand, exploitation recommends opti-

mizing the actions based on the current available information. Consequently, exploitation means

playing the “best” arm according to the current empirical estimates of the rewards to maximize

the immediate return. In this regard, one of the simplest and commonly-used strategies to solve

MAB problems is the ε-greedy algorithm [102]. Specifically, this algorithm employs an ex-

ploration parameter ε such that the decision maker selects a random arm with probability ε.

Otherwise, the arm that yields the highest expected reward is selected. Consequently, increas-

ing ε means increasing the exploration done by testing arbitrary arms that could lead to higher

regret and slow convergence. Additionally, since ε is constant, the agents continue to choose
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random arms even after convergence which leads to a linear increase in the regret function with

time [94]. In [98], an enhanced version of this algorithm, referred to as ε-decreasing has been

utilized, in which ε decreases with time. This allows the increase of the exploration parameter at

the beginning to explore the arms space. Then, the exploration parameter continuously shrinks

with time resulting in enhanced regret.

A major drawback of the aforementioned ε-based algorithms is that the exploration of the

arms is done in a purely randomized manner. Specifically, the algorithms do not take into

account the confidence intervals on the empirical estimates of the arms’ rewards [94]. This

knowledge is exploited by the upper confidence bound (UCB) algorithms [104]. In the seminal

UCB algorithm, an upper-bound for the expected reward is evaluated for each arm. This bound

depends on the previously gained rewards by selecting each arm, the total times it has been

selected till now, and some uncertainty factor. At each time slot, the UCB algorithm selects the

arm, π(t), that has the largest UCB index as follows [93]:

π(t) = argmax
k=1,...,K

X̄k(t) + ck(t) (2.11)

X̄k(t) =
1

Nk(t)

t
∑

s=1

Xk(s)✶[π(s) = k] (2.12)

where X̄k(t) is the empirical mean of the previous rewards of arm k up to time t. Also, Nk(t) is

the number of times the kth arm has been selected. ✶[.] is an indicator function that returns 1 is

its argument holds and 0 otherwise. The term ck(t) refers to the padding function that represents

the uncertainty of the calculated arms’ rewards. Hence, the padding function has higher values

for less selected arms. This padding function achieves the required tradeoff between exploration

and exploitation. This is done by allowing more exploration of arms with high UCB index due

to having high padding value (i.e. more uncertainty). In contrast, the more the arm is played,

the smaller its UCB index becomes due to the smaller values of the padding function. This

indicates that the empirical mean is closer to the real expected value of the arm. A standard

choice for the padding function is [104]:

ck(t) = B

√

φ log t

Nk(t)
(2.13)

whereB is an upper-bound on the rewards and is selected as the maximum value of the observed

reward through many trials of the algorithm. φ is a parameter that provides a tradeoff between
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exploration and exploitation. Particularly, larger values of φ result into a higher amount of

exploration. It shall be noted also that this choice for the padding function depends on the

number of times the arm was played Nk(t). This dependency also serves the exploration and

exploitation tradeoff by lowering the UCB values of the more selected arms. Using the UCB

algorithm, the expected regret can be upper-bounded by O(logT ) [94]. For the adversarial

MAB problems, another family of approaches referred to as exponential-weight algorithms can

also be used to solve the problem [102]- [103].

2.7 Summary

In this chapter, we gave the necessary background information related to the topics studied

in this thesis. First, an overview of the IoT along with M2M communications was given. In

this regard, we provided an overview of supporting technologies, as well as the main features

and challenges of M2M communications. We also shed light on some of the standardization

efforts made by the 3GPP for cellular MTC adaptation. Next, we provided an overview of

different uplink access techniques employed for MTC. This was also supported by a discussion

of the associated challenges and some of the state-of-the-art proposals for each access technique.

Moreover, NOMA technique was briefly surveyed showing its potential for supporting MTC

specially with massive access. Afterwards, we reviewed the OSA algorithm that is utilized in

our proposed work of chapters 3 and 4 for providing distributed access for massive MTC. We

also shed light on the potential of powerful ML tools to solve the problems inherited in the

different reviewed access techniques for mMTC. In chapters 5 and 6, we propose an uplink

access technique for MTC that employs the fast uplink grant scheme. In this regard, MAB

learning is employed to efficiently tackle the scheduling challenge, and hence a thoroughly

review of MAB learning was provided in this chapter.
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3. A Scalable Overload Control Algorithm

for Massive Access in M2M Networks

3.1 Introduction

With the emergence of Internet of Things (IoT) and its applications that are going to formulate

a paradigm shift in the wireless communications area in the near future, machine-to-machine

(M2M) communication has recently received special attention as the main platform for IoT [37].

M2M communication, also referred to as machine-type communication (MTC), provides auto-

mated data transmissions among machines with little or no human intervention. M2M commu-

nication has a great potential to be utilized in different fields and support different applications

such as eHealth, intelligent transportation systems, smart cities, and smart grids, among others.

The large-scale deployment of MTC devices is the main source of radio access network

(RAN) congestion and overload. Particularly, congestion occurs when enormous number of

MTC devices access the network simultaneously or even in small period of time. For in-

stance, this situation is likely to happen after power failure. As a result, the devices could

suffer from severe access delay, packet loss, and resource wastage which are all undesired for

energy-constrained MTC devices. Hence, efficient overload control mechanisms are essential

for successful operation of M2M networks. In literature, random access mechanisms are com-

monly adopted for MTC access and connection establishment. The reason is that random access

mechanisms are simple, flexible and could be done by the devices independently without cen-

tral coordinator [29]. Even though cellular networks are promising for supporting MTC, the

traditional random access (RA) protocols used in LTE-A are inefficient for MTC [105]. With

massive access, these protocols suffer from increased collisions that seriously degrade the net-

work performance. Several modifications were applied to improve the traditional LTE-A ran-

dom access performance. For instance, the 3GPP has identified a number of candidate overload
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solutions such as access class barring (ACB) scheme, backoff scheme, and pull-based scheme,

among others [6]. However, these proposals achieve limited enhancements and collisions re-

main the performance bottleneck for MTC.

In this chapter, we propose a network overload solution that is capable of overcoming the

increased collisions resulted from the RA schemes used in LTE-A. The proposed algorithm, re-

ferred to as M2M-OSA, is an extension of the opportunistic splitting algorithm (OSA) proposed

in [83], [86], adapted to M2M communications. The major idea of M2M-OSA is to allow the

active devices to draw random numbers and enter a competition for the available resources if

this number is between two prespecified thresholds. The M2M-OSA can handle large number

of users and allocate the resources among them with low overhead and delay in a distributed

manner. That is the major requirements of MTC networks (e.g. scalability, low overhead and

delay) are all satisfied with low complexity. Additionally, instead of just sending a request, the

algorithm allows for fast data transmission right after gaining access to the network which is

more suitable for the MTC devices with low data transmissions. Moreover, we devise a method

for the estimation of the number of active MTDs at each time slot. Finally, we discuss a number

of non-ideal situations that could be encountered in real-life deployment of the M2M network.

3.2 Related Works

In this section, we review several proposals that either applied modifications to or avoided the

4-way conventional RA while handling M2M massive access.

In LTE-A networks, two types of RA are known: contention-based and contention-free. In

the following, we focus on the contention-based RA procedure which is usually used with MTC

due to the enormous number of devices in the network. The UEs are allowed to perform RA

during specified periods called RA slots. Also, the resources dedicated by the eNB for the RA

process are divided between two channels, namely physical random access channel (PRACH)

and physical uplink shared channel (PUSCH). The contention-based RA procedure is a 4-step

handshaking starts by RA preamble transmission and is finalized by a contention resolution

message as detailed in Section 2.3.1.1. During the first step, multiple UEs can select the same

preamble and transmit it. Hence, collision occurs and the resource is wasted.

In overload situations, numerous number of MTC devices attempt to access the network

concurrently. This results in network congestion that leads to severe delay, packet loss and even
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service interruption. Efficient overload control mechanisms are needed to ensure the service

availability and meet the performance requirements. A number of candidate solutions have

been identified by the 3GPP such as ACB, backoff scheme, dynamic allocation of PRACH re-

sources, separate PRACH resources for MTC, and pull-based scheme [6]. The idea behind such

schemes is to control the number of contending devices and reduce the interaction among them.

For instance, the backoff scheme delays the random access reattempts of the failed devices.

However, it is only effective for light load conditions. In ACB schemes [106]- [108], the eNB

announces access probabilities (AP), known as ACB factor, to the devices. Then, each device

draws a random number and only starts the RA if this number is less than the AP. Extended-

access barring (EAB) scheme was also introduced to restrict access of delay-tolerant devices.

The 3GPP recommended the use of ACB schemes, and particularly defined EAB as feasible

solution for overload. However, ACB schemes could result in longer delays to some devices.

Several proposals applied different modifications to enhance the RA performance. In [107],

the ACB scheme was improved by dynamically adapting the ACB factor. In dynamic ACB

(DACB), the ACB factor is adjusted based on the load conditions. It was shown that the optimal

performance depends on the number of backlogged UEs. Hence, a heuristic algorithm was

proposed to estimate the load and approach the optimal performance. In [108], a two-stage

ACB check was proposed to allocate the uplink resources where in the first stage DACB is

performed. Then, the failed MTC devices in the first stage can perform a second ACB check

and be allocated the remaining uplink resources. In [109], an analytical framework for the RA

scheme was proposed and the access performance was optimized by tuning the ACB factor

and the uniform back-off window size parameters. In [58], the collisions resulted from RA are

reduced by allocating the same preamble set to groups of devices that are far apart. Hence,

depending on the propagation delays the eNB can detect identical preamble by multiple users

and send different RAR messages. The scheme results in less delay but the collisions within

each group remain. More proposals that applied modifications to the 4-step RA could be found

in [30, 110, 111].

Although utilizing the 4-step RA is popular in handling massive MTC access, it was avoided

in some proposals due to its vulnerability to collisions [9, 112, 113]. For instance, a hybrid

medium-access control protocol that employs carrier-sense multiple-access (CSMA) technique

for contention and then allocate the resources to the winner devices in a time-division multiple-

access (TDMA) fashion was introduced in [112]. This scheme introduces a trade-off between
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the performance of both CSMA and TDMA, and requires a carrier sensing module at the MTC

devices. In [113], an adaptive multi-channel protocol that divides a frame into negotiation and

transmission periods was proposed. The protocol divides a frame into negotiation and transmis-

sion periods, and optimizes the negotiation period and access probability such that the channel

utilization is maximized. The negotiations are done via a common control channel (CCC).

Hence, the successes are decided serially which increases the delay and wastage of the data-

channels resource. Using code-division multiple-access (CDMA), a distributed queue (DQ) ap-

proach is introduced in [9] to eliminate the RA attempts. The DQ approach depends on elected

devices (leaders) to receive initial requests from other devices and organize them in a virtual

queue. The devices then access the network based on their position on the queue. However, this

approach requires more complicated hardware and excess computational effort by assuming

leaders with multiple packet reception (MPR) and successive interference cancellation (SIC)

capabilities. In the following, we describe the proposed M2M-OSA that avoids all the problems

indicated above.

3.3 System Model

Consider the arrival of N MTC devices (MTDs) to a single cell within a bounded activation

interval [0, TA] to be served by a single BS. Assuming that the devices access the network in a

highly synchronized manner, the Beta probability distribution is used to model the probability

of the devices activation with parameters (α = 3, β = 4) [6]. We assume that a device is active

when it has data for transmission. Also let the activation time TA be divided into IA time slots.

Based on that, each device is activated at time t ∈ [0, TA] with probability g(t) calculated as:

g(t) =
tα−1(TA − t)β−1

T α+β−1
A B(α, β)

, (3.1)

where B(α, β) is the Beta function [114]. Also, we assume that all newly activated devices

within a time slot join the backlogged pool and will only attempt accessing the channel at the

beginning of the next time slot.

Regarding the frequency resources, we consider the availability of M equally-sized uplink

resources for M2M use. Each uplink resource could consist of one/multiple resource blocks

(RBs) depending on the M2M application. However, for referral simplicity, we would refer to

each uplink resource as RB. We also assume that both H2H and M2M have separate resources,
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Figure 3.1: The structure of the time/frequency resources of the considered M2M network

and thus, no collision between them. According to 3GPP, usually MTC devices have small

amount of data [3]. Hence, we adopt fast data transmission right after successfully granted

access [56]. It is worth mentioning that, unlike the conventional RA, in our model all the M

resources are utilized for uplink transmission and none of them are wasted in the PRACH.

For the time resources, we consider that each time slot is divided into ζ mini-slots where a

mini-slot is the basic time unit for the proposed algorithm. The mini-slot time is assumed to be

enough to transmit a small packet and receive its feedback including a guard period to account

for different propagation delays. Generally, each time slot consists of two different periods:

reservation period and data transmission period. In the reservation period, the active devices

contend to get access to the network and transmit their data. In the transmission period, the

winner device transmits its data on a preselected uplink resource for the remaining of the time

slot. Hence, it is important to keep the number of reservation mini-slots as small as possible to

allow for more mini-slots for data transmission. Figure 3.1 illustrates the adopted structure of

the time/frequency resources in our proposed algorithm. Focusing on the effect of the proposed

access algorithm in providing successful access to MTC devices, ideal channel conditions are

assumed [34]. In particular, once a winner is selected, successful access is considered and the

physical layer impairments are neglected [53].
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3.4 M2M-OSA Procedure

In the proposed algorithm, each active device randomly selects one of the available uplink

resources (i.e. RBs) to compete for and get a chance to transmit its data. Then, the devices

selecting the same RB apply opportunistic splitting to reach a winner device in a distributed

manner. This winner device transmits its data until the current time slot ends, whereas other

failed devices shall retry in the next time slot, if permitted. Particularly, the BS broadcasts a

maximum retransmission limit, Om, allowed for each device, if exceeded, the device is blocked.

Hence, each device keeps tracking a counter, referred to as overload indicator O, that counts

the number of attempts made by the device. The value of O is incremented by one with each

failure. At the beginning of each time slot, both the newly activated devices and the backlogged

ones with O ≤ Om start to contend for the M RBs. This procedure is repeated until all N

devices either successfully access the network or declared blocked.

During the reservation period, each active device draws a random number from the standard

uniform distribution (i.e. U [0, 1]), and use this number as its competing metric, c. Defining F (.)

as the complementary cumulative distribution function (CCDF), each device n should calculate

the value of Xn = FC(cn) = p(C > cn) corresponding to its competing metric, cn. Knowing

the values of two thresholdsXl andXh at certain RB, the devices check if theirX values satisfy

the condition that Xl < X < Xh. If the condition is satisfied, they transmit small request

packets (transmission requests) to the BS. The BS replies with a feedback message either 0, 1

or e, corresponding to idle, success, or collision, respectively. Based on the received feedback,

each device independently adjusts the values of the thresholds. The process is repeated till

reaching a success or the time slot ends.

Regarding the thresholds updating step, let us define η as the number of devices contending

for the same RB. Using η, two functions, namely, upper and split functions are used to adjust

the values of the thresholds during contention [86]. These functions are selected such that the

probability of success at each mini-slot is maximized [83], and are calculated as follows:

upper(Xh, η) =











Xh(1−
1
η
) + 1

η
if Xh < 1,

1 otherwise

(3.2)

split(Xl, Xh) = (
Xl +Xh

2
) (3.3)
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Figure 3.3: Splitting algorithm procedure in case the first mini-slot is idle

An additional threshold, Xhh, is used to upper bound the splitting range by 1 as the different

values of X correspond to probabilities. Figure 3.2, and Figure 3.3 illustrate the splitting al-

gorithm procedure in collision case, and in case the first mini-slot is idle where upper function

is employed, respectively. In addition, Algorithm 2 describes the pseudo-code of the proposed

M2M-OSA performed by each active device, n, in a distributed manner at the beginning of each

time slot.

The procedure in Algorithm 2 selects the device with the minimum X . Since the selection

criterion based on homogeneous random competing metrics all drawn from same distribution

independent of the devices parameters (e.g. location), no fairness problems among the devices

could be encountered. Also, it was proven that the winner selection procedure using OSA is

capable of reaching a decision (i.e. selecting the winner device) in relatively small portion of

time provided that both η and FC(.) are known. In particular, the average number of mini-slots

required for the decision τ is upper bounded by 2.5070 regardless the number of contending

devices [83]. This result is essentially important for M2M communications where massive

access with reduced delay and collisions which in turn results in reduced energy consumption

and overhead are crucial requirements.

3.5 Active Devices per Time Slot Estimation

As shown in the previous subsection, the number of devices contending for each RB, η, plays an

essential role in the process of adjusting the thresholds of the M2M-OSA. However, in reality
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Algorithm 2 Pseudo-code for M2M-OSA Done by Device n

Given: ζ, η
if On ≤ Om then

Randomly select a RB to compete for

Draw a random number cn ∼ U [0, 1]
Xn = FC(cn)
Initialize: i = 1, Xl = 0, Xh = 1

η
, Xhh = 1

while (i ≤ ζ and feedback 6= 1) do

if Xl < Xn < Xh then

Transmit the request

end if

Receive feedback ∈ {0, 1, e}
if feedback = e then

Xhh = Xh

Xh = split(Xl, Xh)
else if feedback = 0 then

Xl = Xh

if Xhh 6= 1 then ⊲ collision before

Xh = split(Xl, Xhh)
else

Xh = upper(Xh, η)
end if

end if

i = i+ 1
end while

if feedback = 1 then

Data transmission

else

On = On + 1
end if

else

Blocked

end if
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the exact number of active devices at each time slot is unknown to the system (both BS and

devices). Therefore, it is important to devise a method to estimate this number. In particular,

at each time slot, the number of contending devices is the sum of the new arrivals and the

backlogged users from previous slots. Also, assuming no maximum retransmission limit, the

number of backlogged devices is the difference between the number of active devices and the

number of successes in the previous time slot. Thus, let Nk be the number of active devices at

the kth time slot:

Nk =











Nk−1 − Sk−1 + ak if k ≤ IA,

Nk−1 − Sk−1 otherwise,

(3.4)

where Sk and ak are the number of successes and new arrivals at the kth time slot, respectively.

Knowing N [6], the expected value of Nk is a reasonable estimate of the actual value. First, the

expected number of new arrivals at the kth time slot, λk, can be calculated as follows:

λk = āk = N

∫ tk

tk−1

g(t)dt, k = 1, 2, . . . , IA, (3.5)

where tk−1 and tk mark the start and the end of the kth time slot, respectively. Also, (̄.) indicates

the expected value. Using the trapezoidal rule [115], the integral in (3.5) can be approximated

by:

λk = N(tk − tk−1)
g(tk−1) + g(tk)

2
, k = 1, 2, . . . , IA. (3.6)

For the average number of successes, S̄k, using M2M-OSA, a success occurs when at least

one device contends for a RB1. The reason is that the splitting algorithm restricts the average

reservation period to at most 2.507 mini-slots regardless of the number of contending devices

[83]. This result is true provided that both η and FC(.) are known, or even an estimate for the

average η not the actual value is known as was shown in [84]. Since each device randomly

selects one contention RB, the Nk devices are uniformly distributed among the M RBs. Hence,

by defining Nk,m as the number of devices at the mth RB at the kth time slot, the probability of

1This is valid under the assumption that ζ is at reasonable value to accommodate both reservation and trans-

mission.
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success at the mth RB, Psm , and hence S̄k can be obtained as:

Nk,m ∼ Bin(Nk, 1/M) (3.7)

Psm = p(Nk,m ≥ 1) = 1−

(

1−
1

M

)Nk

S̄k = MPsm =M

(

1−

(

1−
1

M

)Nk

)

. (3.8)

We assume that the BS performs the calculation of the estimated number of devices, N̄k,

and broadcasts this information at the beginning of each time slot as follows:

N̄k =











N̄k−1 − S̄k−1 + λk if k ≤ IA,

N̄k−1 − S̄k−1 otherwise.

(3.9)

Using (3.7) and (3.9), the average number of devices per RB at the kth time slot, ηk, is given by:

ηk =
N̄k

M
. (3.10)

Each device uses ηk to adjust the thresholds in the M2M-OSA described in Algorithm 2.

3.6 Effect of System Non-idealities

In this section, we discuss the effect of some non-idealities on the performance of M2M-OSA.

3.6.1 Effect of Errors

Two types of errors are discussed (i) misestimation of the number of devices per time slot and

(ii) feedback errors.

3.6.1.1 Misestimation of the number of devices per time slot

We assume that such an error could occur due to inaccurate information about N . This af-

fects the thresholds updating procedure of M2M-OSA. To that end, we discuss two different
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situations that result from the following definition of error:

Err =
|N −Nerr|

N

Nerr = N(1∓ Err) (3.11)

where Nerr is the erroneous value of N known at the BS. The ∓ in (3.11) refers to the under-

estimation and over-estimation error cases, respectively. For the over-estimation error, the BS

assumes Nerr > N which allows the continuation of the algorithm until serving the actual

number of devices. In contrast, the under-estimation case (Nerr < N ) leads to a drop in N̄k

faster than the actual Nk. Hence, at the end when N̄k approaches zero, the algorithm does not

work properly where no more devices are served and all the time slots are lost. Particularly,

the BS assumes that all the devices were served, whereas in fact there are more devices need

service. From this perspective, it may be better for the eNB to over-estimate N . However, this

situation could be solved if one allows the BS to maintain the last value of N̄k > 0 until all the

devices are served.

In both cases, since the step size of the algorithm is proportional to 1/η, with the mis-

estimation of η, there is no guarantee for the 2.507 upper bound on the average reservation

period. For the over-estimation case, smaller step size is used as compared to the correct step.

Hence the number of collisions is less than the idle mini-slots. The opposite is noticed for the

under-estimation case with larger step size. This also will have impact on the average energy

consumption of the devices.

3.6.1.2 Feedback error

We focus on two situations where either an idle or success events are mistaken as collisions

[116]. For an idle mistaken by collision, the algorithm continues splitting in a range where no

devices exist and no success is achieved in this time slot. This situation is known as deadlock.

However, usually this problem could be solved by limiting the number of consecutive idle slots

and then reinitializing the algorithm [117]. Of course, this would affect the throughput of the

algorithm where the upper-bound for the average reservation period could be violated. However,

in the context of MTC, the devices usually have small amount of data with strict requirements

on key metrics such as access delay and energy but they can tolerate the requirement of high

data rate. Hence, monitoring the idle slots is acceptable and effective technique in the studied
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Table 3.1: System model parameters

Parameter Definition Value

M Number of uplink resources 15

N Number of MTC devices 1000:1000:30000

IA Number of slots per activation period 100

Om Maximum retransmissions limit 100, 300, ∞
ζ Number of mini-slots per time slot 40

case. For a success mistaken by collision, no modification is needed. However, larger number

of reservation mini-slots would be consumed to overcome this error.

3.6.2 Short Time Slot

Up to this point, we have assumed that once a success occurs the remaining transmission time

is enough to accommodate the data transmission. This assumption relies on the relatively small

bounded average reservation time achieved by the proposed algorithm, and the small-sized

packets transmitted by M2M applications. However, in practice, this situation could be vio-

lated. To account for this case, we propose a modification that could be applied to M2M-OSA.

Particularly, we allow a successful device to continue its data transmission using the same RB

for the next time slot, if needed, without the need for another reservation. In such a case, the BS

declares this RB as “BUSY” (i.e. unavailable for contention). Upon completion of data trans-

mission, the BS sends a “RELEASE” signal to announce that the busy RB is available. One

drawback of this method is that the remaining of the extended time slot(s) on which the device

resumes transmission may be lost since the device may not need the whole period. However,

it is better to work on time-slot basis to ease the synchronization among all devices. Another

suggested approach when the data packets are large is to assume that each device contends for

a set of RBs or that a sub-channel consists of multiple RBs (e.g. x) that would be enough to

accommodate the full packet transmission. In this case, the number of resources available for

M2M use would be M/x sub-channels instead of M . However, this is not the one adopted in

this proposal.
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3.7 Simulations and Discussions

3.7.1 Simulations Settings and Evaluation Metrics

In this section, we consider a single cell scenario such that the number of devices varies from

1000 to 30000 MTDs. A Beta-distributed traffic model is simulated with (α = 3, β = 4),

and we consider a device is active if it has data to be transmitted. The performance of the

proposed algorithm (M2M-OSA) is evaluated compared to the dynamic access class baring

(DACB) scheme with optimal ACB factorAP [8]. In DACB, the BS dynamically broadcasts the

optimal AP = min(1,M/Nk) and only the MTDs whose random draws are less than AP will

perform the 4-step RA procedure. The DACB scheme assumes zero backoff interval such that

the failed devices will reattempt in the next time slot. Also, for fair comparison, it is assumed

that no preamble loss due to channel impairments and that a successful preamble always results

in successful access. Table 3.1 shows the simulation parameters. We examine the results in both

cases of Om, infinite and finite.

In addition, four key performance metrics were studied to show the effectiveness of the

proposed algorithm:

• Decision delay: this is the part of each time slot wasted to decide the winner MTD at

different RBs. τ is a measure for the average of this time in terms of the number of mini-

slots. Reducing the decision delay means more time for data transmission and higher

throughput.

• Total service time (TST): total time (or number of time slots) needed for all MTC devices

to reach a final state either by successfully accessing the channel or declared blocked.

• Average access delay: this is the time elapsed from the first access attempt of a device

until successful access. In the following, we measure it in terms of the number of con-

sumed time slots by each device before gaining access. Additionally, only successful

attempts are considered in calculating the average (i.e. blocked MTDs were ignored).

• Blocking probability: it is the ratio between the number of the MTDs that failed to get

channel access due to reaching the maximum limit of retransmissions, Om, to the number

of MTDs in the system attempting to get access N .
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Figure 3.4: Average number of mini-slots required for a decision using M2M-OSA

0 0.5 1 1.5 2 2.5 3

x 10
4

0

1000

2000

3000

4000

5000

6000

Number of MTC devices N

A
ve

ra
g
e
 T

o
ta

l s
e
rv

ic
e
 t
im

e
 T

S
T

DACB

M2M−OSA

Max Utilization

Figure 3.5: Total service time vs. number of MTC devices with no maximum retransmission limit

3.7.2 Simulation Results of M2M-OSA

In this section, we consider the ideal situation such that the number of active MTDs per cycle

Nk, and hence ηk are perfectly known. Relaxing this assumption is going to be investigated

in upcoming sections. Assuming unlimited persistent scheme which means that no maximum

retransmissions limit and that the devices keep trying until gaining successful access (i.e. Om →

∞), Figure 3.4 depicts that τ is upper bounded by 2.5 regardless of the massive increase in

the number of MTC devices. That is the proposed algorithm does not introduce much delay

for the winner selection. Additionally, the proposed algorithm does not result in high loss

compared to centralized schedulers that allocate resources to the MTDs without contention but

with increased overhead.
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Figure 3.5 plots the total service time (TST) in terms of the number of time slots versus the

number of MTC devicesN in the system. As shown from these results, the proposed distributed

technique results in much lower TST in comparison with the optimal DACB scheme. The im-

proved performance of the proposed M2M-OSA is due to the fact that it does not suffer from

the increased collisions resulted from the random access mechanism used in DACB. Instead, it

guarantees that finally each RB will be allocated to a certain MTD in a time bounded in average

by 2.5 mini-slots. That is, if enough MTDs are active, which is the case for M2M with massive

access, no RB is wasted. This can be further illustrated by comparing the resulted TST from

M2M-OSA with the maximum utilization curve shown in Figure 3.5. The maximum utilization

curve is drawn by dividing the number of MTC devices N by the number of available resources

M which represents the case of no wasted resources at all. As seen from the results, the pro-

posed scheme offers almost the same performance as the case of maximum utilization. This

confirms that M2M-OSA is able to achieve full resource utilization in a distributed manner with

low overhead and decision delay. Thus, the proposed algorithm supports network scalability.

Regarding the access delay, Figure 3.6 shows the average access delay resulted from both

M2M-OSA and optimal DACB with different values of N and infinite Om (worst case of col-

lisions). The figure depicts the superiority of M2M-OSA due to its capability to solve the

collisions problem that is the main source of congestion in the conventional random access

procedure and also in DACB. It can be noticed that the performance gap between the two tech-

niques increases with the increase of N . Consequently, the proposed algorithm provides better

adaptation to network scalability, whereas DACB suffers from increased collisions and resource

wastage. It is worthy to mention that decreasing the average access delay has a direct impact

on reducing the energy consumption which is a key requirement for battery-constrained M2M

communications.

If a finite maximum retransmissions limit Om is enforced by the network, some MTDs

will be blocked. Assuring low blocking probability is a desired requirement for M2M com-

munications. Figure 3.7 illustrates that M2M-OSA results in enhanced blocking probability in

comparison with DACB with Om = 100, 300. Also, it can be seen from the figure that increas-

ing the number of MTC devices N results in an increase in the blocking probability as a result

of the increased contention. Additionally, the results in Figure 3.7 depict the effect of increasing

Om on each technique. In particular, increasing Om results in a decrease in the blocking proba-

bility for both techniques. Although more MTDs get involved in the competition, their chance
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Figure 3.6: Average access delay vs. number of MTC devices for both M2M-OSA and DACB with no maximum

retransmission limit
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Figure 3.7: Average blocking probability vs. number of MTC devices for both M2M-OSA and DACB with

different values of maximum retransmission limit Om

of getting success increases by allowing more attempts which leads to an improvement in the

overall blocking probability of the system. However, this scenario will obviously increase both

TST and the average access delay.

To further clarify the effect of the parameter Om, Figure 3.8 plots the blocking probability

vs. Om = 50 : 500 for a network of N = 8000. In particular, the figure illustrates the improved

blocking probability results from increasingOm. Furthermore, it shows, along with the result in

Figure 3.9, that M2M-OSA is capable of serving more MTDs while consuming less average ac-

cess delay in comparison to DACB. By examining the curves shown in Figure 3.9 for finite Om

values, it can be noticed that the gap in the performance between the two algorithms decreases
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as compared to the gap in Figure 3.6. Nevertheless, the superiority of the proposed algorithm

still holds since it serves more MTDs, as indicated by Figure 3.8, whereas the decreased access

delay in the DACB, achieved by limiting Om, is a result of the faster access gained by part of

the backlogged MTDs due to mitigating congestion by blocking others.

It is worth mentioning that we assume that both the proposed and the DACB techniques

have the same number of RBs. Indeed, DACB with the prescribed performance would need

more resources for the PRACH in addition to the M RBs used for PUSCH. In particular, these

M RBs used for PUSCH should be equal to the sum of expected number of successful and

collided preambles. Consequently, sufficient PUSCH resources are available for assignment
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to successful preambles and no successful preamble would be blocked due to lack of PUSCH

resources [118]. In contrast, M2M-OSA only needs these M RBs for both contention and

transmission.

3.7.3 Non-idealities

In this section, we assume that no maximum retransmission limit and that the devices keep

trying until gaining successful access. Also, we study the energy consumed by the MTC devices

using M2M-OSA which is defined as the total energy spent by an active device until gaining

successful access and transmitting its data. In this regard, an active device could be in one of

three different states; transmission, reception, or idle state with power consumption Pt = 50

mW, Pr = 50 mW, or Pi = 0.025 mW, respectively. Note that, in the idle case the device is

active but not participating in contention, however, it could receive the feedback packets from

the BS and rechecks the thresholds for a chance to contend. When a device successes and starts

to transmit its data, all other contending devices on the same RB goes to idle state. In the

following, the energy is calculated per mini-slot time.

First, we verify the accuracy of the proposed estimation method for the number of active

MTDs per time slot. Then, we show the effect of employing this estimate on the reservation

time as well as the non-ideal situation of Misestimation. Figure 3.10 plots the number of active

devices per time slot for different N . The results show that the estimated Nk is very close to

the actual number of devices. The figure also shows that around the 100th time slot, which rep-

resents the end of the activation time, the number of backlogged devices reaches its maximum

and then starts to decrease while serving the devices with no more new arrivals. Note that the

time slots indices at which the curves end represent the total service time. Using the estimated

Nk, Figure 3.11 depicts that the average number of mini-slots required for decision, τ , is upper

bounded by 2.5 regardless of the massive increase in the number of MTC devices. That is, the

proposed algorithm does not introduce much delay for the winner selection even if the actual

number of backlogged is unknown.

Figure 3.12 depicts the effect of the misestimation error on the performance of M2M-OSA.

Figures 3.12-a, b illustrate that the effect on both average access delay and the TST is mini-

mal, assuming that the time-slot is large enough to accommodate the device’s data transmission

(small packet in our case). In contrast, the effect is more noticeable on both the average reserva-

tion period and the energy as shown in Figures 3.12-c, d. Particularly, for the under-estimation
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Figure 3.11: Average reservation period in mini-slots unit using M2M-OSA with the estimation of the number of

active MTDs

case (with “-” sign), the average contention period is less than the over-estimation case (with

“+” sign), whereas the consumed energy is higher. The reason is closely related to the step size

as explained before.

For the feedback-error case, the following error rates were considered. First, we assume one

error occurs in each 2M idle mini-slots and a reinitialization occurs after three consecutive idle

mini-slots. Second, we assume one error occurs in each 3M success mini-slots. Figures 3.13-a,

b depict that the impact of feedback errors on both the averages of access delay and TST is

minimal. In contrast, Figures 3.13-c, d show that the errors result in higher average reservation

period and energy consumption. A further improvement is to assume that the devices can save

the values of the thresholds after the last execution of the “upper” function to jump directly to the
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Figure 3.12: Effect of Nerr on the performance of M2M-OSA

range at which the devices exist if a reinitialization happens due to feedback errors. In general,

one can conclude that the errors mainly affect the reservation period which in turn affects the

energy consumption. For the case when the time slot is large enough to accommodate the data

transmission, both delay and TST will minimally be affected which can be usually the case

assuming MTC devices with small amount of data.

For the short time slot scenario, we assume smaller ζ = 20, and add a packet size parameter

that indicates the number of mini-slots needed for data packet transmission. Note also that we

assume fixed packet size for all devices equals 15. That is if the reservation period exceeds 5

mini-slots (i.e. almost the double of its average), an extension is needed. The effect on both

average access delay and TST is shown in Figure 3.14. The figure depicts that the applied

modification does not introduce much loss in the performance.

3.8 Summary

The random access (RA) procedure used in Long Term Evolution-Advanced (LTE-A) suffers

from frequent collisions, and thus it is inefficient for M2M networks with massive access. In
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Figure 3.13: Effect of feedback errors on the performance of M2M-OSA
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Figure 3.14: Performance evaluation for the scenario where the time slot is short

such networks, network overload problem arises as a performance bottleneck that leads to high

resource wastage and severe access delay. In this chapter, we proposed a distributed scalable

overload control algorithm for M2M with massive access. The proposed algorithm, M2M-

OSA, is able to efficiently handle massive access in M2M networks with full resource utiliza-

tion and reduced overhead. It was shown that M2M-OSA consumes bounded, relatively small
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contention time which is essentially important for MTC with huge number of devices to save

energy. We provided a comparison between the proposed M2M-OSA and the existing dynamic

ACB (DACB) algorithm with optimal ACB factor. Our simulation results showed that the pro-

posed algorithm outperforms the DACB algorithm in terms of service time, access delay, and

blocking probability, especially for dense M2M networks. Furthermore, we provided an estima-

tion method for the number of active devices per time slot including the backlogged ones. This

information is important for the proper operation of the proposed algorithm. We also discussed

some non-ideal cases such as the effect of misestimation and feedback errors and showed that

these errors could be handled using the proposed algorithm with minor modifications while

tolerating accepted performance degradation.
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4. Performance of Overload Control in

Machine-to-Machine Wireless Networks

4.1 Introduction

Machine-to-machine (M2M) communication is an automated data transmission among devices

with no or little human intervention. The deployment of M2M networks is expected to enor-

mously increase to support the diverse Internet of Things (IoT) applications. These applications

spread over different fields including industrial automation, smart cities and intelligent trans-

portation systems, among others. However, these promising applications come with a number

of challenges and the massive access of M2M is a major one.

In literature, the Long Term Evolution (LTE) random access (RA) mechanism was adopted

to provide network access for M2M devices. This RA scheme is a 4-step handshaking procedure

that begins by a preamble transmission and ends by a contention resolution message from the

evolved node B (eNB) if an access success is granted. However, with M2M massive access,

this mechanism is rendered a performance bottleneck due to the increased collisions that lead to

severe congestion. A very promising scheme, namely access class barring (ACB), was identified

by the 3GPP as a solution for M2M overload, among others [6]. Then, several works in literature

enhanced its performance such as dynamic ACB (DACB) where the MTDs’ access probabilities

are adapted dynamically based on the load conditions [8]. However, the improvements attained

by this algorithm, and others, are limited in terms of the achieved access delay and resource

utilization. Motivated by this, in chapter 3, we proposed a distributed algorithm, referred to as

M2M-OSA, that is able to efficiently handle massive access in M2M networks with full resource

utilization and bounded delay.

In this chapter, we provide a complete analytical framework to assess the performance

the proposed M2M-OSA introduced in Chapter 3. Particularly, a triangular approximation is
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adopted to ease the analysis of the Beta-distributed traffic that is known to be mathematically

complex. This approximation is then used to find closed-form expressions for the average ac-

cess delay and total service time considering both lightly, and seriously congested scenarios.

Afterwards, the energy consumption is studied such that a per-device average energy consump-

tion expression is provided. For the case of finite retransmission limit, we provide a scheme that

enables the calculation of the blocking probability of the devices. In addition, a BIP formulation

of the studied problem is provided as a benchmark. The proposed M2M-OSA is then updated

to include a traffic regulation mechanism which effectively reduces the energy consumption of

the devices. Finally, we shed light on some use cases of the proposed algorithm.

4.2 System Model

In this chapter the system model is the same as the one adopted in Chapter 3. Mainly, we

consider the activation of N MTC devices in the coverage area of a single BS according to a

Beta probability distribution with parameters (α = 3, β = 4) [6]. This activation takes place

within bounded activation time TA. Assume also that the interval [0, TA] is divided into IA time

slots. Based on that each MTC device is activated at time t ∈ [0, TA] with probability g(t)

calculated as follows:

g(t) =
tα−1(TA − t)β−1

T α+β−1
A B(α, β)

, (4.1)

where B(α, β) is the beta function [114]. For simplicity, we assume that a device is activated at

the beginning of the time slot and performs its first access attempt during the same time slot [8].

We also assume M uplink resources (referred to as resource blocks (RBs)) that are exclusively

available for M2M use. Hence, no collision between human-to-human (H2H) traffic and M2M

traffic. Furthermore, making use of the small-sized packets generated from M2M devices [3],

we adopt fast data transmission right after access is granted [56].

In the time domain, we assume that a time slot consists of ζ mini-slots. Additionally, the

duration of a mini-slot is assumed to be enough to accommodate the transmission of a small

request packet and receive its feedback. Mainly, the time slot consists of two different peri-

ods, reservation and transmission. During the reservation mini-slots, the devices contend by

transmitting request packets to the BS. The successful device then is able to transmit its data

during the transmission period that is represented by the remaining mini-slots till the time slot

ends. Hence, it is essentially important to keep the number of reservation mini-slots as low as
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possible to save more time for useful data transmission. Furthermore, a successful access is

considered as long as a winner MTD is selected whereas the physical channel impairments are

neglected [53].

4.3 Performance Analysis

In this section, we analyze the performance of the proposed M2M-OSA in terms of the average

access delay, total service time (TST), energy consumption and blocking probability.

4.3.1 Infinite Retransmission Limit

Here, we study the case of Om → ∞ where no devices are blocked.

4.3.1.1 Average Access Delay

The access delay of an MTC device is defined as the number of time slots elapsed from the first

access attempt until gaining successful access. As suggested by the 3GPP, Beta distribution is

used to model the arrival of MTC devices in overload situations, and so it is adopted in our

proposal. However, the algebraic analysis of the Beta distribution is known to be difficult [119].

To study the M2M traffic, following [120], a triangular approximation to the Beta distribution

that eases its mathematical tractability is used. This approximation was also employed to find

closed-form expressions for the access delay resulted from DACB [53]. Particularly, the ob-

tained expressions were considered as lower-bounds since an optimal ACB factor was assumed.

In the following, we analytically find the access delay for the proposed M2M-OSA.

Define the channel capacity, δ, as the maximum rate of successes achieved by the devices

in the network. The access delay is analyzed in two different cases. In the first case, the

maximum arrival rate, λmax, never exceeds the channel capacity, δ, and is referred to as stable

backlog. In the second case, the network is seriously congested where the maximum arrival rate

significantly exceeds the channel capacity, which we refer to as unstable backlog. This scenario

results in accumulated backlog that is eliminated after the activation interval ends.

The following shows the triangular approximation to the Beta distribution. In particular, the
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triangular density function and the average arrival rate are given by (4.2), (4.3), respectively.

f(x; a, b,m) =











2
b−a

x−a
m−a

a ≤ x ≤ m,

2
b−a

b−x
b−m

m ≤ x ≤ b,

(4.2)

λ(t; a, b,m) =











N
TA

2
b−a

t/TA−a
m−a

a ≤ t/TA ≤ m,

N
TA

2
b−a

b−t/TA

b−m
m ≤ t/TA ≤ b,

(4.3)

where a, b,m are the parameters of the triangular approximation [121]. From (3.8), the average

number of successes can be approximated by:

S̄k ≈ M(1− e−Nk/M). (4.4)

In case of congestion where Nk >> M , unlike in RA procedure where collisions increase,

M2M-OSA drives the system towards full resource utilization. Therefore, by ignoring the ex-

ponential term in (4.4), the channel capacity is defined as:

δ =M. (4.5)

For the stable backlog case, using the approximation in (4.3) and the result of (4.5), the

stability condition, λmax < δ can be rewritten as:

N <
MIA(b− a)

2
. (4.6)

Note that TA is replaced by IA since we study the network on time-slot basis. In the stable

backlog case, the average number of successes is equal to the average arrivals at each time slot.

The reason is that the arrivals are less than the capacity, so in average all arrivals should succeed.

However, in reality some of the arrivals could fail so they are backlogged added to the arrivals

of the next slot. Therefore, having a constant of x arrivals per time slot, the backlog converges

to y(x) > x, and the average number of successes is also x. Based on that, one can represent

(4.4) as follows:

M(1− e−y(x)/M) = x

y(x) = −M ln
(

1−
x

M

)

. (4.7)
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For Beta-distributed traffic, neither x nor y(x) is a constant. However, for simplicity it can

be assumed that, for a certain device, the number of backlogged devices is constant within

the time slots at which the device attempts to get access [53]. Based on that, and by defining

L = λmax/M , the average access delay for the stable case, ds, can be calculated as follows:

ds =

∫ λmax

0
y(n)dn

∫ λmax

0
ndn

=
2

L2
((1− L) ln(1− L) + L) , if N < 0.5MIA(b− a). (4.8)

For the case of highly congested networks, the delay expression in [53] follows directly

from studying the triangular approximation. Hence, the provided expression works also in our

M2M-OSA while using our own δ = M . Figure 4.1 shows the triangular approximation of the

Beta distribution. On the approximated triangular, the arrival rate of the devices is larger than δ

between times t1 and t2 where its peak value, λmax = N
TA

2
b−a

, significantly exceeds δ. Thus, the

accumulated backlog is completely eliminated after bTA at time te. By examining the geometry,

the times t1 and t2 could be obtained using (4.3) whereas λ(t) = δ as follows:

t1 =
MTA

2(a−b)(a−m)
2N

+ aTA,

t2 =
MTA

2(a−b)(b−m)
2N

+ bTA.

Since the integral of the arrival rate gives the number of nodes, in Figure 4.1, the area of re-
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gion A represents the number of accumulations between t1 and t2, whereas the area of region B

represents the amount of successes from this accumulated backlog achieved after t2. The end

time, te, is obtained from equating the two areas; regions A and B in Figure 4.1 as follows:

1

2
(λmax − δ)(t2 − t1) =

1

2
(bTA − t2)δ + (te − bTA)δ

This end time, te, is known formally as the total service time (TST) which is the total time

needed for all devices to successfully access the channel. In a time-slot basis, the TST, ke, is

calculated approximately as follows [53]:

ke =
MI2A(a− b)(a−m)

4N
+ aIA +

N

M
. (4.9)

It shall be emphasized that ke is the discrete version of te that counts the total number of time

slots needed for all devices to get successful access. The expression in (4.9) is only valid for

ke > bIA. By neglecting the delay experienced by the devices arriving before t1 and using

the end time, [53] obtained the mean arrival and departure times in the network. Getting the

difference between these two times, the average access delay for the unstable backlog case, du,

is given by:

du =
(

32MN3IA(2a− b−m) + 24M2N2I2A(a− b)(a−m)

−M4I4A(a− b)2(a−m)2 + 48N4
)

/
(

96MN3
)

+ 1,

if N > 0.5MIA

(

√

(b− a)(b−m)− a+ b
)

. (4.10)

As mentioned earlier, the condition forced for du calculation is to ensure the serious congestion

situation such that the total service time is larger than the activation time.

4.3.1.2 Energy Consumption

Here, we study the energy consumed by the MTC devices using M2M-OSA. The energy con-

sumption is defined as the total energy spent by an active device until gaining successful access.

In this regard, an active device could be in one of three different states as follows:

• Transmission (Tx) state with power consumption Pt

• Reception (Rx) state with power consumption Pr
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• Idle state with power consumption Pi

We provide an expression to analytically calculate the average energy consumption under

certain assumptions. First, we use the upper bound of 2.507 mini-slots for the average reser-

vation period in the calculation. Let, TMs is a mini-slot time, and T = ζTMs is the time of

one time slot, hence, the expected reservation period is E{Tres} = 2.507TMs = 2.507
ζ
T . Sec-

ond, we assume that this reservation period is divided as follows; one success mini-slot, and

the remaining reservation time is equally divided between collision and idle events. This is

valid under the assumption that both collision and idle states are equiprobable for the sake of

simplicity. Additionally, we adopted the assumption that most likely a collision event involves

two devices [83, 117]. These assumptions are also validated by the accuracy of the simulation

results. Based on that, and by using the expected number of both devices, N̄k, and successes,

S̄k, at each time slot, the average energy consumption for both stable and unstable backlog cases

are calculated.

First, for the reservation period, the energy consumption during collisions, ERc
, is given by:

ERc
=
E{Tres} − 1

2

(

2S̄k
Pt + Pr

2
+ (N̄k − 2S̄k)

Pi + Pr

2

)

(4.11)

where (Pt + Pr)/2 and (Pi + Pr)/2 represent the energy spent by the devices per mini-slot if

sending transmission requests or not, respectively. Also, S̄k is used to represent the average

number of active RBs where a contention is running. Note that, by dropping TMs from the

energy equations, the energy consumption is obtained per mini-slot time.

In the reservation period, an idle feedback is announced by the BS when none of the devices

transmit request. Thus, the energy consumed in an idle-resulted contention period, ERi
, is:

ERi
=
E{Tres} − 1

2

(

N̄k
Pi + Pr

2

)

. (4.12)

In a success mini-slot with one transmitting device per RB, the average consumed energy, ERs
,

is:

ERs
= 1×

(

S̄k
Pt + Pr

2
+ (N̄k − S̄k)

Pi + Pr

2

)

. (4.13)

Given the above, the average consumed energy for reservation at all RBs per time slot, ER, is:

ER = ERc
+ ERi

+ ERs
. (4.14)
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Next, we calculate the average energy consumed during the transmission period of a time

slot, ET . During the transmission period, all the devices except the succeeded ones (i.e. N̄k −

S̄k), are at the idle state with power consumption Pi. Thus, the energy ET is given by:

ET = (ζ − E{Tres})
(

S̄kPt + (N̄k − S̄k)Pi

)

. (4.15)

To that end, the average energy consumed by the devices in the system at the kth time slot is

Ek = ER + ET . Therefore, the average energy per device is obtained as follows:

Eavg =
1

N

ke
∑

k=1

Ek. (4.16)

4.3.2 Finite Retransmission Limit

Here, we study the case of finite Om where the blockage of some devices is possible. We

analyze two important metrics; namely, the blocking probability and the average access delay.

4.3.2.1 Blocking Probability

The blocking probability, Pb, is the ratio between the number of blocked MTC devices due to

exceeding their maximum retransmission limit, Om, to the total number of MTC devices reg-

istered in the network, N . In the following, we propose a method that statistically obtains the

blocking probability resulted from M2M-OSA. At each time slot, the number of contending de-

vices is the sum of the new arrivals and the backlogged devices from previous slots as illustrated

in (3.4). However, if the network enforces a finite Om, then Nk is also affected by the number

of blocked devices, bk, as follows:

Nk =











Nk−1 − Sk−1 + ak − bk if k ≤ IA,

Nk−1 − Sk−1 − bk otherwise.

In order to obtain the blocking probability, Pb, an estimate for bk is needed. Thus, the

number of attempts by each device should be tracked. To that end, we adopt another formulation

for Nk that distinguishes between different classes of backlog as follows [122]:

Nk =
Om
∑

j=1

Nk[j] (4.17)
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where Nk[j] is the number of devices at their jth attempt in the kth time slot, and it could be

considered as the jth backlog class. For instance, Nk[1] = ak. To be able to track the values

of Nk[j] of different classes, one needs to know the share of each class on the total number of

successes at each time slot. This can be done statistically as follows:

N̄k[1] =











λk if k ≤ IA,

0 otherwise,

(4.18)

N̄k[j] = N̄k−1[j − 1]−
N̄k−1[j − 1]

N̄k−1

S̄k−1, j = 2, 3, . . . , Om. (4.19)

Note that, in M2M-OSA, all active devices sharing the same RB have the same opportunity of

success regardless of the number of attempts. This is because, the winner selection is based on

a contention metric randomly selected from the uniform distribution at each time slot1. Hence,

the second term of (4.19) describes the share of class (j − 1) in the number of successes by

simply dividing the number of devices at this class by the total number of active devices, in

the average sense. Using N̄k, the average number of successes at the kth time slot, S̄k, can be

evaluated from (3.8).

Given the above, the average number of blocked devices can be calculated by counting the

devices of the (Om + 1)th class at each time slot as follows:

N̄k[Om + 1] =
k
∑

i=1

b̄i

= N̄k−1[Om + 1] + N̄k−1[Om]−
N̄k−1[Om]

N̄k−1

S̄k−1 (4.20)

Finally, Pb can be calculated as:

Pb =
N̄ke [Om + 1]

N
(4.21)

where the subscript ke refers to the end time slot (i.e TST) where all devices either gained

successful access or blocked. Algorithm 3 shows the procedure to calculate the average Pb and

ke.

Table 4.1 is a numerical example illustrating the procedure of Algorithm 3. In this example,

we assumed that M = 3, Om = 3. Additionally, for simplicity, we directly assumed values

1The important feature is that the contention metric changes randomly at each time slot, so any user can meet the

selection criterion at any attempt. Thus, the MTDs’ equiprobable success opportunities resulted from randomness

not the uniform distribution.
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Algorithm 3 Procedure for getting Pb and ke of M2M-OSA

Given N,M, IA, Om

Calculate λ vector from (3.6), λ = [λ1 λ2 . . . λIA ]
Initialize: k = 1, N̄k = N̄k[1] = λk,

∑Om+1
j=2 N̄k[j] = 0

while N̄k ≥ 0 do

N̄k =
∑Om

j=1 N̄k[j]

Use (3.8) to get S̄k

k = k + 1
Use (4.18), (4.19) to get N̄k[j]
Use (4.20) to track the number of blocked devices

end while

Use (4.21) to get Pb

ke = k

Table 4.1: Example of Pb Calculation Procedure

k N̄k[1] N̄k[2] N̄k[3] N̄k[4] N̄k S̄k

1 15 0 0 0 15 3

2 18 12 0 0 30 3

3 21 16.2 10.8 0 48 3

4 24 19.68 15.18 10.125 58.87 3

5 27 22.77 18.68 24.53 68.46 3

for ak’s; however, their actual values depend on the Beta distribution parameters and the values

of N and IA. As depicted in Table 4.1, for example, the value of N̄3[2] = 16.2 is obtained

using (4.19) such that N̄3[2] = 18− 18×3
30

= 16.2, and similarly the other table entries could be

obtained. In this example, N̄k[4] is the total number of blocked MTDs till the kth cycle, and it

can be used to calculate Pb at the end. Note that, Algorithm 3 can also help in estimating the

number of MTDs at each time slot when Om is finite (i.e. column 6 in Table 4.1). In particular,

given certain system parameters, the BS can run the algorithm off-line and broadcasts the value

of N̄k at each time slot to all MTDs.

4.3.2.2 Average Access Delay

For the case of λmax > M , define k1 as the first time slot such that λk1 > M , and that t1 is its

start time. By ignoring the access delay for devices before k1, the expected arrival and departure

75



times of devices at and after k1 are given respectively by:

E{tarr} =

(
∫ TA

t1

λ(t)tdt

)

/

(
∫ TA

t1

λ(t)dt

)

=
(

−M3I4A(a− b)2(a−m)2 − 3aM2NI3A(a− b)× (a−m)

+ 4N3IA(a+ b+m)
)

/
(

12N3 − 3M2NI2A(a− b)(a−m)
)

. (4.22)

E{tdep} = (ke + k1)/2. (4.23)

Let N̄[k1,IA] be the average number of devices arriving at and after k1 which can be obtained

from the λ vector as illustrated in Algorithm 3. Then, the average access delay is calculated as

follows:

d = (E{tdep} − E{tarr})
N̄[k1,IA]

N
. (4.24)

For the stable backlog case, from (4.8), it can be shown that at the edge value where λmax =

M , limL→1 ds = 2. This means that the maximum average access delay is relatively small.

Therefore, for relatively large Om, Pb → 0 and the expression in (4.8) is valid. However, in

unlikely situations where relatively small Om is used, a few devices could be blocked which

turns (4.8) invalid. One approximate solution is to find a virtual value Nv that represents the

number of devices succeeded in the system, and use Nv instead of actual N in (4.8). This

approximate solution could be accepted since the deviation from the correct value is a small

fraction, hence the error will be small.

4.4 Binary Integer Programming Formulation

In this section, a BIP problem is formulated to compare the performance of the proposed al-

gorithm to the optimal one in terms of the average access delay. Although BIP problems are

solvable for small number of variables, this formulation helps to assess the performance of the

proposed algorithm. The studied problem can be formulated as a BIP problem as follows:

max
∑M

j=1

∑Nk

n=1wn,jyn,j (4.25)

s.t. C1:
∑Nk

n=1 yn,j ≤ 1, ∀j (4.26)

C2:
∑M

j=1 yn,j ≤ 1, ∀n (4.27)

C3: yn,j ∈ {0, 1}, ∀n, j (4.28)
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where yn,j is a scheduling binary variable that takes the value 1 when the nth device is scheduled

on the jth RB and zero otherwise. The objective of the optimization problem is to maximize the

metric O. This is done by setting the weights wn,j as follows:

wn,j = Onpn,j

where pn,j is the preference value of the nth device on the jth RB. The preference values are

arbitrary values given by the devices to each RB to represent the devices’ preference. As pn,j

increases, this means that device n prefers the jth RB more. Note that, maximizingO allows for

the selection of the devices that are delayed most in the system and so their priorities increase.

This selection criterion results in reducing the average access delay of the system. For the

conditions, C1 indicates that each RB cannot be allocated to more than one device, whereas C2

assures that each device is allocated no more than one RB. By adapting the preference values,

we allow each device to randomly select one RB by putting all its preference budget on a single

RB and giving zero to all other RBs. This is to mimic the step of randomly selecting single

contention RB in the M2M-OSA case. The problem was solved using Matlab.

4.5 M2M-OSA with Traffic Regulation

Inspired by the fact that no devices more than the number of RBs could succeed at each time

slot, it is inefficient to keep a massive number of devices active and competing at each time

slot. Applying a good traffic regulation mechanism would save considerable amount of energy

while taking into account not to affect the system utilization (no RB is wasted) or the devices’

average access delay. Particularly, at the end of the activation period the BS uses the estimate

of the number of backlogged devices in the system to announce a maximum backoff value B

calculated as follows:

B =
N̄IA+1

f ∗M
(4.29)

where f is a traffic factor defined by the system. The idea behind the control variable f is to

guarantee an average of f devices per RB such that no RB is wasted due to the lack of the

competing devices. Afterwards, each device n draws a random number dn from the uniform

distribution U [1, B]. The selected number is the index of the time slot at which the device will

be activated for the second time. Note that, this index is shifted by an offset IA since the traffic
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regulation starts when the activation period ends. Thus, the nth device sleeps dn − 1 time slots

and saves the energy consumed in competition at these slots.

According to this procedure, the backlogged devices that remain in the system after IA time

slots enters a second round of activation that consumes B time slots. But, on this round, the

activation follows a uniform distribution not a Beta one as before. Hence, the average number

of newly activated devices at each time slot k equals:

αk =











N̄IA+1

B
, k = IA + 1, . . . , IA +B,

0 , otherwise.

(4.30)

Since, the system is in a fresh-start state, the devices reset the number of backlogged to zero.

Therefore, the average number of devices is:

N̄k = αk , k = IA + 1 (4.31)

N̄k =











N̄k−1 − S̄k−1 + αk , k = IA + 2, . . . , IA +B,

N̄k−1 − S̄k−1 , k > IA +B.

(4.32)

4.6 Simulations and Discussions

We consider a single cell scenario while varying the number of MTC devices N up to 15000

devices that are all cell-synchronized. A Beta-distributed traffic model is simulated with (α =

3, β = 4), and we consider a device is active if it has data to be transmitted. As before, the

proposed algorithm is compared to the DACB scheme with optimal ACB factor AP [107]. In

DACB, the BS dynamically broadcasts the optimalAP = min(1,M/Nk) which depends on the

actual number of backlogged devices. Only the devices whose random draws are less than AP

will perform the 4-step RA procedure. Table 4.2 shows the simulation parameters. We examine

the results in both cases of Om, infinite and finite.

4.6.1 Infinite Retransmission Limit

Figure 4.2 shows the average access delay considering infinite Om. Particularly, Figure 4.2-a

shows the results for the stable backlog using (4.8) and simulations for both actual and esti-

mated Nk. Note that the average access delay is measured in terms of the number of consumed
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Table 4.2: System model parameters

Parameter Definition Value

M Number of uplink resources (RBs) 15

N Number of MTC devices
Stable: 100:100:600

Unstable: 2000:1000:15000
IA Number of slots per activation period 100

ζ Number of mini-slots per time slot 40

a Parameter for triangular approx. 0.0208

b Parameter for triangular approx. 0.879

m Parameter for triangular approx. 0.385

Pt Transmission power 50 mW

Pr Reception power 50 mW

Pi Idle power 0.025 mW

time slots by each device until gaining access. As shown from the results, our approximation

and the simulation results are in very good agreement. Also, the results show that the access

delay increases with the increase of N due to the increased contention. For unstable backlog,

Figure 4.2-b first compares the analysis and the simulation where it shows almost similar per-

formance. Thus, we only considered the simulation curve with N̄k. Second, the figure compares

the performance of both M2M-OSA and DACB scheme with optimal ACB factor. As shown,

M2M-OSA achieves high improvement in the access delay that is more noticeable for seriously

congested scenarios. This is due to the fact that M2M-OSA does not suffer from the increased

collisions resulted from the RA procedure. In contrast, the M2M-OSA in seriously congested

cases is able to achieve full resource utilization. It can be noticed that the performance gap

between the two techniques increases with the increase of N . Consequently, the proposed algo-

rithm provides better adaptation to network scalability, whereas DACB suffers from increased

collisions and resource wastage. It is worthy to mention that decreasing the average access

delay has a direct impact on reducing the energy consumption which is a key requirement for

battery-constrained M2M communications.

By examining the TST results, one can verify that M2M-OSA drives the congested sys-

tem to full resource utilization. Figure 4.3 plots the TST for unstable backlog for both M2M-

OSA and DACB. Additionally we plot the maximum-utilization curve that represents no wasted

resources, simply by calculating N/M . First, the figure depicts that M2M-OSA closely ap-

proaches the maximum-utilization result, and achieves much better performance than DACB.

Indeed, DACB consumes more time slots to compensate for the wasted resources in collisions.

Finally, the results show the accuracy of the analytical results in (4.9) compared to the sim-
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Figure 4.2: Average access delay vs. number of devices with no maximum retransmission limit
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Figure 4.3: Average total service time (i.e. ke) for unstable backlog with no maximum retransmissions limit.

ulation results. More importantly, the results in this figure endorse that M2M-OSA supports

network scalability.

To further prove the effectiveness of M2M-OSA, Table 4.3 shows the average access delay

achieved by the proposed M2M-OSA and that resulted from solving the BIP problem using

MATLAB for different values of N . The table shows that the results of both schemes are

almost the same. Hence, the simple procedure of just drawing a random number from the

uniform distribution is enough to minimize the average access delay. This result is confirmed

by adding the results of a centralized algorithm, referred to as MAX-O. In MAX-O, the winner

device at each RB is selected by the BS in a centralized manner based on its overload indicator

O. This winner is the one with the highest O at each RB. Thus, each device should feedback
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Table 4.3: Average access delay resulted from different techniques

P
P

P
P

P
P
P

P
P

Technique

N
200 500 800 1000

M2M-OSA (actual Nk) 1.1216 1.4585 2.8544 6.4373

M2M-OSA (estimated Nk) 1.1213 1.4606 2.8550 6.4448

M2M-BIP 1.1210 1.4552 2.8597 6.4327

MAX-O 1.1260 1.4552 2.8663 6.4319

Optimal DACB 1.4460 14.1052 39.0710 57.2973
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Figure 4.4: Average Energy vs. number of devices with no maximum retransmission limit

its O to the BS which results in increased communication overhead. Also, for fair comparison,

it is assumed in MAX-O that each device is allowed to randomly select a single RB to compete

for as in M2M-OSA. This assumption reduces the overhead when employing the M2M-OSA

since each device transmits its request packet on one RB only. Moreover, this is similar to the

conventional random access procedure where each device randomly selects one preamble. The

DACB with optimal factor results are also added to show the large improvement achieved by

the proposed algorithm.

Regarding the energy consumption, Figure 4.4-a compares the simulation and analysis re-

sults for the stable backlog case, whereas Figure 4.4-b illustrates the unstable backlog case (i.e.

seriously congested case). The results show the accuracy of our analytical results compared to

simulations. One can notice that, the effect of using N̄k is more noticeable in energy calcula-

tions than in average access delay. This is due to the fact that the energy is very sensitive to

the status of each single mini-slot whether contention (idle, success, or collision) or transmis-

sion, whereas the access delay is obtained on time-slot basis. More precisely, the estimate of

the number of backlogged devices affects the threshold updating step in OSA, and hence the
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Table 4.4: Validation results for the energy calculation assumptions

N P(collision) P(idle) Avg. devices involved in a collision

2000 0.4415 0.5585 2.2722

5000 0.4613 0.5387 2.2770

15000 0.4666 0.5334 2.2823

0 50 100 150 200
0

1000

2000

3000

4000

5000

6000

7000

Time slot index k

N
u
m

b
e
r 

o
f 
U

E
s 

p
e
r 

tim
e
 s

lo
t 
N

k
Estimate

Actual

Figure 4.5: A comparison between the number of UEs at each time slot actual vs. estimated for N = 8000, Om =
100.

number of reservation mini-slots. However, since N̄k is the average of Nk, it still satisfies the

2.5 upper bound for the average reservation period while it may sometimes achieve higher τ

than the case of actual value. Table 4.4 shows the results that validate the assumptions adopted

while analytically calculating the average energy consumption. The probabilities of both idle

and collision events are calculated by dividing the number of occurrence of each event by the

sum of both events.

4.6.2 Finite Retransmission Limit

Here, we discuss the results of the case when Om is finite. Particularly, the simulation results

are compared to the analysis obtained using Algorithm 3. As mentioned earlier, Algorithm 3

can help in estimating Nk as Figure 4.5 depicts for N = 8000, Om = 100; however, the actual

Nk is used to generate the following results.

By increasing N up to 30000, we examine the average blocking probability in Figure 4.6.

The results validate the effectiveness of Algorithm 3 by showing that the analysis is very close

to the simulation while changing different system parametersN,M,Om. The figure clarifies the

effect of increasing the available resourcesM in alleviating congestion and decreasing the prob-
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Om,M . (lines: analysis, markers: sim)

ability of blocking. For the sake of comparison, Figure 4.7 plots Pb and the average access delay

for both M2M-OSA and DACB with N = 8000 and different values of Om. Figure 4.7-a shows

that the M2M-OSA achieves enhanced Pb as compared to DACB, and the gap in performance

increases as Om increases. For high Om values, the probability of congestion increases since

the MTDs can persist. Therefore, the collisions increase and more resources are wasted using

DACB as a result of RA. On the other hand, although with high Om more MTDs get involved

in contention, their chance of getting success increases by allowing more attempts which leads

to an improvement in the overall blocking probability of the system. However, this scenario

will obviously increase the average access delay. Figure 4.7-b depicts a little enhancement in

the average access delay resulted from M2M-OSA as compared to DACB. However, this re-

sult should be combined with the Pb result to see the full picture. In particular, the calculation

of the average access delay only accounts for the succeeded MTDs. So that, the access delay

resulted from M2M-OSA is parallelized with serving high number of MTDs. In contrast, the

less succeeded MTDs in the DACB system were able to obtain faster access since congestion is

mitigated by blocking others.

Figure 4.8 shows the accuracy of our analytical results in (4.24) for the average access delay

compared to the simulations for the case of finite Om. Additionally, the figure shows that the

average access delay starts to increase with N but finally saturates regardless of the increase

of N . Indeed, the results reveal that the saturation limit has a strong relation with Om. While

changing Om, Figure 4.8 shows that the average access delay saturates around half Om. One

can interpret this by focusing on a case of large N where congestion is serious as in Figure 4.9.
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The figure is a histogram for the access delay with N = 20000, and Om = 300. The figure

illustrates the frequency of achieving each access delay value by the devices in the system.

The results show that, excluding the edges, the access delay approximately follows a uniform

distribution with mean Om/2. In such a case, at a congested time slot k (e.g. at region B), Nk

is described by (4.17) where many classes of MTDs exist and they all have equal probability

of success. Thus, the succeeded MTDs could have any value of O and these values represent

their achieved access delay (i.e different delay values have the same probability of occurrence).

As the algorithm progresses, the values of O for all MTDs increase and a shift in the delay

axis (horizontal axis in Figure 4.9) happens (e.g. operating at region C). This means that the
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succeeded MTDs are selected from a population of MTDs with higher O values. But, again

all MTDs have the same probability of success. Thus, the algorithm continues with the exact

phenomena, and so on. Only, the two edges of the delay axis (i.e. regions A, F) have larger

values as the congestion mainly occurs at the middle of the process. In contrast, at the start

the MTDs are being served faster, and at the end the most delayed MTDs start to be served as

congestion is alleviated.

To understand the impact of finite Om on the total service time (TST), Figure 4.10 plots the

TST with different Om while increasing N . First, the figure asserts that ke obtained from Algo-

rithm 3 is almost the same as the value from the simulation. In addition, the figure illustrates

that all TST curves saturate with the high increase of N . This is because the finite Om value

imposes an upper limit for the total service time which is equal to IA + Om − 1. This limit is

the worst-case delay that could be encountered when an MTD is activated at the last activation

slot IA. However, as depicted from the results in Figure 4.10 that this upper-bound was not

attained. This is usually due to the Beta-distributed traffic that results in zero activations at the

very last time. Also, even if such an activation occurs, it will be served (success or block) before

reaching this upper-bound since the congestion is gradually relieved as time progresses.

4.6.3 M2M-OSA with TR

For the M2M-OSA version with TR, an additional “sleep” state is considered for the devices

with power consumption Ps = 0 mW. Using N = 15000, Figure 4.11 shows that the estimated

Nk is very close to its actual value. One can notice that at the 100th time slot the activation
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period ends and the TR mechanism starts. So that, the value of Nk drops to zero and starts

to increase again as the second activation round begins. The curves end at approximately the

1000th time slot which represents the TST of the system.

Figure 4.12 first plots the average TST for the M2M-OSA in three cases, without TR, with

TR and f = 1, and TR and f = 2. The figure shows that the first and third cases give almost

the same performance, whereas the case of TR with f = 1 introduces slightly more TST. This

can be interpreted by examining the definition of the traffic factor f . This factor determines

the average number of devices (newly activated) at each RB. Hence, by setting f = 1, we set

only a single device per RB in average. In reality, we may have smaller value than the average.
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Thus, there will be some RBs without any contention which will be lost. However, this situation

does not last long because more devices will enter the backlog state and the average number of

devices per RB will increase. Thus, the full utilization of resources is attained until approaching

similar performance as the case of no TR. Since the average TST with f = 1 is not much worse

than the other cases, we can deduce that no much resources were lost. The figure also plots the

average access delay which follows the same behavior as the TST curves.

From an energy perspective, Figure 4.13 depicts the energy consumption by each device

until gaining success while changing N . Particularly, it shows the effectiveness of including

the TR mechanism in saving the devices’ energy and that the amount saved increases with the

reduction of f . This is because decreasing f means more sleeping slots for the devices.
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4.6.4 Use Cases

To sum up, M2M-OSA was shown to be effective in handling MTC with massive access. Hence,

it shall be beneficial for several MTC use cases. One application is smart metering where

large number of devices with small-sized data are deployed in the network. These devices

autonomously send usage reports and alarm information to the smart grid infrastructure. This

large volume of simultaneous transmission of delay-sensitive data could cause RAN congestion.

The smart grid is one of the highest driving forces for M2M communications [123]. It provides

smart capabilities to the electric grid to adapt and optimize the power generation, distribution

and consumption. For such an application, long delays may lead to packet loss which could

result in under- and over-supply situations (i.e. when the actual demand is different from the

estimated one). These situations lead to power wastage and increased costs on the consumers

[123]. According to [3], RAN congestion occurs also in a case of bridge monitoring with a

mass of sensors that are triggered almost concurrently to transmit the monitoring data when a

train passes on the bridge. The same thing also happens for the case of hydrology monitoring

during the time of heavy rain.

Generally, event-driven services such as earthquake detection, flood detection, and disaster

management services may lead to RAN overload. This is due to the mass concurrent transmis-

sions from enormous number of devices in certain geographical area to report the incident to the

remote server [124]. In [6], the 3GPP performed an evaluation to the conventional RA technique

in handling the earthquake monitoring application where it was shown that these conventional

mechanisms are inefficient due to the increased collisions. This in turns increases the delays

which is unacceptable in the earthquake scenario, because even tens of milliseconds are very

important for an earthquake alarm. Another example is fleet management where vehicles (e.g.

taxis) are equipped with devices that can report their latest location information periodically or

on demand. According to [6], when a large number of vehicles using fleet management service

gather in a cell, overload may happen since the location information report is always in the

frequency of seconds. This was noticed to be a typical scenario at certain locations such as the

taxi area of the airport. Being able to achieve full resources utilization and resolve collisions,

our proposed M2M-OSA is a promising candidate in handling such applications in a timely

manner.

It is worth mentioning that one essential feature of MTC devices is having diverse quality of

service (QoS) requirements which poses a major challenge for M2M communication to operate
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effectively. Particularly, the low-power feature desired for MTC devices to save the energy

limits the wireless communication performance. Moreover, the huge number of devices in M2M

networks complicates the resource allocation process to be able to ensure QoS and reliability

requirements of different devices. On the other hand, the mechanisms employed for M2M

communication should be simple, yet effective to be capable of attaining the QoS requirements

whereas at the same time preserve the low-complexity requirement for MTC devices. Efficient

mode selection methods that allow the MTC devices to select either to communicate directly

with the BS or via a gateway help in guaranteeing QoS [32]. Additionally, grouping based on

QoS requirements can alleviate the congestion in the PRACH and hence achieve lower delays.

A QoS-aware random access transmission was proposed in [33]. In [125], a resource allocation

technique for M2M devices in LTE-A networks was introduced. It adopts a QoS-based cluster

formation approach, then the RBs access is first granted for high-prioritized cluster with higher

QoS requirement. We believe that a compromise between the complexity and the efficiency

would be tailored according to the M2M application. A future direction is to include the QoS of

different devices while employing M2M-OSA. Also, the algorithm can be extended by changing

the competing metric to achieve certain desired criterion that is application-dependent instead

of randomly scheduling any device. The inclusion of alarm traffic with higher priority is also a

possible extension along with the relaxation of the ideal channel conditions assumption.

4.7 Summary

With the deployment of machine-to-machine (M2M) communications, it is expected that the

number of devices will enormously increase. When these devices attempt to concurrently ac-

cess the network, a radio access network overload problem arises. In this case, the conven-

tional random access procedure used in Long Term Evolution-Advanced (LTE-A) networks

is rendered inefficient due to the frequent collisions that lead to excessive delay and resource

wastage. In this chapter, we formally assessed the performance of the proposed distributed

overload control algorithm, namely M2M-OSA. Particularly, mathematical expressions were

provided for different evaluation metrics including average access delay, total service time, en-

ergy consumption and blocking probability. To prove its effectiveness, the performance of the

proposed algorithm was compared to the dynamic-access class-barring scheme where the sim-

ulation results depict the superiority of the proposed scheme. Furthermore, a binary integer
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programming problem was formulated where we showed that the achieved access delay using

the proposed algorithm approaches the optimal value. Moreover, we introduced a traffic regu-

lation mechanism that achieved significant energy saving for the MTDs which is essential for

battery-constrained M2M applications. We finalized by a discussion of the potential use cases

of the proposed algorithms as well as a number of future directions.
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5. Fast-Grant Learning-Based Approach

for Machine-Type Communications with

NOMA

5.1 Introduction

Thanks to the Internet of things (IoT), the communications of everyday objects become pos-

sible. In this context, machine-to-machine (M2M) communication is the baseline technology

for IoT communications. According to the fifth generation (5G) wireless networks, both mas-

sive machine type communications (mMTC) and ultra reliable low latency communications

(URLLC) are to be supported to enable massive and mission-critical IoT applications, respec-

tively [126]. These two categories of M2M communications are known to have completely

different features than that of the legacy human-to-human (H2H) communications. Generally,

machine-type communication (MTC) is characterized by sporadic small-sized data packets with

heterogeneous quality-of-service (QoS) requirements, and mostly uplink traffic. Unlike H2H,

although essential, MTC is not data rate-centric networks. Instead, MTC requirements are di-

rected to connectivity, latency, and reliability. Particularly, mMTC are about enormous number

of connected devices with relaxed latency constraints. In contrast, URLLC have very strict

latency and reliability requirements.

As mentioned earlier, uplink access is a fundamental challenge for MTC especially with

massive connectivity. Without efficient control, when a huge number of MTC devices (MTDs)

attempt to access the network simultaneously, congestion occurs. Consequently, the network

becomes vulnerable to severe access delays, packet loss and even service interruption. The

conventional grant-based random access (RA) used in LTE/LTE-A networks was shown to be

inefficient for massive scenarios [7]. Particularly, the four-step handshaking procedure of the
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RA is lengthy with expensive signaling for MTDs with small payloads. On the other hand, fully

uncoordinated access, known as grant-free where the devices transmit directly on a random

uplink resource without sending scheduling requests, reduces the signaling cost at the expense

of collisions [15]. Having much larger number of devices than the available resources is the

likely case of MTC which reflects that collisions will degrade the performance.

In the previous chapters, we proposed a distributed overload control algorithm that avoids

the conventional RA scheme employed in cellular networks. We also focused on the event-

driven situations where a large number of devices activate within short period of time. In gen-

eral, an MTC environment is expected to have multiple types of traffic where periodic and

event-driven traffic types are among the essential types [15]. Adding to this the different QoS

requirements imposed by both mMTC and URLLC applications which further complicates the

uplink access problem. Consequently, there is an urgent demand for the development of an ef-

fective uplink access techniques that can efficiently tackle the diverse challenges of MTC with

high compatibility to the existing cellular networks. In [43], the 3GPP proposed fast uplink

grant technique for latency reduction. In fast uplink grant, the base station (BS) allocates the

uplink grants directly to the MTDs without receiving any scheduling requests. Hence, both

large signaling overhead and collisions are avoided. Consequently, energy-constrained MTDs

can significantly save energy. However, if an inactive MTD received an uplink grant, the re-

source is wasted.

Fast uplink grant has two main challenges [15]. First, the BS has to predict the set of active

MTDs at each cycle. Second, the granted resources should go to the optimal MTDs according to

each network requirements. This should be done with limited or no information of the devices’

QoS requirements or channel state information (CSI) which are very difficult to acquire for

massive number of MTDs at the BS. Learning techniques are known to be very promising in

solving problems in such environments. In [127], a traffic prediction framework is provided

for MTDs activated by binary Markovian events where the resources are allocated using fast

grant to MTDs that have the maximal likelihood for transmission. The results depicted the

superiority of fast grant as compared to the conventional RA. However, the results incorporated

relatively small number of MTDs while ignoring their QoS during the scheduling step. In [128],

multi-armed bandit (MAB) learning technique was adopted to solve the scheduling problem. In

spite of the promising results, the performance of the technique in [128] is dependent on the

prediction accuracy. Hence, there is a need to decouple the two challenges of fast grant schemes
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or even reduce the effect of the predictor efficiency on the scheduler performance.

In recent years, non-orthogonal multiple access (NOMA) has received great attention as a

promising enabling technique for beyond 5G wireless networks [16], [12]. As compared to or-

thogonal multiple access (OMA) where every user is exclusively allocated the resource, NOMA

allows multiple users to share he same spectrum resource at the same time while multiplexing

them either in code or power domain. This permits serving more users using limited resources

in less time. For MTC, NOMA is an excellent candidate for improving the spectral efficiency,

reducing latency and efficiently handling massive connectivity. These promising gains come

at the expense of a more complex receiver that is able to decode the superposed signals. For

uplink NOMA, successive interference cancellation (SIC) decoder is used at the BS which is

acceptable for low-budget MTDs with mostly-uplink traffic.

In this chapter, we propose NOMA-based fast uplink grant for MTC to enhance the overall

system performance and approach the decoupling of the predictor and scheduler performances.

By allowing multiple MTDs to share the same resource, the resource wastage due to prediction

errors can decrease. Obviously, this comes with the cost of extra signaling and complexity.

However, starting with the simple 2-user NOMA can efficiently handle the tradeoff between

system performance and complexity. For proper SIC decoding, certain level of distinctness

between the received signals at the BS should be maintained [68]. This was usually done by

the BS in a centralized manner such that the users’ channels are sorted and distinctive ones are

paired together (e.g. [16]). Clearly, for massive networks, sending this immense amount of CSI

information to the BS is impractical. Hence, we provide a two-step NOMA-based fast uplink

grant scheme that employs MAB learning for fast scheduling of the MTDs. Afterwards, dis-

tinctive NOMA pairing is done in a distributed manner such that SIC can successfully operate.

To facilitate the problem investigation, we first provide a source traffic prediction abstraction

model. This abstraction model eases incorporating the predictor performance in the network to

be able to study its effect on the fast uplink scheduler and assess the overall network perfor-

mance. Finally, we introduce a BIP formulation for the optimal NOMA pairing to illustrate the

further enhancements that could be attained from NOMA-based fast uplink grant.
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5.2 Related Works

Due to the advantages of NOMA in improving the spectral efficiency, handling massive con-

nectivity and reducing latency, several works in literature studied NOMA with IoT and 5G [11],

[16]. In [126], a power-domain uplink NOMA access scheme was proposed to solve a joint sub-

carrier and power allocation problem for narrow-band IoT (NB-IoT). The goal is to maximize

the number of connected MTDs under QoS and power constraints. In [129], a code-domain

NOMA scheme was proposed to support massive MTC. In this scheme, each MTD randomly

selects a sub-channel to transmit its data. Then, each device selects a channel code with appro-

priate code rate to encode its message along with its terminal identity (ID). Since the number

of MTDs selecting the same sub-channel is not fixed, Raptor codes, which are rateless codes,

were used. In this case, collisions only occur when multiple MTDs select the same sub-band

and code structure.

In literature, variants of NOMA with MTC could be found. In [130], a random access-

based NOMA scheme for M2M networks was proposed. By modifying the conventional 4-step

random access (RA) scheme used in LTE, this scheme allows multiple MTDs to share the

same resource block (RB). Power control was also employed so that the BS could not only

detect the presence of the preambles from the timing advance information but also estimate

the number of MTDs that have chosen each preamble. Then, the MTDs apply code-domain

NOMA to transmit their data over the same channel. In contrast, other works apply NOMA

with grant-free scenarios to avoid the large overhead of the RA process [14]. Grant free is

employed to allow the users to transmit directly whenever they have data without waiting for a

grant from the BS. In [7], the authors analyzed the performance of a grant-free NOMA MTC

system in terms of throughput and outage probabilities assuming both successive joint decoding

(SJD) and SIC under a Rayleigh fading and path loss channel model. In the adopted scheme,

multiple MTDs transmit their data associated with a signature pilot sequence, selected from a

set of orthogonal pilots, in the same channel. In [61], a distributed layered grant-free NOMA

framework was proposed to mitigate the inherited collisions of grant-free systems. In this case,

the cell is divided into layers with different power levels, and only devices of different layers

could share the same RB without collisions. To further reduce the collisions, enhanced access

barring (EAB) was applied.

Although grant-free avoids the lengthy handshaking process of the conventional RA, there
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is a complete lack of control resulting in higher probability of collisions with MTC massive

access. In [131], a semi grant-free with NOMA proposal was introduced where a channel is

granted for a high priority MTD via conventional grant-based RA. Then, grant-free MTDs are

permitted to share the channel provided that the performance of the grant-based MTD is not

too much degraded. As indicated before, although variants of NOMA with MTC ranging from

grant-based to grant-free are introduced in the literature, there is almost no work that combined

NOMA with fast uplink grant. To the best of our knowledge this is among the very first work

to study fast uplink grant for MTC with NOMA. Moreover, centralized user pairing is usually

applied in NOMA scenarios which may not be suitable for massive access [68, 135]. Hence, in

this paper, we propose a heuristic distributed pairing scheme.

5.3 System Model

We consider a single cell network where N MTDs are served by a single BS. Assume that the

available bandwidth is divided into M orthogonal RBs, each of width B. Assuming slotted

time, at each time slot (i.e. cycle) the BS allocate the RBs to the available “active” MTDs using

fast grant. The term “active” refers to an MTD with a packet ready for transmission (i.e. non-

empty buffer) within a predefined maximum tolerable delay identified by the IoT application.

If a packet waits for access more than its maximum tolerable delay, it will be dropped out. A

packet’s access delay is defined as the number of cycles elapsed from the moment at which the

packet is ready for transmission until it is granted an uplink resource. Due to the heterogeneity

of IoT applications, the packets have different QoS requirements that are unknown to the BS.

To model congestion, at the beginning, we consider a Beta-distributed activation of the

MTDs as suggested by the 3GPP for overload situations [6]. Particularly, the N MTDs are

activated within a bounded activation time TA that is assumed to be divided into IA time slots.

Considering a Beta distribution with parameters (α = 3, β = 4), each MTD is activated at time

t with probability A(t) as follows:

A(t) =
tα−1(TA − t)β−1

T α+β−1
A B(α, β)

, (5.1)

where B(α, β) is the Beta function [114]. This more realistic model is only adopted during

the first activation of the devices instead of the uniform activation model adopted in [128].

Then, at each cycle, a random set of inactive MTDs is selected for activation to join the pool of
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backlogged MTDs.

All channel gains are assumed to be independent and identically distributed (i.i.d) across

users and time. Also, the link gain is assumed to be fixed during the whole cycle. Particularly, let

hl = algl is the channel gain between the lth MTD and the BS [62]. gl ∼ CN (0, 1), al = 10
al,dB
10

represent the small scale Rayleigh fading, and the large scale fading, respectively. With path

loss PLdB and log-normal shadowing Xσ with variance σ, the large scale fading is represented

as al,dB = PLdB +Xσ. Finally, The 3GPP path loss model of PLdB = 128.1 + 37.6 log(dBS)

is adopted where dBS is the distance to the BS [132].

For uplink NOMA network, multiple MTDs transmit non-orthogonally to the same receiver

(i.e. BS). The received signals at the BS are then decoded using SIC. Hence, certain level of

distinction has to be maintained. For 2-user NOMA, the received signal at the BS on the mth

RB is as follows:

ym =
√

Pshsmxsm +
√

Pwhwmxwm + zm (5.2)

where Ps, hsm, Pw, hwm are the transmission power and channel gain for the strong and weak

MTDs of the mth NOMA pair, corresponding to their signals xsm,xwm, respectively. z is an

additive white Gaussian noise with zero mean and power spectral density N0. We also assume

that each MTD is able to acquire the CSI of its link to the BS from the pilot signal sent from the

BS and it has a maximum power budget Pt.

Using SIC, the BS decodes the strong signal first, then removes it and decodes the weak

signal. Hence, only the strong MTD will suffer from interference. Based on that, the achievable

rates of the NOMA pair can be expressed as:

rs = B log2

(

1 + Psγs
Pwγw+1

)

(5.3)

rw = B log2 (1 + Pwγw) (5.4)

where γ = |h|2

N0B
is the normalized channel gain. The subscripts (.)s, (.)w denote the strong and

weak MTDs, respectively.

5.4 Problem Formulation

For massive number of MTDs, the resource allocation process is known to be complicated due

to the limited resources. Additionally, the diverse applications of IoT increases the process
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complexity due to the heterogeneous QoS requirements of the MTDs. In such a network, the

objective is to schedule the set of MTDs that maximizes the achieved utility under QoS con-

straints. Based on that, the optimal OMA scheduler can be formulated as:

S(t) = argmax
{i1,...,iM}∈K(t)

∑iM
i=i1

Ui(t) (5.5)

s.t. ri(t) ≥ Rimin
, i = i1, . . . , iM

di(t) ≤ Di, i = i1, . . . , iM

where K,S are the sets of active and scheduled MTDs, respectively. Ui(t) is the utility of the

scheduled MTD i. Rimin
, Di are the minimum rate and maximum delay constraints of MTD i,

whereas ri(t), di(t) are the achieved rate and access delay for MTD i at t. For massive MTC,

delay requirements are commonly the most important. However, other QoS metrics can be

imposed. Hence, the utility function U is defined as a combination of different normalized QoS

metrics as [128]:

Ui(t) = δ1vi(t) + δ2r
n
i (t) + δ3f(Di(t)), (5.6)

where δ1, δ2, δ3 are weights of each metric summing up to 1. At time t, vi(t) is the value of

information of the generated packet by MTD i at certain context [133]. The normalized value

represents a percentage of importance, hence vi(t) ∈ [0, 1]. Also, rni (t) is the normalized rate

of MTD i that is obtained by dividing the achieved rate ri(t) by the maximum rate Rmax that

could be achieved by the node having the best channel to the BS. In our setting, an arbitrary

relatively-high value for Rmax was selected. For the maximum tolerable access delay Di(t),

the normalization was obtained using a modified Gompertz function with parameters a, b, c as

follows:

f(Di(t)) = a− ae−be−cDi(t) . (5.7)

Figure 5.1 shows the modified Gompertz function with different values of the parameters a, b, c.

It shall be noted that the lower the maximum tolerable delay, the higher the function value which

reflects higher reward by selecting MTDs with more strict delay requirements as desired.

Solving the problem in (5.5) requires the BS to gather information about the MTDs in the

network. For instance, the BS needs to know the QoS requirements of each active MTD at each

time instant, as well as the CSI for optimal throughput. However, gathering such information for

massive number of devices, usually with small-sized data packets, is highly inefficient. In such
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Figure 5.1: Modified Gompertz function for modeling latency with different values of the control parameters

uncertain environments, learning techniques are good candidates to solve the problems with

limited or no information at the decision maker. In the following, online learning is employed

to solve the problem along with NOMA to boost the performance.

5.5 Proposed Two-stage NOMA-based Fast Grant Scheme

To efficiently apply fast uplink grant in MTC networks, the associated challenges related to both

scheduling and activity prediction should be tackled. The proposed scheme aims to tackle this

by applying MAB learning to partially schedule the MTDs and learn the utilities over time with

no information at the BS related to MTDs’ channels or QoS [128]. Then, NOMA technique is

adopted to enhance the overall system performance, reduce latency, and to better employ the

limited resources. The proposed scheme comprises of two phases as follows.

(1) MAB is used such that the BS could select the scheduled MTDs for fast uplink grant.

(2) The scheduled MTDs are considered as cluster heads (CHs) and seek pairing with other

“nearby” devices that satisfy a NOMA power tolerance condition announced by the BS

for successful SIC operation.

After transmission, the BS receives QoS-based rewards from the scheduled MTDs. In this

scheme, we allow inactive CHs that received an uplink grant, while having no ready-for-transmi-

ssion packets, to seek pairing as well. This implies that the CHs can forward the grant to other

“active” MTDs that respond to the pairing request. This procedure assists in avoiding the re-
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Figure 5.2: Truncated histogram of the distribution of the prediction error ep ∼ N (0.01, 0.04)

source wastage inherited in fast uplink grant. In the following, we show how the preceding

traffic prediction step is abstracted. Then, detailed description of each phase is provided.

5.5.1 Traffic Predictor Abstraction

We assume that the BS employs a predictor with certain average prediction error ēp. At each

cycle, there are an actual active MTDs list and a BS prediction list that satisfies a per-cycle error

ep ∼ N (ēp, σ
2
e) truncated in [0,1]. We define ep as the total number of errors in prediction to

the total number of MTDs in the network. Thus, for a network of N MTDs, we have:

ep =
Ne

N
=
Na,i +Ni,a

N
(5.8)

where Ne is the total number of prediction errors per cycle. Also, Na,i, Ni,a are the number of

active MTDs that were predicted as inactive, and the number of inactive MTDs predicted as

active by the BS, respectively. Furthermore, we assume that the predictor outputs a probability

of being active Pa for each MTD. Figure 5.2 illustrates the histogram of the distribution of

ep ∼ N (0.01, 0.04).

It shall be noted that since the adopted error model is truncated normal distribution in [0, 1],

the actual mean of ep, is calculated as follows:

ẽp = ēp + σe
φ(ae)− φ(be)

Φ(be)− Φ(ae)
(5.9)

where ae = −ēp/σe, be = (1 − ēp)/σe. Also, φ(·),Φ(·) are the pdf of the standard normal
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distribution and its cumulative distribution function, respectively. Using ẽp, the expected value

of prediction errors can be obtained as follows:

E{Ne} =Nẽp. (5.10)

5.5.2 Fast Grant Scheduling using MAB

MAB is a classic decision making problem in which a set of predefined arms exists where a

decision maker selects an arm and observes the reward. Although the rewards are drawn from

some unknown distributions for the decision maker, the goal is to maximize the cumulative

system reward. Due to lack of information, the selected arm may be an inferior arm in terms

of the average reward. Hence, another performance measure for MAB problems is the regret

which is defined as the difference between rewards of the best arm that could have been played

and the selected arm. In our problem, the BS is the decision maker and the MTDs are the arms.

According to (5.5), the reward of the ith MTD is defined as:

θi(t) = ✶[ri(t) ≥ Rimin
]✶[di(t) ≤ Di]Ui(t), (5.11)

where ✶(.) is an indicator function equal 1 if its argument holds and 0 otherwise. It is used to

assure that both minimum rate Rimin
and maximum tolerable delay Di requirements of the ith

MTD are satisfied. In terms of regret, the goal of the scheduler is to minimize the cumulative

regret R. Let θk(t) be the achieved reward of playing arm k at time t, and θ∗(t) be the maximum

reward that could have been achieved at time t, the regret up to time T is then given by:

R(T ) = E





T
∑

t=1

θ∗(t)−
T
∑

t=1

∑

k∈S(t)

θk(t)



 . (5.12)

To maximize the cumulative reward, the upper-confidence bound (UCB) concept is used

to solve the problem. This method is well-known to achieve balance between exploitation

and exploration tradeoff [134]. This well-known machine learning tradeoff requires balancing

reward maximization based on exploiting the knowledge already acquired while attempting

(i.e. exploring) new actions to further enhance knowledge. Since the availability of the MTDs

is probabilistic, sleeping MAB is more suitable [128]. In sleeping MAB, at each time instant,

only a subset of the arms is available. Given that the BS employs a prediction algorithm, at
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each time slot t, it has the predicted set of active MTDs K′
t associated with certain probability

of being active Pai(t) for each MTD i in K′
t. Then, the BS employs the UCB to play an arm

k(t) such that:

k(t) = argmax
i∈K′

t

Pai(t)

(

zi(t)

ni

+

√

8 log t′

ni

)

, (5.13)

where zi(t) is the sum of rewards of MTD i up to time t, ni is the number of times MTD

i was selected while being active, and t′ is the total number of times the selected MTD was

active. Note that all the parameters in (5.13) are known to the BS except for t′. Using the traffic

predictor, the estimate of t′ is assumed to be the number of times each MTD was estimated

active by the BS. In this scheme, the BS selects the newly activated MTDs first before starting

(5.13). Then, it starts to schedule the MTDs with the highest UCB values. Note that, the newly

activated MTDs are the ones that were estimated as active at the BS, and yet they have no

learning history.

5.5.3 NOMA Pairing

Although MAB learning has the potential to boost the scheduling efficiency of fast uplink grant

with limited information, its performance is highly dependent on the preceding prediction step.

For OMA, the spectrum resource is completely wasted in case the selected MTD by the BS

was actually inactive. With NOMA, multiple MTDs are allowed to share the same spectrum re-

sources which enhances the spectrum utilization. Furthermore, a NOMA-based network would

be less susceptible to traffic prediction errors. Hence, a 2-user NOMA scheme is adopted. Note

that, this scheme could be extended to allow multiple MTDs per RB with an increase in the

system complexity.

The proposed NOMA scheme starts by identifying the CHs which are the MTDs granted the

uplink resources from the preceding MAB stage. These CHs will seek pairing to other active

MTDs in the network that were not granted an uplink resource, namely non-CHs (nCHs). In

particular, the pairing is initiated by each CH through sending a pairing request containing its

ID and a signal-to-noise ratio (SNR) threshold, γth. This threshold guarantees the minimum re-

quired distinction between the signals of the paired devices at the BS for proper SIC operation.

Afterwards, the CHs will receive responses from their eligible nCHs. In this regard, we assume

that each nCH associates itself to the nearest CH for a chance to be paired with it. Also, we

refer to the set of nCHs associated to the same CH as cluster. If γth is satisfied, the CH will
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randomly select one of its responded nCHs to share the frequency band. It is worth mentioning

that the nearest CHs can be identified from the received signal strength (RSS) of their pairing

requests. Although the association assumption is restrictive, it reduces the communication over-

head needed for the distributed pairing by forcing a single eligible CH for each nCH which is

reasonable for massive MTC. Moreover, this assumption helps to reduce the interference and

allows the CHs to lower the power needed for sending pairing requests. However, it could be

easily relaxed by allowing each nCH to associate itself to multiple CHs according to their RSS.

Assuming that the BS announces a tolerance power, Ptol, defined as the minimum power

difference required for efficient SIC operation, γth can be derived from:

Psγs − Pwγw ≥ Ptol, (5.14)

where Ps, γs are the transmission power and the normalized channel gain of the strong MTD of

certain NOMA pair and the BS, respectively. Similarly, Pw, γw are for the weak MTD of the

same NOMA pair. Assuming equal power allocation where Ps = Pw = Pt, then γth is:

γth =











γCH + Ptol

Pt
, if γCH = γw(weak),

γCH − Ptol

Pt
, if γCH = γs(strong).

(5.15)

Hence, an MTD n can be paired to its nearest CH c iff:

γn ≥ γth, if γth = γc + τ, mode = 0, (5.16)

γn ≤ γth, if γth = γc − τ, mode = 1. (5.17)

where τ = Ptol

Pt
. An extra control bit mode could be added to identify what type of members the

CH is seeking. For instance,mode 0 can be used for throughput maximization such that the CHs

seek pairing to stronger MTDs. However, being decoded at last stage, the CH is susceptible to

SIC error propagation unless high level of distinction is maintained among the pairs to reduce

outages. For a network of both mMTC and ultra reliable low latency communications (URLLC)

MTDs, mode = 1 is recommended to protect the CH selected by the BS that is most probably

would be URLLC MTD with service priority. In general, if a network operates on certain mode

but some CHs did not find eligible pairs, it may be allowed to switch mode to find a pair.

Under the prescribed scenario, if an inactive CH was granted a resource, it will seek pairing
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as well. Thus, the resource is not wasted with an incentive of an increase in the CH’s cumulative

reward. Particularly, with NOMA, the total system reward at each cycle is the sum resulted from

both CHs and nCHs which could reach double the achieved rewards with OMA. However, the

following cumulative rewards of each CH c and its nCH pair n are used in (5.13):

zc(t) = zc(t− 1) + θc(t) + ρθn(t) (5.18)

zn(t) = zn(t− 1) + (1− ρ)θn(t), (5.19)

where ρ is a weight factor defining the share of the nCH’s reward belonging to the paired CH as

an incentive. For a general MTD i, the values of other parameters in (5.13) are adjusted inde-

pendently based on its individual reward θi. For instance, ni is only incremented for non-zero

reward MTDs. This setting overcomes the prediction inaccuracy as the active nCHs themselves

respond to the pairing request. Figure 5.3 illustrates the procedure of the proposed two-stage

scheme.

Active CH Inactive CH

Active MTD (nCH) Eligible nCH Inactive MTD

NOMA Cluster

Fast-grant Link Pairing Link

Figure 5.3: An illustration of the proposed two-stage NOMA-based fast grant scheme with 3 RBs whereas the

paired MTDs are going to share the same RB using NOMA

5.6 Optimal NOMA Pairing

The regret defined in (5.12) gives an indication of how far the system performance is from the

optimal performance. For OMA system, the optimal scheduling is to schedule the MTDs with

the highest rewards at each cycle. In this case, the BS should have all the information about

all the devices to schedule the set that maximizes the total network reward. This information
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includes all devices’ CSI, and QoS requirements which is impractical for massive number of

devices.

For our proposed NOMA scenario, in order to get a meaningful regret, we need to find the

optimal NOMA pairing that maximizes the network reward to be the reference performance.

This optimal pairing is known to be complex for massive MTC [135]. Particularly, for M

RBs, the number of pairing sets grows super-exponential with M , renders the optimal solution

infeasible even for moderate M . However, our objective is to find a reference performance that

is comparable to the proposed two-stage scheme to specifically help in improving the second

stage related to NOMA pairing. Specifically, the first stage related to MAB was adopted since it

helps to improve the scheduling quality with limited or no information at the BS. Then, NOMA

was used to further improve the resources utilization. Given that we keen to keep the benefits of

MAB while at the same time improve the NOMA-pairing stage, we formalize a quasi-optimal

NOMA scenario. In this scenario, the CHs selected at the first step would be inputs to the

problem and it is required to find the optimal pairs for the given CHs. This formulation helps

to assess the performance of the proposed NOMA with random pairing so that we can improve

our proposed 2-step scheme in the future.

Based on the above, in obtaining optimal pairing, we allow the BS at each cycle to grant

the M resources either to the best active CHs whose rewards are the highest or to M CHs

selected with MAB. Then, these selected CHs enter a second stage to find their optimal pair.

The problem is formalized as a binary integer programming (BIP) problem with the objective

of maximizing the total system reward:

max
∑M

c=1

∑Nan

n=1 ωc,nIc,n (5.20)

s.t.
∑Nan

n=1 Ic,n ≤ 1, ∀c (5.21)

∑M
c=1 Ic,n ≤ 1, ∀n (5.22)

Ic,n ∈ {0, 1}, ∀n, c (5.23)

|Pnγn − Pcγc| ≥ Ptol, ∀n, c (5.24)

where Ic,n is a pairing binary variable that takes the value 1 when CH c is paired with nCH n.

The nCH n index is set to span all actual active Nan nCHs, whereas a maximum of M CHs,

already selected at the first step, exist in the network at each cycle. The first two conditions are

to assure that each CH is paired to only one nCH and vice versa. The last condition is the pairing
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condition required for successful SIC decoding, and the absolute value is used to indicate both

modes 0, 1. The objective of the optimization problem is to maximize the reward resulted from

pairing. This is done with the optimization weights ωc,n = θc+θn. To satisfy the last condition,

we could set ω = 0 while solving the problem if the condition does not hold for any pair. The

problem was solved using Matlab.

5.7 Simulations

In the following, we consider N MTDs randomly located at fixed points of a square area with

side length 500 meters. At the beginning, the activation of the MTDs follows the Beta distribu-

tion with parameters (α = 3, β = 4) within IA = 10 slots. After the first activation of the N

MTDs, we randomly select MTDs for reactivation at each cycle to keep a dynamic activation

process. Note that by considering a case of N >> M , the overload situation sustains. For the

channel modeling parameters, a noise power is considered to be -174 dBm/Hz, bandwidth is

360 kHz and standard deviation for the log normal shadow fading is 10 dB [128]. The traffic

predictor is assumed to have ep ∼ N (0.01, 0.04), and Pa ∈ [0.8, 1].

Regarding the utility function (5.6), we set δ1 = 0.2, δ2 = 0.3, δ3 = 0.5, where the delay gets

the highest weight. Additionally, we set the parameters of the function in (5.7) as a = 1, b =

8, c = 0.03 [128]. To better illustrate the ability of MAB learning in achieving the essential

delay requirement of MTC, we chose to set the first N/2 MTDs to be with strict maximum

delay of Di ∈ [1, 100] slots, whereas the remaining N/2 MTDs are with relaxed maximum

delay of Di ∈ [150, 300] slots. Running the simulations for a total of T cycles, the maximum

delay of the MTDs changes with every activation. Also, we assumed that the rate threshold is

satisfied for all MTDs (i.e. ✶[ri(t) ≥ Rimin
] = 1 in (5.11)). Furthermore, all the results are

generated assuming mode 0.

Finally, the system performance is evaluated in terms of the rewards and regret defined in

(5.11), (5.12). Additionally, we defined a measure for resource wastage namely the missing ratio

as the ratio between the number of missed resources to the total number of available resources

during the whole period (i.e. MT ). The access delays and the number of scheduled devices will

also be illustrated. Only non-zero reward selected MTDs are counted in calculating different

system metrics. Table 5.1 shows the parameters used in the simulations.

Figure 5.4 plots the histogram of the number of times each MTD was scheduled for both
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Table 5.1: System model parameters

Parameter Definition Value

M Number of uplink resources (RBs) 10

N Number of MTDs 500

T Total number of cycles 10000

Pt Transmission power 10 dBm

Ptol Detection threshold for SIC 4 dBm

ρ Weight for nCH reward division 0.3
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Figure 5.4: Number of times each MTD was scheduled in both OMA and NOMA systems

OMA and NOMA systems. In both cases, it is shown that the MAB learning technique is able

to schedule the MTDs with strict delay requirements more frequently (i.e. first N/2 MTDs).

However, with NOMA, the total number of scheduling times is higher. This is due to the better

utilization of the resources offered by NOMA. Figure 5.5 shows the division of the scheduled

devices in NOMA case. Particularly, it shows the number of times each MTD was scheduled

as CH or nCH. As the figure depicts, the increase in the number of scheduled CHs reflects

the improvement achieved in the MAB performance. At the same time, the CHs’ scheduling

follows the same MAB’s trend where MTDs with strict delays are scheduled more frequently.

On the other hand, the nCH MTDs are selected by each CH randomly from the eligible active

devices. Hence, the figure shows that all N MTDs are scheduled uniformly. At the end, the

overall scheduling performance is enhanced to offer better utilization of the resources. This

was also verified in Figure 5.6 where the accumulated number of missed resources with time

for both cases are plotted. The figure depicts the enhancement achieved by the proposed NOMA

in utilizing the resources missed due to prediction errors. The staircase appearance of NOMA

case is a result of the infrequent wastage of the resources.
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Figure 5.5: Number of times each MTD was scheduled in NOMA scenario as CH (left) or nCH (right)
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Figure 5.6: Total waste of resources in both OMA and NOMA systems

Regarding the rewards and regret, in Figure 5.7, we take the optimal rewards achieved by

scheduling the available highest-reward MTDs, one per each RB, as the minuend of (5.12).

This is the curve labeled as “Best” in Figure 5.7-(a). The subtrahends are the achieved rewards

with MAB only and MAB with NOMA for OMA and NOMA regrets, respectively. Figure 5.7-

(a) depicts the improvement gained from NOMA that exceeds the best OMA performance.

This can also be seen from the regret shown in Figure 5.7-(b). Although the reference optimal

reward here is not related to NOMA, it is good to see how far our practical proposed NOMA-

MAB scheme is from the impractical best OMA case that needs the gathering of all MTDs’

information and QoS requirements at the BS to be able to optimally allocate the resources.

In terms of the missing ratio, Table 5.2 compares the performance of OMA and NOMA.
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Figure 5.7: (a) Rewards resulted from both OMA and NOMA systems where best reward is calculated with at most

1 MTD/RB. (b) The difference (Best-MAB) gives the regret.

Table 5.2: Performance Evaluation with t′ estimated

System Missing Ratio Winners Avg. Max Delay Avg. Access Delay

OMA 0.0271 9.7288× 104 105.1120 36.6666
NOMA 0.0001 19.0483× 104 108.5102 19.0421
NOMA-CHs 9.1158× 104 59.0349 10.2293

The table depicts that NOMA offers better utilization of the resources where the missing ratio

significantly decreases. It also shows the achieved increase in the number of served MTDs (i.e.

winners) along with an enhancement in their average access delay. The uniform selection of

nCHs pairs results in a slight increase in the average maximum tolerable delay of the scheduled

MTDs. The last row shows the performance of CHs ONLY with NOMA. The results reflect

an improvement in the MAB performance itself that enables faster scheduling of MTDs (less

access delay) with more strict delay requirements. Note that, the modification proposed in

(5.18), (5.19) allows faster learning by scheduling more MTDs at each cycle. Particularly, the

proposed NOMA reduces the time wasted in scheduling the newly activated devices first in

order to build their history by storing the nCH UCB parameters in (5.13) as well as the CHs’.

Focusing on NOMA, Figure 5.8-(a) compares the reward resulted from the proposed NOMA

with simple random pairing to the rewards resulted from the 2-step optimal NOMA (i.e. quasi

optimal) pairing analyzed in section 5.6. We consider two inputs for optimal pairing, the first

is the best CHs with the highest rewards, and the second is the MAB-selected CHs. These

input CHs will seek pairing using (5.20). The gaps between each of these two curves and the

proposed NOMA represent the further enhancement that can be achieved by combining NOMA
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Figure 5.8: Further enhancements to NOMA system (a) Comparison of proposed and optimal NOMA scenarios

(b) Effect of mode switch (MS) function on the system reward

with fast grant in a 2-stage fashion as proposed in this chapter. Specifically, the gap between

the proposed NOMA curve and the optimal with MAB CHs indicates the further enhancement

that could be achieved by enhancing the pairing scheme. On the other hand, to enhance the

performance of random NOMA, we added a mode switch (MS) function to the system. This

function allows each CH to switch its pairing mode temporarily if it failed to find a NOMA pair

with the nominal mode of the network. Specifically, for a network operating at mode = 0, each

CH that does not find a pair at certain cycle is allowed to re-announce itself as a CH operating

at mode = 1 at this specific cycle. This is to increase the resources utilization and not to

miss the pairing opportunity. Figure 5.8-(b) depicts the difference in the system reward while

the function is ON and OFF. However, this enhancement results in an increase of the pairing

overhead and time. The mode switch function could be useful for networks with strict pairing

conditions or non-dense devices where the probability of not finding a pair increases.

Using different average prediction errors ēp = 0.01, 0.1, 0.4, the effect of the predictor effi-

ciency for both OMA and NOMA is examined. Figure 5.9 shows a relatively large increase in

the number of wasted resources of OMA system with the increase of ēp which is not the case

for NOMA. This reflects that NOMA system is less vulnerable to the predictor efficiency. For

the rewards illustrated in Figure 5.10, although NOMA reward is always higher than OMA with

different ēp, increasing ēp degrades the performance of both systems. For OMA, the perfor-

mance degradation is due to the loss of the resources. In contrast, with NOMA the reason is the

random selection of the nCHs which represent larger portion of the selected MTDs with high

ēp. This can be improved by enhancing the employed pairing scheme. Overall, the results show
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Figure 5.9: Effect of the prediction error on the resource wastage in both OMA and NOMA systems
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Figure 5.10: Effect of the prediction error on the system reward in both OMA and NOMA systems

a potential of performance improvement at an affordable complexity.

5.8 Summary

MTC are known for its challenging radio access network (RAN) design due to massive con-

nectivity. In this chapter, we proposed a NOMA-based communication framework that allows

MTDs to access the network while avoiding congestion. The proposed technique is a two-stage

mechanism that first employs fast uplink grant to schedule the devices without sending a re-

quest to the BS. Secondly, NOMA pairing is employed in a distributed manner to reduce the

signaling overhead. Due to the limited capability of information gathering at the BS in massive

scenarios, learning techniques are best fit for such problems. Thus, MAB learning was adopted
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to schedule the fast grant MTDs taking into account their heterogeneous QoS requirements in-

cluding latency. Then, constrained random NOMA pairing was proposed to assist in decoupling

the two main challenges of fast uplink grant schemes, namely active set prediction and optimal

scheduling. Using NOMA, we were able to significantly reduce the resource wastage due to

prediction errors. Additionally, the simulation results show that the proposed scheme can eas-

ily attain the impractical optimal OMA performance, in terms of the achievable rewards, at an

affordable complexity. It was also depicted that the proposed scheme is more robust against

source traffic prediction errors. A quasi-optimal 2-stage NOMA formulation was provided as a

benchmark for future performance enhancement.
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6. Analysis of Resources Wastage in Fast

Uplink Grant for MTC with NOMA

6.1 Introduction

Efficient uplink access is a keystone for successful deployment of MTC that enables the promis-

ing Internet of things (IoT). The conventional random access (RA) technique and its variants

were shown to suffer from excessive collisions and prohibitive overhead such that MTC la-

tency and reliability requirements cannot be guaranteed. In the previous chapter, we adopted

fast uplink grant access technique for MTC which was first proposed by the 3GPP for latency

reduction [43]. In fast uplink grant, the MTDs receive uplink grants allocated directly from

the BS without the need to transmit scheduling requests. This technique avoids both collisions

and signaling overhead. Consequently, energy-constrained MTDs can significantly save energy.

However, there is a risk of wasting the valuable resources in case the grant is allocated to an

inactive MTD. Mainly, there are two challenges associated to fast uplink grant [15]. First, the

prediction of the set of active MTDs at each cycle. Second, the optimal MTDs scheduling such

that the resources are allocated to the best MTDs according to each network’s criteria. Due to

the difficulty of information gathering for enormous number of MTDs, scheduling should be

done with limited or no information of the devices’ QoS and channel state information (CSI) at

the BS.

In chapter 5, to comply with the aforementioned requirements, we proposed NOMA-based

fast uplink grant scheme that employs MAB learning for scheduling a first incumbent of the

spectrum resource, referred to as CH. Afterwards, each CH seek pairing to other “active” MTDs

to share the scheduled resources in a NOMA fashion under certain constraints. Particularly, a

minimum power tolerance should be maintained among the paired MTDs to guarantee distinc-

tion for successful SIC operation. The preliminary results of this technique showed promising
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enhancements in terms of rewards, access delays, and resource utilization.

In this chapter, we theoretically assess the performance of the proposed NOMA-based fast

grant uplink scheme. To simplify the analysis, minor modifications were adopted in the system

model. First, we ignore the large-scale fading parameters and considered only small scale

Rayleigh fading. Particularly, all the channel gains are modeled as Rayleigh fading distributed

as CN (0, 1), and assumed to be independent and identically distributed (i.i.d) across users and

time. In addition, after the IA time slots of the activation period, we assume that exactly Na

randomly-selected MTDs are active at each cycle. Mostly important, we apply a modification

to the prediction error model that eases the exact calculation of the probability of selecting

inactive MTDs. Based in that we provide a complete analytical framework for the probability

of resource wastage of both OMA and NOMA systems taking into consideration the decoding

order of the SIC receiver. The outage probabilities of the MTDs are also derived under different

scenarios while accounting for the activity of the scheduled MTDs. Moreover, we compare

the proposed scheme to its OMA and random-scheduling NOMA counterparts and show its

superiority in terms of rewards, delay, and resource wastage.

6.2 Prediction Error Model

Fast uplink grant requires the BS to know the set of active MTDs at each cycle such that the

scheduled MTDs can be selected. We assume that the BS employs a source traffic predictor

for this task. Furthermore, we assume that the predictor outputs a probability of being active

Pa for each MTD along with the set of active MTDs. We abstract the source traffic prediction

stage by characterizing its prediction performance in terms of missed-detection, and false-alarm

probabilities. Particularly, the probability of missed detection is defined as the probability that

an active MTD is predicted as inactive. Also, the probability of false alarm is defined as the

probability that an inactive MTD is declared as active. Based on that, we assume that the

BS employs a predictor that achieves a per-device missed-detection, Pm
n , and false-alarm, P f

n ,

such that their corresponding system-level probabilities are PM =
∑N

n=1 P
m
n /N and PF =

∑N
n=1 P

f
n /N , respectively [52]. Given that Na MTDs are active at each cycle, this modeling

reflects a per-cycle average number of missed-detection, and false-alarm events equal µa,i =

NaPM , µi,a = (N − Na)PF = NiPF , respectively [52]. Hence, following this model, we

arbitrary assume that a per-cycle missed-detection and false-alarm errors can be generated using
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Table 6.1: Division of MTDs

❳
❳
❳

❳
❳

❳
❳
❳

❳
❳
❳❳

Prediction

Actual
Active Inactive Sum

Active Na,a Ni,a NBS

Inactive Na,i Ni,i

Sum Na Ni N

truncated normal distributions as follows:

Na,i ∼N (µa,i, N
2
aσ

2) ∈ [0, Na] (6.1)

Ni,a ∼N (µi,a, N
2
i σ

2) ∈ [0, Ni] (6.2)

where Na,i, Ni,a are the number of active MTDs that were predicted as inactive, and the number

of inactive MTDs predicted as active by the BS, respectively. Also, σ is an arbitrary variable to

adjust the distribution variance. Based on this error model, Table 6.1 presents the division of the

MTDs based on their actual and predicted status where the shaded entries represent errors. Note

that, the purpose of this abstraction modeling is to have, at each cycle, an actual active MTDs

list and a BS prediction list that satisfies certain prediction error performance for simulation

purposes. A real system would have an actual predictor that generates the BS prediction list

based on certain real information.

As mentioned earlier, with fast uplink grant the resource is wasted if it is allocated to an

inactive MTD. Hence, we proceed to find the probability of selecting an inactive MTD, pi. Let

Me be the number of RBs allocated to inactive MTDs given that M RBs are available, hence

the expected value E{Me} is obtained as:

E{Me} =
M
∑

m=1

m× (Me = m)

=
M
∑

m=1

m×

(

Ni,a

m

)(

Na,a

M−m

)

(

NBS

M

) . (6.3)

Since, Ni,a and Na,i are truncated normal random variables, we use the law of total probability
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to calculate  (Me = m), and to find pi as follows:

 (Me = m) =
Na
∑

na,i=1

Ni
∑

ni,a=1

(

ni,a

m

)(

na,a

M−m

)

(

nBS

M

) × (Na,i = na,i) (Ni,a = ni,a) (6.4)

pi =
E{Me}

M
(6.5)

where na,a, nBS can be easily found using Table 6.1. Note also that the combination conditions

must be satisfied.

6.3 Performance Analysis of the Proposed Scheme

In this section, we analyze the performance of the proposed two-phase scheme in terms of the

average number of wasted resources. In this regard, a RB is considered to be wasted if its overall

achieved reward is zero. Hence, to obtain the probability of wasting a resource using fast uplink

grant, the following probabilities are needed:

p(θi = 0) = p(ri < Rimin
) + p(di > Di) + p(Ui = 0)

= Poutage + PinactiveMTD + PU0 (6.6)

From (5.6), it can be assumed that PU0 6= 0 for any arbitrary MTD. Thus, in what follows, we

focus on evaluating both the outage and inactive-scheduled probabilities. It is worth mentioning

that we assume an MTD is inactive if it has no data for transmission which could be a result of

exceeding its packet maximum tolerable delay. Moreover, we assume that all MTDs have the

same Rmin, and a normalized noise power N0B = 1.

6.3.1 OMA-Based Fast Grant

In OMA, as indicated by (6.6), the RB is wasted if it is allocated to an inactive MTD or if the

active scheduled MTD is in outage. This can be formulated for the selected MTD c as follows:

 (θc = 0) = (rc < Rmin|c active) (c active) + (c inactive), (6.7)
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where  (c inactive) is evaluated as in (6.5). Also, the outage probability can be evaluated as

follows:

 (rc < Rmin) =  (log(1 + Pt|hc|
2) < Rmin)

=  (|hc|
2 <

ε

Pt

)

= 1− e−ε/Pt , (6.8)

where ε = 2Rmin − 1. The expression in (6.8) is the CDF of the exponential random variable

|hc|
2 ∼ exp(1). Finally, the probability of wasting a resource in OMA, POMA

w , is given by:

POMA
w = (1− pi)(1− e−ε/Pt) + pi (6.9)

6.3.2 NOMA-Based Fast Grant

For NOMA networks, to obtain the probability of wasting a resource, PNOMA
w , we differentiate

between two cases depending on whether the selected CH is active or not. In this regard,

PNOMA
w can be expressed as follows:

PNOMA
w = (waste|active CH) (active CH) + (waste|inactive CH) (inactive CH), (6.10)

where  (inactive CH),  (active CH) are pi, 1 − pi as in (6.5), respectively. With inactive CH

granted the fast uplink resource, the resource is wasted iff the CH does not find a pair or if the

found pair is in outage. Note that an inactive CH does not restrict pairing based on channel

conditions since the CH will not transmit anyways. Consequently, both modes, 0 and 1, give

the same resource wastage result in case of inactive CHs. With random NOMA pairing, any

nCH in the cluster is eligible to be granted the resource. Based on that, the probability of not

finding a pair, PNP , in this case is the probability of having an empty cluster as follows:

PNP |inactive CH = (Nci = 0) = (1−
1

M
)Nar , (6.11)

where Nci is the number of MTDs in cluster Ci such that Nci ∼ Bin(Nar, 1/M) for nearest

association to the CHs. Also, Nar is the number of active nCHs. Particularly, using (6.3), one

can obtain the expected number of remaining active MTDs (i.e. nCHs) per cycle after fast grant
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selection of the CHs, E{Nar} as:

E{Nar} = Na − (M − E{Me}). (6.12)

The second scenario is to find a pair but an outage occurs to the paired nCH. This probability

can be expressed for nCH, n, as follows:

P nCH
o |inactive CH = (rn < Rmin|inactive CH)

= (log(1 + Pt|hn|
2) < Rmin, Nci 6= 0)

=
(

1− e−εt
)

(

1− (1−
1

M
)Nar

)

, (6.13)

where εt = (2Rmin − 1)/Pt. Finally, the probability of wasting a resource given inactive CH is

evaluated as:

PNOMA
w |inactive CH = PNP |inactive CH + P nCH

o |inactive CH. (6.14)

Next, we study the cases of wasting the resources with active CH scheduled for fast grant

which depend on the operating mode. It shall be emphasized that in the proposed pairing ap-

proach, at first each nCH associate itself to the nearest CH and then it checks its eligibility to

be paired with the associated CH. The pairing condition is as follows:

Psγs − Pwγw ≥ Ptol. (6.15)

where Ps, γs are the transmission power and the normalized channel gain between the strong

MTD of certain NOMA pair and the BS, respectively. Similarly, Pw, γw are for the weak MTD

of the same NOMA pair. All the channel gains are modeled as Rayleigh fading that are i.i.d

across users and time, |hs|
2, |hw|

2 are exponential random values with unit rate. Assuming equal

power allocation where Ps = Pw = Pt, the pairing condition can be rewritten as:

|hs|
2 − |hw|

2 > τ (6.16)

where τ = Ptol

Pt
. Depending on the decoding order of both the CH and nCH, we defined the two

operating modes 0,1. In particular, in mode 0, the CH is the weak MTD that is decoded last.

Also, in mode 1, the CH is the strong MTD that is decoded first. Based on that, MTD n can be
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Figure 6.1: Probability tree diagram of the resources wastage from the proposed NOMA scheme

paired to its nearest CH c iff:

|hn|
2 ≥ |hc|

2 + τ, mode = 0 (6.17)

|hn|
2 ≤ |hc|

2 − τ, mode = 1. (6.18)

Figure 6.1 illustrates the probability tree diagram of the wasted resources resulted from the

proposed NOMA scheme. Although it may seem that the two modes of operation are almost

identical except at a single case, the pairing conditions make the analysis (i.e the outage calcu-

lations) of both modes completely different as will be shown in the next subsections.

6.3.2.1 NOMA-Based Fast Grant: Mode 1

In mode 1, the CH is the strong MTD that is decoded first and seek pairing to other weaker

MTDs. Hence, if the CH is in outage the resource is wasted whether a pair is found or not (i.e.

PNOMA
w |active CH = PCH

o ). Specifically, even if a nCH pair is found, the nCH signal cannot be

correctly decoded due to SIC error propagation. However, we study each case separately since

the CH’s achievable rates and conditions are different. We begin by the following expression

for an active CH outage:

PCH
o = PCH

o |Nci
=0 (Nci = 0) + PCH

o |Nci
6=0 (Nci 6= 0), (6.19)
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where the outage of the first term with empty cluster (i.e. PCH
o |Nci

=0) is the same as OMA in

(6.8). Regarding the term of nonempty cluster, we divide the outage into two cases whether

a pair is found or not. Hence, PCH
o |Nci

6=0 = PCH
o,P + PCH

o,NP where the non-empty cluster no-

tation was ignored for notation simplicity. Starting by the case of not finding an eligible pair

(i.e. PCH
o,NP ), this means that among Nci members of the cluster Ci, none satisfied the pair-

ing condition in (6.15). Since the paired nCH n is the weak MTD, |hn|
2 ≤ |hc|

2 − τ must

hold as indicated in (6.18). Assuming the channel gains of the nCHs are sorted as follows

|h1|
2 < |h2|

2 < · · · < |hNci
|2, PCH,1

o,NP can be formulated as:

PCH,1
o,NP = 

(

log(1 + Pt|hc|
2) < Rmin, |h1|

2 > |hc|
2 − τ

)

= 
(

|hc|
2 < εt, |hc|

2 < |h1|
2 + τ

)

, (6.20)

where the superscript (.)1 indicates mode 1. Given that |h1|
2 ∼ exp(Nci) and is independent of

|hc|
2, the joint probability density function (PDF) f|h1|2,|hc|2(h1, hc) is given by:

f|h1|2,|hc|2(h1, hc) = Ncie
−Nci

h1e−hc , h1, hc > 0 (6.21)

Using (6.21), PCH,1
o,NP can be obtained as:

PCH,1
o,NP =















1− e−εt , for τ ≥ εt,

1−
Ncie

−τ

1 +Nci

(

1− e−(1+Nci
)(εt−τ)

)

− e−εte−Nci
(εt−τ), for τ < εt.

(6.22)

The next studied case is the outage of active CH with nonempty cluster where a pair is

found. The CH’s outage probability PCH,1
o,P is calculated as follows:

PCH,1
o,P = 

(

log(1 +
Pt|hc|

2

Pt|hn|2 + 1
) < Rmin, |hc|

2 − |hn|
2 > τ

)

= 

(

|hc|
2< ε(|hn|

2 +
1

Pt

), |hc|
2> |hn|

2 + τ

)

. (6.23)

Although all channel gains are assumed to be i.i.d with exp(1), the employed pairing condition

affects the channel gain distribution of the selected nCHs where both |hc|
2 and |hn|

2 are corre-

lated [131]. Therefore, conditioned on |hc|
2, all eligible nCHs have the following cumulative
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distribution function (CDF):

F 1
|hn|2

(hn) =











1−e−hn

1−eτ−hc
, for hn < hc − τ

1, for hn > hc − τ.

(6.24)

The corresponding PDF for the eligible nCHs, denoted by f 1
|hn|2

(hn), can be obtained as:

f 1
|hn|2

(hn) =
e−hn

1− eτ−hc
, for hn < hc − τ. (6.25)

Using mathematical manipulations, and considering the case of ε > 1, the outage probability in

(6.23) can be expressed as:

PCH,1
o,P =e−τ

[

e−
̺
ε

∫ e
̺
ε−q

0

ln |1− tε|dt+ (1− e−q) ln |1− e−q|+ e−q
]

, ε > 1, τ > εt, (6.26)

where ̺ = τ − εt, and q = ̺/(ε − 1). For the case of τ < εt, we take the limit of (6.26) as

q → 0, and PCH,1
o,P is expressed as:

PCH,1
o,P =e−τ

[

e−
̺
ε

∫ e
̺
ε

0

ln |1− tε|dt+ 1
]

, ε ≥ 1, τ ≤ εt. (6.27)

Note that, for the cases of ε < 1, the outage probability either equal to zero or has very small

value that can be neglected, specifically when τ is very close to εt. Now, all the factors that

contribute in resource loss for fast uplink grant scenario with NOMA are obtained and the

waste probability, PNOMA
w , can be calculated as in (6.10) using (6.14), (6.19).

To complete the analysis, we also study the outage probability of the nCHs. Particularly,

nCH outage with inactive CH pair was given in (6.13). Additionally, nCH outage while being

paired with active CH can be expressed as:

P nCH,1
o,P =1− 

(

log(1 + Pt|hn|
2) ≥ Rmin, log(1 +

Pt|hc|
2

Pt|hn|2 + 1
) ≥ Rmin, |hc|

2 − |hn|
2 > τ

)

=1− 
(

|hn|
2 ≥ εt, |hc|

2 ≥ ε(|hn|
2 +

1

Pt

), |hc|
2 > |hn|

2 + τ
)

. (6.28)

As before, due to the pairing condition imposed in (6.28), the PDF of |hn|
2 is as indicated in
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(6.25). Using mathematical manipulation, the nCH outage with active pair is obtained as:

P nCH,1
o,P =1 + e−τ− ̺

ε

∫ e
̺
ε−Q

0

ln |1− tε|dt− e−τ
(

c1 ln |c1| − c2 ln |c2| − c1 + c2

)

, (6.29)

where ̺ = τ − εt, Q = (q, εt)
+, and q = ̺/(ε− 1). Also, c1 = 1− e−εt , and c2 = 1− e−Q.

It is also important to evaluate the pairing success probability with active CH, defined as the

probability that each cluster has eligible nCH pairs (i.e. Ngci
6= 0) among which the scheduled

nCH is selected. Given that a cluster Ci has Nci MTDs with channel gains |h1|
2 < |h2|

2 <

· · · < |hNci
|2, and using the pairing condition in (6.18), we have:

 (Ngci
= ng) =  

(

|hng
|2 ≤ |hc|

2 − τ, |hng+1|
2 > |hc|

2 − τ
)

. (6.30)

Therefore, the probability of finding at least one eligible pair (i.e. Ngci
6= 0) is calculated using

the joint PDF in (6.21) as:

 (Ngci
6= 0) =1− 

(

|h1|
2 > |hc|

2 − τ
)

=
Ncie

−τ

Nci + 1
. (6.31)

6.3.2.2 NOMA-Based Fast Grant: Mode 0

In mode 0, the scheduled CH is the weak MTD which is decoded after its nCH pair. Also, with

all MTDs having the same Rmin and due to SIC error propagation, the resource is wasted if the

nCH pair is in outage. Therefore, in this case PNOMA
w |active CH is expressed as:

PNOMA
w |active CH =PCH

o |Nci
=0 (Nci = 0) + Pw |Nci

6=0 (Nci 6= 0). (6.32)

Pw |Nci
6=0 =P

CH,0
o,NP + P nCH,0

o,P (6.33)

where PCH
o |Nci

=0 is the probability of CH outage given it has an empty cluster (i.e. no nCHs)

which is calculated as in (6.8). Furthermore, (6.33) represents the waste in case of nonempty

cluster which results either by CH outage while having no pair, PCH,0
o,NP , or nCH outage with pair,

P nCH,0
o,P . It shall be noted that the superscript (.)0 refers to mode 0. Using the pairing condition

in (6.17), and assuming the channel gains of the nCHs are sorted as follows |h1|
2 < |h2|

2 <
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· · · < |hNci
|2, PCH,0

o,NP can be formulated as:

PCH,0
o,NP = 

(

log(1 + Pt|hc|
2) < Rmin, |hNci

|2 < |hc|
2 + τ

)

= 
(

|hc|
2 < εt, |hc|

2 > |hNci
|2 − τ

)

, (6.34)

where |hNci
|2 is the maximum channel gain among Nci values. Hence, the following are its

CDF, F|hNci
|2 , and the pdf, f|hNci

|2:

F|hNci
|2(h) =

(

1− e−h
)Nci

f|hNci
|2(h) =Nci

(

1− e−h
)Nci

−1
e−h, h ≥ 0. (6.35)

Given that |hNci
|2, |hc|

2 are independent, their joint pdf is defined in the first quadrant as

f|hNci
|2(h)× e−hc . Therefore, PCH,0

o,NP can be obtained as:

PCH,0
o,NP =

eτ

Nci + 1

[

(1− e−τ−εt)Nci
+1 − (1− e−τ )Nci

+1
]

. (6.36)

The second term in (6.33) is P nCH,0
o,P which is given by:

P nCH,0
o,P = 

(

log(1 +
Pt|hn|

2

Pt|hc|2 + 1
) < Rmin, |hn|

2 − |hc|
2 > τ

)

= 

(

|hn|
2 < ε(|hc|

2 +
1

Pt

), |hn|
2> |hc|

2 + τ

)

. (6.37)

Similar to mode 1, the pairing condition correlates both |hc|
2 and |hn|

2. Therefore, conditioned

on |hc|
2, all eligible nCHs of mode 0 have the following CDF:

F 0
|hn|2

(hn) =











0, for hn ≤ hc + τ

e−hc−τ−e−hn

e−hc−τ , for hn > hc + τ.

(6.38)

Furthermore, the corresponding PDF for the eligible nCHs, denoted by f 0
|hn|2

(hn), can be ob-

tained as:

f 0
|hn|2

(hn) =
e−hn

e−hc−τ
, for hn > hc + τ. (6.39)

Using mathematical manipulations, and considering the case of ε > 1, the outage probability in
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(6.37) can be expressed as:

P nCH,0
o,P = e−Q0 −

eτ−εt

ε
e−εQ0 , ε > 1, (6.40)

where Q0 = (0, q)+, and q = (τ − εt)/(ε − 1). Note that, for the cases of ε ≤ 1, the outage

probability either equal to zero for τ > εt or otherwise has very small value that can be ne-

glected, specifically when τ is very close to εt. Using (6.36) and (6.40), the wasted resources

for NOMA-mode 0 with active CH can be obtained as in (6.33).

In the same context, to complete the analysis while having active CH and nCH pairs, the

CH outage with pair is calculated as follows:

PCH,0
o,P =1− 

(

log(1 + Pt|hc|
2) ≥ Rmin, log(1 +

Pt|hn|
2

Pt|hc|2 + 1
) ≥ Rmin, |hn|

2 − |hc|
2 ≥ τ

)

=1− 
(

|hc|
2 ≥ εt, |hn|

2 ≥ ε(|hc|
2 +

1

Pt

), |hn|
2 ≥ |hc|

2 + τ
)

. (6.41)

Using (6.39), the joint pdf f 0
|hn|2,|hc|2

can be used to obtain PCH,0
o,P as follows:

PCH,0
o,P =











1− e−εt + e−Q − eτ−εt−εQ

ε
, ε > 1,

1− e−Q − eτ−εt

ε

(

e−εεt − e−εQ
)

, ε ≤ 1,

(6.42)

where Q = (εt, q)
+.

Regarding the pairing success probability with active CH in mode 0, one needs to find

 (Ngci
6= 0). Given that |h1|

2 < |h2|
2 < · · · < |hNci

|2, and using the pairing condition of

mode 0 defined in (6.17), we have:

 (Ngci
= ng) = (|hNci

−ng+1|
2 ≥ |hc|

2 + τ, |hNci
−ng

|2 < |hc|
2 + τ). (6.43)

Given that |hNci
|2 has the pdf in (6.35), the probability of having at least one eligible nCH pair

in mode 0 can be found as:

 (Ngci
6= 0) =1− (|hNci

|2 < |hc|
2 + τ)

=1−
eτ

Nci + 1

(

1− (1− e−τ )Nci
+1
)

. (6.44)
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Table 6.2: System model parameters

Parameter Definition Value

M Number of uplink resources (RBs) 20

N Number of MTDs 5000

Na Number of active MTDs 700:500:2700

T Total number of cycles 104, 2× 104

PM , PF , σ
2 Parameters of activity predictor 0.01, 0.01, 0.04

Pt Transmission power 10:40 dBm

Ptol Detection threshold for SIC 4 dBm

ρ Weight for nCH reward division 0.2

6.4 Simulations

In the simulations, we consider N = 5000 MTDs randomly located at fixed points of a square

area with side length 500 meters. Initially, the activation of the MTDs follows the Beta distri-

bution with parameters (α = 3, β = 4) within IA = 10 time slots. Afterwards, we assume Na

randomly selected MTDs are active per cycle. Note that by considering cases of Na >> M ,

the overload situation sustains.

Unless otherwise stated, the following parameters are used in the simulations. The pa-

rameters of the utility function (5.6) are set as δ1 = 0.1, δ2 = 0.2, δ3 = 0.7, where the de-

lay is the major reward factor. Additionally, we set the parameters of the function in (5.7) as

a = 1, b = 8, c = 0.05. To better illustrate the ability of MAB learning in achieving the essen-

tial delay requirement of MTC, we chose to set the first N/2 MTDs to be with strict maximum

delay of Di ∈ [1, 20] slots, whereas the remaining MTDs are with relaxed maximum delay of

Di ∈ [60, 100] slots. Running the simulations for a total of T cycles, the maximum delay of the

MTDs changes with every activation. Furthermore, the predictor outputs a probability of being

active Pa for each device that is selected randomly in the range [0.8, 1]. Table 6.2 shows the

parameters used in the simulations.

6.4.1 Resource Wastage and Outage Results

Figure 6.2 plots the probability of selecting inactive MTDs pi while increasing Na where both

simulations and analysis (6.5) are matching. As expected, pi is inversely proportional with

Na and is not a function of the minimum rate Rmin or transmission powers Pt. In addition,

Figure 6.3 illustrates the average number of active MTDs per cluster in NOMA where both
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Figure 6.3: The average number of active MTDs per cluster Nci in NOMA vs the number of active MTDs with

N = 5000

simulations and analysis are in perfect match. Using (6.12), the average Nci = E{Nar}/M for

the Binomial distrubtion.

Considering Na = 1700, the outages of OMA and NOMA scenarios while increasing Pt

are depicted in the following figures. Starting by mode 1 in NOMA case, Figure 6.4-(a) shows

that the simulation and analytical results of CH outage without a pair are identical. It also

shows that increasing the transmission power reduces the outage probability as the CH transmits

solely. It is worth pointing out that OMA MTDs’ outages have similar curves to that shown in

Figure 6.4-(a). On the other hand, Figure 6.4-(b) illustrates the CH outage with pair and verifies

the accuracy of our analytical results under different values of Rmin, Ptol. Unlike the no-pair
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case, the results in Figure 6.4-(b) show that increasing Pt results in an increase in the outage

probability. Since equal power allocation is assumed, increasing Pt is translated into tougher

interference to the strong MTD pair (i.e. CH in mode 1) which increases the outage. This

impact can be mitigated by elevating the threshold required for pairing by forcing higher Ptol.

As the figure depicts for the same rate requirement of Rmin = 1.4, using Ptol = 10 dBm

enhances the outage performance, specifically at low-power range. Although increasing Ptol

may be restrictive and limits the number of available pairs, the massive number of MTDs in IoT

networks can compensate for this limitation such that eligible pairs could always exist.

Continuing in NOMA mode 1, the nCH outage with both inactive and active CH pair are

illustrated in Figure 6.5-(a), (b), respectively. As seen, both simulations and analytical results

are in very good agreement. In addition, the results clarify the enhancement achieved in the

outage probability for the nCH (i.e. weak MTD) with the increase of the transmission power.

However, in case of active CH pair, the outage probability of the nCH is larger than that of the

corresponding CH pair due to SIC error propagation. It shall be emphasized that the outage

results in Figure 6.5-(b) will have no contribution in the resource wastage probability.

Considering the above results of pi and outages, the resources wastage for both OMA and

NOMA systems are plotted in Figure 6.6. Except for the case of the restrictive rate requirement

Rmin = 1.7 where the MTDs outage is high, NOMA systems succeed to save the spectrum

resources as compared to OMA. Even more, the proposed NOMA scheme is able to go beyond

the minimum OMA wastage limit identified by pi by allowing nCH to exploit the grants allo-

126



10 15 20 25 30 35 40
0

0.05

0.1

0.15

0.2

N
C

H
 O

ut
ag

e 
| i

nA
ct

iv
e 

C
H

 
Transmission Power P

t
 [dBm]

Simulations

Analysis

15 20 25 30 35 40
0

0.5

1

M
od

e 
1:

 N
C

H
 O

ut
ag

e 
| A

ct
iv

e 
C

H

Transmission Power P
t
 [dBm]

(b)

Simulations

Analysis

R
min

= 1.2

R
min

= 1.7

R
min

= 1.7

R
min

= 1.2

R
min

 = 1.4, P
tol

= 4, 10 dBm

R
min

= 1.4

P
tol

= 10 dBm

Figure 6.5: NOMA mode 1: (a) nCH outage probability given paired with inactive CH PnCH
o |inactive CH (b)

nCH outage probability given paired with active CH P
nCH,1
o,P . The lines are the simulations and the markers are

the analysis.

10 15 20 25 30 35 40
0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

P
ro

b
a
b

il
it

y
 o

f 
w

a
s
ti

n
g

 a
 r

e
s
o

u
rc

e
 P

w

Transmission Power P
t
 [dBm]

NOMA Simulations

NOMA Analysis

OMA Simulations

OMA Analysis
R

min
= 1.7

R
min

= 1.4

P
tol

= 10dBm

R
min

= 1.2

p
i

Figure 6.6: A comparison between the probability of resource wastage for both OMA and NOMA (mode 1) under

different parameter configuration. For NOMA, lines are simulations and markers are analytical results. The red

line is the probability of selecting inactive CH pi.

cated to inactive MTDs. Although the outage probability may limit the NOMA performance,

it is shown that by strengthening the pairing threshold (i.e. Ptol = 10 dBm) the outage can be

reduced for the same rate requirement which further reduces the resources wastage.

To further verify the accuracy of our analytical results, Figure 6.7 shows the wastage prob-

ability of the resources in NOMA while increasing the number of active MTDs Na. With both

simulations and analysis match, the figure emphasizes that for low number of active MTDs,

NOMA is able to boost the resource utilization while OMA suffers from high wastage. How-

ever, with increasing Na, scheduling inactive MTDs is not the major factor of wastage. Instead,
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outage probability dominates as the number of active MTDs increases. On the other hand, Fig-

ure 6.8 examines the effect of prediction error on both OMA and NOMA systems considering

Na = 1700, Rmin = 1.4, Ptol = 4 dBm. Particularly, the figure shows that increasing the

prediction error parameters definitely increases the probability of resource wastage for OMA.

It can be seen that OMA wastage is lower-bounded by pi. In contrast, the proposed NOMA

systems attain significant enhancement in saving the resources via sharing them with other ac-

tive MTDs (i.e. nCHs). Surprisingly, for the simulated system, increasing the error parameters

results in a better utilization of the resources. The reason is that the simulated NOMA scenario

is outage-limited and hence some resources is wasted due to SIC error propagation specifically

at high power regime (due to equal power allocation). Consequently, the increase in the predic-

tion error allows more nCHs to solely utilize more resources without sharing them. Definitely,

utilizing the resources by suboptimal nCHs in the proposed NOMA is better than wasting the

whole resource in case OMA is employed with high prediction error.

Considering NOMA mode 0, the outages of both paired CHs and nCHs are plotted in Fig-

ure 6.9-(a), (b), respectively. As mentioned in mode 1, Figure 6.9-(b) shows that the impact

of interference is more noticeable on the outage of the strong MTDs (i.e. nCHs for mode 0)

with the increase of transmission power and can be mitigated by increasing Ptol. In contrast,

increasing Pt mostly enhances the performance of the weak MTD (i.e. CH in mode 0). How-

ever, CHs still suffer from the error propagation effect of SIC such that their outages are higher

than their paired nCHs. It is worth mentioning that the outage results for the CHs with no pair

are omitted as they approach zero for the simulated parameters. For the nCH with inactive pair,
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these results are mode independent and hence are the same as Figure 6.5-(a).

The resource wastage for mode 0 is demonstrated in Figure 6.10 where the matching be-

tween the developed analysis and simulations is clear. Additionally, the figure shows that for

relatively low rate requirement (i.e. Rmin = 1.2), NOMA noticeably reduces the resource

wastage. However, as Rmin and Pt simultaneously increase, the resource wastage of NOMA

can slightly exceed OMA due to the increased outages of the MTDs. Strengthening the pairing

threshold is shown to better tackle the outage problem and save more resources as in the case

of Ptol = 10 dBm. It is worth mentioning that the assumption of equal power transmission can

also be relaxed and power back-off can be used to better show the advantages of NOMA over
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OMA.

Power Back-off Allocation Strategy

The following figures examine the impact of applying a simple power back-off scheme on the

outages and the resource wastage of NOMA mode 1. Particularly, we assume that in case a pair

is admitted to the same RB with the active CH, the weak MTD will back-off its transmit power

by a factor ψ = 0.7. Hence, in mode 1, we assume that the active CH transmit power is Ps = Pt,

and the paired nCH transmit power is Pw = ψPt. Based on that the simulation results of the

outages of both active CHs and nCHs while being paired with each other are demonstrated in

Figure 6.11, and Figure 6.12, respectively. The figures show that the power back-off scheme is

capable of boosting the outage performance of the MTDs and enhance the pairing experience.

Particularly, all the MTDs achieve lower outage probability by adopting power back-off scheme

as compared to the equal power allocation adopted in the previous results. In the same context,

Figure 6.13 illustrates the simulation results of the resources wastage probability of both OMA

and NOMA scenarios under the proposed power back-off allocation strategy as compared to

the equal power allocation. The figure depicts the enhancement achieved in NOMA scenario

by simple power back-off in saving the resources due to limiting the outages and mitigating

the SIC error propagation. The same gains are also expected for NOMA mode 0. It is worth

mentioning that these results are considered as initial results aiming to emphasize the potential

enhancement that can by attained from the proposed NOMA-based fast grant scheme by further
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Figure 6.12: A comparison between the nCH outage probability with pair in NOMA mode 1 assuming both equal

power and power back-off allocations (Na = 1700, Ptol = 4)

enhancing the power allocation scheme.

6.4.2 Regret and Delay Results

In the following, Ptol is increased to 10 dBm to be able to pair more distinctive MTDs such that

the interference impact on the strong MTD is mitigated. Also, we assume Na = 1700 MTDs,

Pt = 20 dBm for all MTDs and Rmin = 1.4. Figure 6.14 plots the regrets of both OMA and

NOMA scenarios where the reference reward is OMA-based attained by scheduling the set of

M active MTDs with the highest rewards (i.e. best M MTDs). The figure shows the enhanced

performance of NOMA where it achieves significantly lower regret as compared to its coun-
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Figure 6.13: A comparison between the probability of resource wastage for both OMA and NOMA (mode 1) under

different parameter configuration (Na = 1700, Ptol = 4)

terpart OMA. Moreover, the figure shows that applying MAB learning for the CHs scheduling

achieves extra enhancement for NOMA system as compared to random CHs scheduling. As

seen, the gap between MAB and RND schemes is larger in NOMA as compared to the gap

in OMA. This reflects that NOMA is able to better utilize the MAB learning benefits by serv-

ing more MTDs in less time which speeds the learning process. It shall be emphasized that in

both NOMA-MAB and NOMA-RND the nCHs are randomly selected from an eligible set as

described in Section 5.5.3.

These results are also shown in terms of the rewards in Figure 6.15-(a) where the refer-

ence reward is depicted in red. In addition, Figure 6.15-(b) shows the rewards of both OMA

and NOMA systems while relaxing the target rate Rmin = 0.5. The figure illustrates that the

proposed NOMA scheme can attain or even exceeds the best OMA performance in terms of

achieved rewards at an affordable complexity. For Rmin = 0.5, the NOMA rewards exceed

double the OMA reward not only by allowing more MTDs to share the resources but also by

exploiting the resources wasted in OMA due to source traffic prediction errors. The rewards fig-

ures also reflect that OMA performance is limited mainly due to prediction errors as there is no

big difference in the results while changing Rmin. In contrast, NOMA is outage-limited, so that

the relaxing of Rmin results in significant improvement in the system. This can be interpreted

that the proposed NOMA scheme is more robust against source traffic prediction errors and that

the goal of decoupling the prediction and the scheduling performance is achieved. It shall be

noted that NOMA mode 1 shows better performance than mode 0 for high rate requirements

Rmin = 1.4, and the reverse for the case of Rmin = 0.5.
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Figure 6.15: Rewards of both OMA and NOMA scenarios where the reference reward is the best OMA MTDs.

For NOMA, M1, M0 refer to modes 1,0, respectively.

In the following, to better illustrate the enhancement achieved by MAB learning as com-

pared to random CH scheduling, the scheduling histograms are given for mode 1 with Rmin =

1.4. Figure 6.16-(a), (b) depict that MAB learning is able to select quality MTDs that have strict

delay requirements (i.e the first N/2 MTDs) more frequently in both OMA and NOMA scenar-

ios whereas NOMA scheduling frequency is higher (i.e. higher service rate). For NOMA, since

MAB learning is only used for CHs scheduling the histogram in Figure 6.16-(c) shows that CHs

are mostly MTDs with strict delay whereas Figure 6.16-(d) shows the uniform scheduling of

the nCH MTDs regardless of their requirements (i.e. random nCHs selection). This approaches

more the exploitation vs exploration balance known for learning algorithms by offering better
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Figure 6.16: Histograms for the number of times the MTDs were scheduled of both OMA and NOMA scenarios

with MAB learning for CHs

chance for MTDs with lower expected rewards to be selected among the nCHs. The correspond-

ing histograms of totally random scheduling for both CHs and nCHs are shown in Figure 6.17.

Due to this difference in the selection distribution of the served MTDs, this simulated sce-

nario shows that the proposed MAB-based NOMA can schedule MTDs achieving an average

maximum tolerable delay around 31 cycles. Also, the CHs only achieve an average maximum

tolerable delay around 14 cycles almost half of that achieved by OMA. In contrast, random

NOMA for both CHs and nCHs achieves average maximum tolerable delay around 45 cycles.

That is the proposed MAB-based NOMA allows faster access to more MTDs having more strict

delay requirements. Table 6.3 summarizes the average maximum tolerable delay of the sched-

uled MTDs for different studied cases whereas the corresponding number of served MTDs, out

of MT = 4 × 105 available allocation opportunities, are depicted in the shaded entries of the

table. It shall be noted that the little increase in the average maximum delay of MAB-based

NOMA as compared to OMA implies that the number of served nCHs (i.e. randomly selected

MTDs) is slightly higher than CHs. Consequently, with enhanced pairing, the aggregate av-

erage maximum tolerable delay can be noticeably improved. The same results are shown in

Table 6.4 for the case of relaxed Rmin = 0.5 where the number of served MTDs with NOMA

is significantly higher than OMA, in addition to the enhanced delay performance.

It shall be emphasized that the proposed NOMA scheme provides flexibility to tailor the
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Figure 6.17: Histograms for the number of times the MTDs were scheduled of both OMA and NOMA scenarios

with random selection of the CHs

Table 6.3: Average maximum delay of the selected MTDs with Rmin = 1.4

OMA
NOMA

Mode 1 Mode 0

MAB

Aggregate
29.6563 31.5522 33.2422

29.4765× 104 54.9767× 104 49.2331× 104

CHs only
14.3966 14.3046

24.9569× 104 19.7583× 104

Random

Aggregate
45.2258 45.2950 45.3222

29.5328× 104 54.9682× 104 49.2595× 104

CHs only
45.3249 45.4482

24.9629× 104 19.6921× 104

* Shaded entries are the corresponding number of served MTDs.

distinction among the served MTDs for given network performance parameters. This can be

done via adapting the utility weights in (5.6) and latency mapping parameters in (5.7), in addi-

tion to the minimum level of distinction defined by Ptol. In the previous results, we showed the

superiority of NOMA with MAB as compared to OMA as well as the random selection of the

CHs. For the same given network variables of Na = 1700, Pt = 20 dBm and the restriction of

Rmin = 1.4, we would have ended to less gains with the following selection of the proposed

scheme parameters. Consider the case where the utility function (5.6) parameters are set as

δ1 = 0.2, δ2 = 0.3, δ3 = 0.5. In addition, we set the parameters of the function in (5.7) as

a = 1, b = 8, c = 0.03. In addition to Ptol = 4 dBm. In this case, the distinction among
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Table 6.4: Average maximum delay of the selected MTDs with Rmin = 0.5

OMA
NOMA

Mode 1 Mode 0

MAB

Aggregate
29.5441 31.3097 31.8756

29.8945× 104 66.0010× 104 69.3275× 104

CHs only
13.6343 13.3773

29.8742× 104 29.9404× 104

Random

Aggregate
45.1437 45.2902 45.2760

29.8999× 104 66.0631× 104 69.1945× 104

CHs only
45.2920 45.3524

29.9752× 104 29.8243× 104

* Shaded entries are the corresponding number of served MTDs.

0 0.5 1 1.5 2

x 10
4

0

2

4

6

8

10

12

14
x 10

4

Cycle index

R
e
g

re
t

OMA−MAB

NOMA−MAB−M1

NOMA−MAB−M0

OMA−RND

NOMA−RND−M1

NOMA−RND−M0

Figure 6.18: Regret of both OMA and NOMA scenarios where the reference reward is the best OMA MTDs. For

NOMA, M1, M0 refer to modes 1,0, respectively.

the MTDs of strict latency and service priority as compared to the MTDs that able to tolerate

higher delays is not very high. In other words, the rewards of scheduling an MTD either with

strict delay or not are close in values. Hence, the benefits of MAB may not be noticed and it

may seem similar to random scheduling. The results of this scenario are shown in Figure 6.18,

and Figure 6.19. Although as before, the proposed NOMA MAB is better than others, the

gap in the performance is reduced due to the lack of the distinction between the two groups of

MTDs. Note also that this selection of the parameters affects the best system reward taken as a

reference.
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6.5 Summary

We have introduced a two-stage uplink access scheme for MTC that combines both fast uplink

grant and NOMA. MAB learning was adopted for the BS to schedule the fast grant MTDs with

no prior information about QoS or CSI. Then, NOMA was employed such that the selected

MTDs can pick randomly selected pairs under certain constrains in a distributed manner with

limited information exchange. In this chapter, we devised an abstraction model for the source

traffic predictor needed for fast grant such that the prediction error can be evaluated. Con-

sequently, the performance of the proposed scheme is analyzed in terms of average resource

wastage, and outage probability. The simulation results show the effectiveness of the proposed

method in saving the scarce resources while verifying the analysis accuracy. These results re-

flect the robustness of the proposed scheme against source traffic prediction errors. Moreover,

the simulation results show the effectiveness of the proposed technique in providing access to

more MTDs in a timely manner while accommodating their heterogeneous QoS requirements.

However, it was shown that the proposed NOMA scheme is outage-limited. Therefore, the adap-

tion of the network parameters such as the SIC distinction level can mitigate the interference

impact and reduce the outage probabilities. Consequently, the performance can be enhanced.

We believe that this work is a first step illustrating the potential gains of NOMA with fast uplink

grant with more enhancements that could be achieved in future works with more emphasis on

pairing and power allocation.
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7. Conclusions and Future Work

7.1 Conclusions

The diverse requirements of the M2M applications have pushed different standardization bod-

ies, such as the 3GPP, towards specifying the requirements and challenges of MTC. M2M com-

munication brings billions of devices, usually with small amount of data transmission, that

should be connected to support different applications. This massive access causes network con-

gestion and overload problems if not properly managed. Although, cellular networks have been

identified as promising radio access technology for MTC, the traditional random access pro-

tocols used in Long Term Evolution-Advanced (LTE-A) are inefficient for MTC. For instance,

for an enormous number of devices attempting to access the network simultaneously, or even in

a short period, the number of collisions could increase rapidly. These frequent collisions lead

to energy and resource wastage, packet loss and severe access delay which are all undesired

for energy-constrained MTC devices. Hence, efficient management of MTC massive access

becomes a must. In this thesis, we tackled the problem of the efficient uplink access of MTC

specifically with massive connectivity aiming to mitigate network congestion. Our research has

led to significant contributions, that is recognizable from the record of publications resulted

from this work. Next, we briefly summarize those accomplishments.

In Chapter 3, we addressed the overload control problem arises due to the concurrent trans-

mission of enormous number of MTDs. In this regard, we adopted the Beta distribution to

model the MTDs’ arrival in congestion cases as suggested by the 3GPP. Then, we proposed a

network overload algorithm, referred to M2M-OSA, that is capable of allocating the resources

to massive number of MTDs in a distributed manner with reduced overhead. Being able to al-

locate the resources within relatively-small, bounded contention time, M2M-OSA can achieve

full resource utilization and save the MTDs’ energy. Further enhancements where attained by

allowing fast data transmission right after gaining successful access which is more suitable for
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the M2M applications with small-sized data packets. For proper operation of the proposed al-

gorithm, we devised a method for the estimation of the number of active MTDs at each time

slot, which is neither known by the devices nor the BS. Furthermore, we discussed a number

of non-ideal situations that could be faced in real-life deployment of M2M-OSA including the

effect of misestimation and feedback errors along with possible solutions.

In Chapter 4, we theoretically assessed the performance of the proposed M2M-OSA. With

the help of the triangular approximation, the Beta-distributed traffic, known to be mathemati-

cally intractable, was analyzed. Particularly, closed-form expressions were provided for differ-

ent evaluation metrics including average access delay, total service time, and energy consump-

tion considering both lightly, and seriously congested cases. Moreover, the blocking probability

was mathematically evaluated for the case of finite retransmission limit. The problem was then

formulated as a binary integer programming problem and we showed that proposed algorithm

approaches the optimal access delay at lower complexity. Finally, an updated version of M2M-

OSA was provided to include a traffic regulation mechanism for further energy savings.

In Chapter 5, we studied the uplink access problem of the MTC considering both cate-

gories; mMTC and URLLC. Aiming to reduce latency as well as the signaling overhead, and

to avoid the collisions of both coordinated and uncoordinated access, fast uplink grant concept

was adopted. In fast uplink grant, the BS directly allocate the resources to the active MTDs

without receiving a scheduling request which increases the risk of resources wastage in case

an inactive MTD was selected. In our work, this risk was tackled by employing NOMA with

fast uplink grant such that multiple MTDs can be allocated the same resource. Particularly, we

proposed a two-stage uplink access technique that employs MAB learning to allocate the re-

sources to the MTDs using fast uplink grant with no information about the MTDs’ QoS or CSI

at the BS. Afterwards, the scheduled MTDs seek pairing to other nearby active MTDs to share

the uplink resources. To keep the advantage of limiting the information exchange, distributed

pairing is proposed while maintaining minimum distinction among the MTDs for proper SIC

operation. As a benchmark, a quasi-optimal NOMA scenario is formulated using BIP to assess

the proposed scheme performance and illustrate the potential gains of NOMA with fast grant.

In Chapter 6, we provide an analytical framework for the probability of resources wastage in

fast uplink grant considering both OMA and the proposed NOMA scheme. This was facilitated

by devising an abstraction model for the prediction error of the traffic predictor that should be

employed at the BS preceding the scheduling stage. Consequently, we provide mathematical
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expressions for the average wastage of the resources as well as the outage probabilities while

accounting for the MTDs’ activity and SIC decoding order. The results emphasized the supe-

riority of the proposed NOMA-based fast grant scheme in enhancing the resources utilization,

and the MTDs’ latency. Moreover, we shed light on the benefits of the proposed NOMA scheme

in achieving better balance between exploration and exploitation trade-off while being more ro-

bust against the source traffic prediction errors. This trade-off was handled by allowing MAB

to schedule the critical MTDs more frequently whereas other MTDs can be allowed to share the

same resources in a NOMA fashion.

7.2 Future Work

In our work, we studied the uplink access of MTDs with a specific focus on congestion cases.

For the proposed M2M-OSA, we assumed that all the devices have equivalent access oppor-

tunities. However, the inclusion of the different QoS requirements of the MTDs in the selec-

tion process is highly recommended as a future direction. This can be done by modifying the

competing metric employed by the MTDs to reflect certain desired criterion that is application-

dependent such as the latency or the throughput. Furthermore, different groups of MTDs with

various priority levels could be assumed in the system which facilitates the inclusion of alarm

traffic.

Although Beta distribution is a good representative for congested scenarios as specified

by the 3GPP, the investigation of other types of traffics while employing the proposed M2M-

OSA is another future direction. This definitely affects the analysis procedure related to both

the average access delay and the total service time that depends on the triangle approximation

of the Beta distribution. In contrast, we believe that this modification should has no effect

on the analyses of the energy consumption and the blocking probability that are dependent

on the M2M-OSA procedure itself. In addition, a formal study for the non-ideal situations

discussed earlier related to the proposed M2M-OSA is recommended as future work along with

the relaxation of the ideal channel condition assumption.

For the NOMA-based fast grant work, we employed equal power allocation and random se-

lection of the nCH pair. Since our work of NOMA with fast grant is among the very first trials of

combining both schemes, we focused on showing the potential gains of this combination while

employing simplified pairing and power allocation techniques. The BIP formulation showed
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the expected enhancements that could be further attained by enhancing the pairing technique.

For instance, instead of random pairing, we may allow the CH to be paired to the eligible nCH

having the poorest or the best channel conditions in mode 1 and mode 0, respectively. In such

case, the level of distinction between the MTDs is maximized which reduces the probability of

outage. On the other hand, more sophisticated power allocation techniques such as enhanced

power back-off with optimized back-off factor can also be utilized to mitigate the interference

suffered by the strong MTD and reduce the outage probability.

Another promising future direction is to allow the selection of the nCH MTD pair, not only

based on the channel conditions, but formalizing a utility that combines different criteria de-

pending on the application. For instance, we may allow the CH to seek pairing to nCHs that has

maximum utility combines both its channel condition and the delay tolerance. The utility should

also be tailored to comply with the pairing mode either best or poorest channel conditions. To

keep the pairing distributed, OSA can also be utilized among other distributed schemes such

as the timer-based contention control mechanism proposed in [136]. Additionally, extending

the learning-based scheduling employed on our work to select all the scheduled MTDs while

adopting NOMA is encouraged as a future work. Finally, increasing the NOMA cluster size

(i.e more than two devices) and applying other decoding techniques would be also an excellent

future direction.
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Appendix B:

Outage Proofs of The Proposed NOMA-Based Fast

Grant Scheme: MODE 1

CH Outage Without a Pair

PCH,1
o,NP = 

(

log(1 + Pt|hc|
2) < Rmin, |h1|

2 > |hc|
2 − τ

)

= 
(

|hc|
2 < εt, |hc|

2 < |h1|
2 + τ

)

, (1)

For the case of τ ≥ εt

PCH,1
o,NP = 

(

|hc|
2 < εt

)

=

∫ ∞

0

∫ εt

0

Ncie
−Nci

h1e−hcdhcdh1 =

∫ ∞

0

Ncie
−Nci

h1
(

1− e−εt
)

dh1

=1− e−εt for τ ≥ εt. (2)

For the case of τ < εt

PCH,1
o,NP =

∫ εt−τ

0

∫ h1+τ

0

Ncie
−Nci

h1e−hcdhcdh1 +

∫ ∞

εt−τ

∫ εt

0

Ncie
−Nci

h1e−hcdhcdh1

=I1 + I2, (3)

The integration I1 is evaluated as follows:

I1 =

∫ εt−τ

0

Ncie
−Nci

h1(1− e−h1−τ )dh1

=1− e−Nci
(εt−τ) −

Ncie
−τ

1 +Nci

(1− e−(1+Nci
)(εt−τ))
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The integration I2 is evaluated as follows:

I2 =

∫ ∞

εt−τ

Ncie
−Nci

h1(1− e−εt)dh1

=(1− e−εt)e−Nci
(εt−τ).

Substituting I1 and I2 in (3), then:

PCH,1
o,NP =1−

Ncie
−τ

1 +Nci

(

1− e−(1+Nci
)(εt−τ)

)

− e−Nci
(εt−τ)−εt , for τ < εt. (4)

CH Outage With Pair

PCH,1
o,P = 

(

log(1 +
Pt|hc|

2

Pt|hn|2 + 1
) < Rmin, |hc|

2 − |hn|
2 > τ

)

= 

(

|hc|
2< ε(|hn|

2 +
1

Pt

), |hc|
2> |hn|

2 + τ

)

. (5)

Considering the case of ε > 1, and assuming τ > εt:

PCH,1
o,P =

∫ ∞

q

∫ εhn+εt

hn+τ

e−hne−hc

1− eτ−hc
dhc dhn

where ̺ = τ − εt, and q = ̺/(ε− 1). Consider the following substitution:

let u = 1− eτ−hc , du = eτe−hc

Then, PCH,1
o,P is expressed as follows:

PCH,1
o,P =

∫ ∞

q

e−hn

∫

e−τ

u
du dhn

=

∫ ∞

q

e−τe−hn
[

ln |1− eτe−εhn−εt | − ln |1− e−hn |
]

=e−τ [I3 − I4] (6)

The integration I4 is evaluated as follows:

I4 =

∫ ∞

q

e−hn ln |1− e−hn | dhn
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Using integration by parts, let

u = ln |1− e−hn | dv =e−hn

du =
e−hn

1− e−hn
dhn v =− e−hn

Based on that I4 is equivalent to:

I4 =e
−hn ln |1− e−hn |

∣

∣

∣

∣

∣

q

∞

+

∫ ∞

q

e−2hn

1− e−hn
dhn

=e−q ln |1− e−q|+ I41 (7)

Consider the substitution of k = 1− e−hn , dk = e−hn dhn, then I41 is evaluated as:

I41 =

∫

1− k

k
dk = ln |k| − k

=
[

ln |1− e−hn | − (1− e−hn)
]∞

q

=−
(

e−q + ln |1− e−q|
)

(8)

Substituting (8) into (7), we get:

I4 =−
[

(1− e−q) ln |1− e−q|+ e−q
]

. (9)

Back to (6), the integration I3 is evaluated considering ̺ = τ − εt as follows:

I3 =

∫ ∞

q

e−hn ln |1− e̺e−εhn | dhn

Using integration by parts, let

u = ln |1− e̺e−εhn | dv =e−hn

du =
εe̺e−εhn

1− e̺e−εhn
dhn v =− e−hn
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Based on that I3 is equivalent to:

I3 =
[

e−hn ln |1− e̺e−εhn |
]q

∞
+

∫ ∞

q

εe̺e−hn(ε+1)

1− e̺e−εhn
dhn

=e−q ln |1− e̺e−εq|+ I31 (10)

Consider the substitution of k = 1− e̺e−εhn , dk = εe̺e−εhn dhn, then I31 is evaluated as:

I31 =

∫ 1

k=1−e̺e−εq

e−hn

k
dk =

∫ 1

k=1−e̺e−εq

e−
̺
ε
(1− k)

1
ε

k
dk

Consider also the substitution of t = (1− k)
1
ε , then k = 1− tε, dk = −εtε−1dt. Based on that,

I31 is evaluated as:

I31 =

∫

e−
̺
ε

−t

1− tε
εtε−1 dt =

∫ e
̺
ε e−q

t=0

e−
̺
ε
εtε

1− tε
dt

Using integration by parts, let

u =t dv =
εtε−1

1− tε

du =dt v =− ln |1− tε|

Based on that I31 is evaluated as:

I31 = e−
̺
ε

(

−e
̺
ε e−q ln |1− e̺e−qε|+

∫ e
̺
ε e−q

0

ln |1− tε| dt

)

(11)

Substituting (11) into (10), we get I3 as follows:

I3 = e−
̺
ε

∫ e
̺
ε e−q

0

ln |1− tε| dt (12)

Substituting I3 and I4 in (6), then PCH,1
o,P for ε > 1, τ > εt is expressed as:

PCH,1
o,P = e−τ

(

e−
̺
ε

∫ e
̺
ε e−q

0

ln |1− tε| dt+ (1− e−q) ln |1− e−q|+ e−q

)

(13)
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For the case of τ ≤ εt, set q = 0 as follows:

L1 = lim
q→0

(1− e−q) ln |1− e−q| (14)

Since L1 is undefined, let x = 1− e−q). Then, we get:

L1 = lim
x→0

x ln |x| = lim
x→0

ln |x|
1
x

Using L’Hôpital’s rule:

L1 = lim
x→0

1
x

− 1
x2

= lim
x→0

−x = 0 (15)

Hence, PCH,1
o,P for ε > 1, τ ≤ εt is expressed as:

PCH,1
o,P =e−τ

(

e−
̺
ε

∫ e
̺
ε

0

ln |1− tε| dt+ 1

)

, ε > 1, τ ≤ εt. (16)

NCH Outage With Pair

P nCH,1
o,P =1− 

(

log(1 + Pt|hn|
2) ≥ Rmin, log(1 +

Pt|hc|
2

Pt|hn|2 + 1
) ≥ Rmin, |hc|

2 − |hn|
2 > τ

)

=1− 
(

|hn|
2 ≥ εt, |hc|

2 ≥ ε(|hn|
2 +

1

Pt

), |hc|
2 > |hn|

2 + τ
)

. (17)

Define Q = (q, εt)
+ such that q = (τ − εt)/(ε−1) as before. Based on that, P nCH,1

o,P is obtained

as:

P nCH,1
o,P =1−

∫ ∞

Q

∫ ∞

εhn+εt

e−hne−hc

1− eτ−hc
dhc dhn −

∫ Q

εt

∫ ∞

hn+τ

e−hne−hc

1− eτ−hc
dhc dhn

=1− I5 − I6 (18)
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To evaluate I5, let k = 1− eτ−hc , dk = eτe−hc dhc. Hence, we get:

I5 =

∫ ∞

Q

∫

e−hn
e−τ

k
dk = −

∫ ∞

Q

e−τe−hn ln |1− e−εhneτ−εt | dhn

=− e−τI3 = −e−τe−
̺
ε

∫ e
̺
ε e−Q

0

ln |1− tε| dt (19)

Following the same steps, I6 is evaluated as:

I6 =−

∫ Q

εt

e−τe−hn ln |1− e−hn | dhn

Using integration by parts, let

u = ln |1− e−hn | dv =− e−hn

du =
e−hn

1− e−hn
dhn v =e−hn

Based on that I6 is expressed as:

I6 =e
−τ

(

e−Q ln |1− e−Q| − e−εt ln |1− e−εt | −

∫ Q

εt

e−2hn

1− e−hn
dhn

)

=e−τ
(

e−Q ln |1− e−Q| − e−εt ln |1− e−εt | − I61
)

(20)

Using the substitution of k = 1− e−hn , dk = e−hn dhn, I61 is as follows:

I61 =

∫ 1−e−Q

1−e−εt

(1− k)

k
dk =

[

ln |k| − k
]1−e−Q

1−e−εt

= ln |1− e−Q|+ e−Q − ln |1− e−εt | − e−εt (21)

Substituting (21) in (20), we have I6 as follows:

I6 =e
−τ
(

(e−Q − 1) ln |1− e−Q|+ (1− e−εt) ln |1− e−εt |+ e−εt − e−Q
)

=c1 ln |c1| − c2 ln |c2| − c1 + c2 (22)

where c1 = 1 − e−εt , and c2 = 1 − e−Q. Substituting (19), and (22) into (18), P nCH,1
o,P can be

easily obtained.
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Pairing Probability

Given that the CH is active, we answer the question of “ what is the probability of not finding a

pair?”.

We consider that at each clusterCi there isNci members whereNgci
among them are eligible

for pairing. Particularly, a nCH n is eligible to pair to CH c in mode 1 iff |hn|
2 ≤ |hc|

2 − τ .

Considering that the channel gains of the cluster members are ordered as |h1|
2 < |h2|

2 < · · · <

|hNci
|2, then we have:

 (Ngci
= ng) =  

(

|hng
|2 ≤ |hc|

2 − τ, |hng+1|
2 > |hc|

2 − τ
)

. (23)

Based on that the probability of not finding a pair is equivalent to:

 (Ngci
= 0) = 

(

|h1|
2 > |hc|

2 − τ
)

=

∫ ∞

0

∫ h1+τ

0

Ncie
−Nci

h1e−hc dhcdh1 =

∫ ∞

0

Ncie
−Nci

h1(1− e−h1−τ ) dh1

=Nci

[

e−Nci
h1

Nci

− e−τ
e−h1(Nci

+1)

Nci + 1

]0

∞

=1−
Ncie

−τ

Nci + 1
. (24)

where |h1|
2 ∼ exp(Nci).
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Appendix C:

Outage Proofs of The Proposed NOMA-Based Fast

Grant Scheme: MODE 0

CH Outage Without a Pair

PCH,0
o,NP = 

(

log(1 + Pt|hc|
2) < Rmin, |hNci

|2 < |hc|
2 + τ

)

= 
(

|hc|
2 < εt, |hc|

2 > |hNci
|2 − τ

)

,

=

∫ εt

0

∫ hc+τ

0

Nci

(

1− e−h
)Nci

−1
e−he−hc dh dhc

=

∫ εt

0

e−hc(1− e−h)Nci

∣

∣

∣

∣

∣

hc+τ

0

dhc =

∫ εt

0

e−hc(1− e−hce−τ )Nci dhc

Using the substitution k = 1− e−hce−τ , dk = e−hce−τ , we get:

PCH,0
o,NP =

∫ εt

0

eτkNci dk =
eτ

Nci + 1

(

1− e−hce−τ
)Nci

+1

∣

∣

∣

∣

∣

εt

0

=
eτ

Nci + 1

[

(1− e−τ−εt)Nci
+1 − (1− e−τ )Nci

+1
]

. (25)

NCH Outage With Pair

P nCH,0
o,P = 

(

log(1 +
Pt|hn|

2

Pt|hc|2 + 1
) < Rmin, |hn|

2 − |hc|
2 > τ

)

= 

(

|hn|
2 < ε(|hc|

2 +
1

Pt

), |hn|
2> |hc|

2 + τ

)

. (26)
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Considering the case of ε > 1, and assuming τ > εt:

P nCH,0
o,P =

∫ ∞

q

∫ εhc+εt

hc+τ

eτe−hn dhn dhc

=

∫ ∞

q

eτ
(

e−hc−τ − e−εhc−εt
)

dhc

=e−q −
eτ−εt

ε
e−εq, ε > 1, τ > εt (27)

where again ̺ = τ − εt, and q = ̺/(ε− 1). For the case of τ ≤ εt, we set q = 0 as follows:

P nCH,0
o,P =1−

eτ−εt

ε
, ε > 1, τ ≤ εt (28)

CH Outage With Pair

PCH,0
o,P =1− 

(

log(1 + Pt|hc|
2) ≥ Rmin, log(1 +

Pt|hn|
2

Pt|hc|2 + 1
) ≥ Rmin, |hn|

2 − |hc|
2 ≥ τ

)

=1− 
(

|hc|
2 ≥ εt, |hn|

2 ≥ ε(|hc|
2 +

1

Pt

), |hn|
2 ≥ |hc|

2 + τ
)

. (29)

Define Q = (q, εt)
+ such that q = (τ − εt)/(ε − 1) as before. Considering ε > 1, PCH,0

o,P is

obtained as:

PCH,0
o,P =1−

∫ ∞

Q

∫ ∞

εhc+εt

eτe−hn dhn dhc −

∫ Q

εt

∫ ∞

hc+τ

eτe−hn dhn dhc

=1− I7 − I8. (30)

First, we evaluate I7 as:

I7 =

∫ ∞

Q

eτe−εhc−εt dhc =
eτ−εt−εQ

ε
. (31)

Then, I8 is evaluated as:

I8 =

∫ Q

εt

eτe−hc−τ dhc = e−εt − e−Q. (32)
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Hence, PCH,0
o,P is expressed as follows:

PCH,0
o,P =1− e−εt + e−Q −

eτ−εt−εQ

ε
, ε > 1. (33)

Next, we study the case of ε ≤ 1. Starting by the case of τ > εt, we get PCH,0
o,P as follows:

PCH,0
o,P =1−

∫ ∞

εt

∫ ∞

hc+τ

eτe−hn dhn dhc

=1−

∫ ∞

εt

eτe−hc−τ dhc

=1− e−εt , τ > εt, ε ≤ 1. (34)

For the case of τ ≤ εt, P
CH,0
o,P is evaluated as follows:

PCH,0
o,P =1−

∫ Q

εt

∫ ∞

εhc+εt

eτe−hn dhn dhc −

∫ ∞

Q

∫ ∞

hc+τ

eτe−hn dhn dhc

=1− I9 − I10. (35)

I9 is obtained as:

I9 =

∫ Q

εt

eτe−εhc−εt dhc =
eτ−εt

ε

(

e−εεt − e−εQ
)

(36)

Also, I10 is obtained as:

I10 =

∫ ∞

Q

eτe−hc−τ dhc = e−Q. (37)

Finally, PCH,0
o,P is expressed as:

PCH,0
o,P =1− e−Q −

eτ−εt

ε

(

e−εεt − e−εQ
)

, τ ≤ εt, ε ≤ 1. (38)

Pairing Probability

In mode 0, a nCH n is eligible to pair to CH c in mode 1 iff |hn|
2 ≥ |hc|

2 + τ . Considering that

the channel gains of the cluster members are ordered as |h1|
2 < |h2|

2 < · · · < |hNci
|2, then we
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have:

 (Ngci
= ng) = (|hNci

−ng+1|
2 ≥ |hc|

2 + τ, |hNci
−ng

|2 < |hc|
2 + τ). (39)

Based on that the probability of not finding a pair is equivalent to:

 (Ngci
= 0) = (|hNci

|2 < |hc|
2 + τ)

=

∫ ∞

0

∫ hc+τ

0

Nci

(

1− e−h
)Nci

−1
e−he−hc dh dhc

=

∫ ∞

0

e−hc(1− e−h)Nci

∣

∣

∣

∣

∣

hc+τ

0

dhc

=

∫ ∞

0

e−hc(1− e−hce−τ )Nci dhc

Using the substitution k = 1− e−hce−τ , dk = e−hce−τ , we get:

 (Ngci
= 0) =

∫ ∞

0

eτkNci dk =
eτ

Nci + 1

(

1− e−hce−τ
)Nci

+1

∣

∣

∣

∣

∣

∞

0

=
eτ

Nci + 1

(

1− (1− e−τ )Nci
+1
)

. (40)
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