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Abstract

Hybrid Radio Resource Management for Heterogeneous Wireless Access Network

Nagina Zarin, PhD
Concordia University, 2021

Heterogeneous wireless access network (HWAN) is composed of fifth-generation (5G)
and fourth-generation (4G) cellular systems and IEEE 802.11-based wireless local area net-
works (WLANs). These diverse and dense wireless networks have different data rates, cov-
erage, capacity, cost, and QoS. Furthermore, user devices are multi-modal devices that allow
users to connect to more than one network simultaneously. This thesis presents radio re-
source management for RAT selection, radio resource allocation, load balancing, congestion
control mechanism, and user device (UD) energy management that can effectively utilize
the available resources in the heterogeneous wireless networks and enhance the quality-of-
service (QoS) and user quality-of-experience (QoE).

Recent studies on radio resource management in HWAN lead to two broad categories, 1)
centralized architecture and 2) distributed model. In the centralized model, all the decision-
making power confines to a centralized controller and user devices are assumed as passive
transceivers. In contrast, user devices actively participate in radio resource management in
the distributed model, resulting in poor resource utilization and maximum call blocking and
call dropping probabilities.

In this thesis, we present a novel hybrid radio resource management model for HWAN
that is composed of OFDMA based system and WLAN. In this model, both the centralized
controller and the user device take part in resource management. Our hybrid mechanism
considers attributes related to both user and network. However, these attributes are con-
flicting in nature. Moreover, a single RAT selection is performed based on user location and
available networks, whereas UD with a multi-homing call receives the radio resource share
from each network to fulfil its minimum data rate requirement. A novel approach is pro-
posed for load balancing where an equal load ratio is maintained across all the available
networks in HWAN. Performance evaluation through call blocking probability and network
utilization will reveal the effectiveness of the proposed scheme.
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The demand for more data rates is on the rise. The 5G heterogeneous wireless access net-
work is a potential solution to tackle the high data rate demand. The 5G HWAN is composed
of 5G new radio (NR) and 4G long-term evolution (LTE) base stations (BSs). In a practical
system, the channel conditions fluctuate due to user mobility. We, therefore, investigate
radio resource allocation and congestion control mechanism along with network-assisted
distributive RAT selection in a time-varying 5G HWAN. This joint problem of radio resource
allocation and congestion control management has signalling overhead and computational
complexity limitations. Therefore, we use the Lyapunov optimization to convert the offline
problem into an online optimization problem based on channel state information (CSI) and
queue state information (QSI). The theoretical and simulation results evaluate the perfor-
mance of our proposed approach under the assumption of network stability. In addition,
simulation results are presented to depict our proposed scheme’s effectiveness. Further-
more, our proposed RAT selection scheme performs better than the traditional centralized
and distributive mechanisms.

Recently an increase in the usage of video applications has been observed. Therefore, we
explore hybrid radio resource management video streaming over time-varying HWAN. Us-
ing the Lyapunov optimization technique, we decompose our two-time scale stochastic op-
timization problem into two main sub-problems. One of the sub-problems is related to radio
resource allocation that operates at a scheduling time interval. The radio resource allocation
policy is implemented at a centralized control node responsible for allocating radio resources
from the available wireless networks using Lagrange dual method. The other sub-problem
is related to the quality rate adaptation policy that works at a chunk time scale. Each user se-
lects the appropriate quality level of the video chunks adaptively in a distributive way based
on buffer state and channel state information. We analyze and compare the QoE of our pro-
posed approach over an arbitrary sample path of channel state information with an optimal
T-slot algorithm. Finally, we evaluate the performance analysis of our proposed scheme for
video streaming over a time-varying heterogeneous wireless access network through simu-
lation results.
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Chapter 1

Introduction

The past few decades reveal tremendous growth in wireless and mobile communication.
Statistics revealed by Cisco’s virtual networking index forecast of internet users for the pe-
riod 2018-2022 show a compound annual growth rate (CAGR) of 6% from 2018 to 2023. An
8% CAGR in the global mobile device and connection is expected for 2018-2023 [1], as shown
in Fig. 1.1. Cellular mobile speed will be 43.9 Mbps in 2023, a three-fold increase from 2018.
In contrast, the rate of 5G will reach 575 Mbps by 2023, and Wi-fi hotspots will grow four-
fold from 2018 to 2023. Moreover, approximately 300 million applications will be globally
downloaded by 2023 [1]. Future wireless communication is expected to support high data
rates, global connectivity, high Quality of Service (QoS), and enhanced Quality of Experience
(QoE) [2]. Heterogeneous wireless access networks (HWANs) can be a potential solution. In
this chapter, we present HWAN, research motivation, and research contributions.

FIGURE 1.1: Global mobile device and connection growth [1]



Chapter 1. Introduction 2

1.1 The Heterogeneous Wireless Access Network

The vast deployment of wireless access technologies provides geographical locations to be
covered by multiple wireless networks. The extensive implementation of wireless networks
in a given area is related to the trends for free WLAN access, and as 4G, 5G and beyond
5G evolve, the number of legacy systems will grow. These different networks evolve as
HWAN. HWAN can accommodate a massive amount of connections, provide a high data
rate through multihoming connectivity, and maintain QoS and QoE requirements per user
and application. HWAN is composed of 4G cellular networks (LTE/LTE-A), IEEE 802.11
Wireless Local Area Network (WLAN), IEEE 802.16 WiMAX, 5G, and beyond 5G (B5G) net-
works [2]. These different wireless access networks have their features, including coverage,
QoS, capacity and cost. The WLANs, as well as 5G new radio (NR), provide high band-
width in a limited coverage region, whereas both cellular and WiMAX provide broadband
connectivity at a larger coverage zone.

HWAN consists of Base stations (BS), Access Points (AP), user devices (UDs), and IP
backbone networks [3], as shown in Fig 1.2. HWAN has overlapping coverage zones and
supports multi-RAT connections. Nowadays, UDs are provided with more than one radio
interface. The multi-interface/multimodal UD can connect to any given RAT that satisfies its
requirements. A communication network that allows the user device to transmit data and
communicate over multiple radio access networks is termed as multi-radio access (MRA)
system [4], or multihoming access system [5], [6]. Multi-RAT connectivity is subject to the
number of available interfaces on the user device and the subscription of a user for network
usage. HWAN, with overlapping coverage zones, provides a platform where UDs have
“always best connection (ABC)” experience rather than “always connected experience” as
in homogeneous access networks. HWAN supports bandwidth-hungry and high data rate
applications via using features of multihoming by aggregating the allocated resources from
different access networks.

1.2 Research Motivation

The diverse HWANs have different data rates, coverage, and capacity, which transform
simple connectivity problems into a more challenging issue of radio resource management
(RRM) [3]. Furthermore, the users in the coverage of HWAN with overlapping regions have
a multi-RAT connectivity option since user devices are equipped with multi-radio interfaces.
RRM is a mechanism required to efficiently utilize all the available resources and provide the
required quality of service to users.

RRM involves network selection, radio resource allocation, radio resource utilization,
congestion control, quality adaptation, energy management, mobility management and load
balancing. It motivates us to propose a utility-based optimization technique for multi-RAT
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FIGURE 1.2: Heterogenous wireless access networks

allocation that takes attributes related to users and networks. Furthermore, it drives us to
incorporate congestion control solutions with the resource allocation to provide maximum
throughput to users while maintaining network stability. Furthermore, better video quality
selection results in more power consumption. Therefore, it drives us to propose a solution
for the energy efficiency of a multimodal user device to avail multi- homing facility dur-
ing data and video streaming applications. Moreover, it strives us to investigate new radio
resource management techniques in a time-varying condition that involves radio resources
allocation, network congestion control, maintaining QoE of end-users, and managing user
device energy consumption. The goal of RRM is to improve spectral efficiency, throughput,
energy efficiency and overall performance of the network for multi-RAT connection and sin-
gle connection in the HWAN. Therefore, we focus our research on exploring radio resource
management schemes in HWAN that improve the spectral efficiency, network throughput
and QoS, and user quality of experience (QoE).

1.3 Problem Statement

The literature survey shows that radio resource management in a heterogeneous network can
be accomplished using either centralized management infrastructure or distributive man-
agement infrastructure. The centralized controller has a global view of the whole network.
It has a single point of management and enhanced control over the entire network [7]-[9].
The centralized approach is more flexible and provides efficient resource utilization by bal-
ancing load across different RATs. However, in the centralized infrastructure, the central
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controller communicates more frequently with all the network entities, results in congestion
and may even increase the response time and delay. In addition to this, the centralized ap-
proach has the problem of single node failure causing convergence and instability problems
in the network. It is assumed for the centralized approach that all the available networks
belong to a single operator, which contradicts with reality where different RATs are run by
different operators [10].

Another proposed solution for radio resource management is the distributed manage-
ment infrastructure. Here the control is distributed among different network entities, in-
cluding access routers [11], BS/AP and user device [10],[12]. However, in the distributed
approach where the users perform network selection, the problem of load balancing arises
as the users have a greedy approach without considering the actual load of the network.
This user-centric approach results in poor resource utilization in coverage overlapping re-
gions and increases call blocking probability and dropping probability. The network selec-
tion performed by a user does not guarantee a successful connection as the selected network
may prefer to choose more valuable users. Cooperative distributed resource management
has been proposed to efficiently improve the performance of radio resource management for
heterogeneous wireless access networks [13]. However, this cooperation among networks
and users increases signalling overheads.

Since the centralized and distributed management infrastructure has limitations, we pro-
pose a hybrid architecture, which takes the benefits of both centralized and distributed mod-
els. IEEE P1900.4 protocol-based hybrid approach is used for network selection based on low
cost and mobility profile mobile users. They explored radio resource allocation for a single
connection network using both best-effort service and differentiated traffic [35]. However,
this approach is only limited to a single network connection. Another IEEE P1900.4 based
hybrid RAT selection approach is proposed in [36], using IEEE P1900.4 protocol where the
information about all available RATs and the decision of network selection is made. This
approach considers mobility. The performance of the proposed method is compared with
centralized and distributive mechanisms. Their proposed work gives better call blocking
probability, vertical handoff probability and better user satisfaction. However, this tech-
nique is only limited to a single network connection. Finally, the authors in [37] proposed a
hybrid network selection approach where the user device takes the final decision with net-
work assistance. They used two mechanisms of the staircase and slope tuning technique,
where it dynamically modulates the information broadcasted by a network (service cost and
QoS information) and user preferences. The simulation results show enhanced network per-
formance, higher network gain and better user QoE. However, this model is limited to a
single network connection that takes consideration for elastic, inelastic traffic and streaming
sessions.

We propose a radio resource management scheme that considers the attributes of both
network and UD. Our proposed architecture has a central node termed central control node
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(CCN) and distributed entities such as BS/AP and UDs. The central controller node works
at a large time scale and manages, monitors, and associates UDs to the best connection. In
contrast, the user devices work quickly, monitor changes in connection status, and update
the BS about the channel state information. This hybrid architecture can manage resource
allocation, network selection, load balancing and energy management of mobile users.

We consider a HWAN network layout that is composed of LTE and WLAN. The math-
ematical techniques used for network selection are utility theory, MADM [18], fuzzy logic
[19], game theory [21], combinatorial optimization [24], and Markov chain [27]. All these
techniques are used for network selection; however, we selected utility theory as our RAT
selection model. This mathematical tool has simple implementation complexity, and the
decision-making speed is fast. Moreover, it is suitable for our hybrid model as it takes mul-
tiple attributes from both network and user and evaluates its utility function. Utility func-
tions translate network resources to user satisfaction, one of the key factors in 5G and future
wireless communication networks. Resource allocation, performed by the central controller
node, takes input from both network and users, ranks different RATs, and associates users to
different RATs. The multi-RAT heterogeneous access network is composed of overlapping
coverage zones. The overlaid smaller cells within the coverage of macrocells experience
the issue of imbalance in load. The load balancing is required to balance the network load,
increase network performance and enhance resource utilization. The authors in [66]- [68]
explored an improvement in system performance via load balancing in the heterogeneous
networks. In [69], the authors present two joint resource management schemes for deter-
mining system performance in a multi-RAT heterogeneous environment. We propose that
CCN is equipped with a load balancing and congestion control mechanism in a heteroge-
neous environment. The load balancing is achieved by increasing or decreasing the number
of associated users at different RATs per overload and underload conditions.

Considering a time-varying HWAN is a step towards a more realistic approach. The
multi-modal devices equipped with multi-radio access or multihoming facility is an ex-
pected dominating connection option in 5G networks. Therefore, we consider hybrid RRM
for time-varying 5G HWAN. 5G HWAN is composed of 4G LTE and 5G new radio (NR) BS.
In 5G HWAN, the LTE BS act as an umbrella, where 5G NR BS act as hot spots. The LTE
macro-BS provides maximum coverage to the users, whereas the 5G NR BSs provide max-
imum data rate to the users. In this hybrid RRM, we propose a network selection scheme,
radio resource allocation policy and rate adaptation policy. We further investigate hybrid
RRM for video streaming over a time-varying HWAN. Here we consider the QoE parameters
related to video quality, freezing time and energy consumption of the UD. Radio resources
are allocated, and video quality is selected without degrading the QoE of end-users.
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1.4 Research Contributions

Our research focuses on a hybrid radio resource management in HWAN. Specially, we pro-
pose hybrid schemes related to the process of network selection, quality of service (QoS)
based radio resource allocation, and congestion control in HWAN. The process of multi-
criteria-based network selection helps in selecting the best network among the available net-
works. We propose optimal radio resource allocation, i.e. subcarrier and power allocation,
that satisfies users QoS requirements and efficiently utilizes the available resources of dif-
ferent networks in the HWAN. Furthermore, we propose radio resource allocation and rate
adaptation in a time-varying 5G HWAN that optimally allocates the radio resources and
avoids network congestion, thereby maintain the QoS of mobile users. Moreover, we pro-
pose radio resource management for streaming sessions over a time-varying HWAN. The
following discusses our research contributions.

• We propose a hybrid multicriteria-based RAT selection that takes attributes from both
networks and users [14]. Moreover, both CCN and user devices make decisions about
the appropriate RAT selection using a multiplicative exponential weighting (MEW)
method. This selection can be single-homed or multi-homed depending on the location
of users and the decision based on multi-attributes related to users and networks.

• We explore the QoS-based radio resource allocation in HWAN for multihoming calls
[15]. Radio resource allocation is subject to the minimum data rate requirements of
mobile users, thereby satisfying the QoS requirements of each user. As a result, we
obtain an optimal solution for the allocation of power and subcarrier from the OFDM-
based system and timeshare from WLAN.

• We explore load balancing in HWAN [16]. The performance of the propose scheme is
evaluated in a cellular layout with overlapping coverage zones. Call blocking proba-
bility, and bandwidth utilization show the effectiveness of our propose approach.

• We investigate a hybrid congestion control and radio resource allocation algorithm in
5G HWAN for time-varying channels. The CCN utilizes the radio resource allocation
policy to allocate the radio resources, i.e. resource blocks, and transmit power to the
mobile users. In contrast, each user performs the congestion control policy in a dis-
tributive manner [17].

• We propose a hybrid radio resource management over a time-varying HWAN for a
streaming session. The radio resources allocation is subject to the QoE of end-users.
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1.5 Thesis Outline

We organize the thesis as follows. In Chapter 2, a novel hybrid approach for RAT selec-
tion in HWAN is investigated [14]. It is a multicriteria-based RAT selection and takes
attributes from both networks and users. Moreover, both CCN and user devices are
involved in deciding the appropriate RAT selection using a multiplicative exponential
weighting (MEW) method. This selection can be single-homed or multi-homed de-
pending on the location of users and the decision based on multi-attributes related to
users and networks. The MEW method with the multicriteria is compared with the
simple additive weighting (SAW) utility function approach in terms of accuracy. Fi-
nally, we compare the performance of our proposed plan with the conventional meth-
ods, i.e. centralized and distributive methods of RAT selection.

Chapter 3 explores the QoS-based radio resource allocation in HWAN [15]. We con-
sider users with multihoming calls. We obtain an optimal solution for allocating power
and subcarrier from the OFDM-based system and timeshare from WLAN. Load balanc-
ing in HWAN is proposed in Chapter 4. Our proposed load balancing scheme balances
both the overload and underload conditions. The performance of the proposed ap-
proach is evaluated through call blocking probability and bandwidth utilization. Radio
resource allocation and rate adaptation for time-varying 5G HWAN are investigated in
Chapter 5. We consider cellular networks, i.e. LTE and 5G NR BSs, in our proposed
system model and implement a novel hybrid congestion control and radio resource
allocation algorithm. The resource allocation policy implemented at CCN allocates
the radio resources, i.e. resource blocks, and transmit power to the mobile users. In
contrast, the congestion control policy is performed at the user end in a distributive
manner. Moreover, we propose a network-assisted RAT selection scheme, which helps
in selecting the appropriate RAT based on the utilities of received signal strength and
QoS [17].

We propose a hybrid radio resource management over a time-varying HWAN for video
streaming sessions in Chapter 6. We consider video quality, freezing time and user de-
vice battery as QoE attributes. Optimal quality selection is proposed without compro-
mising the QoE of end-users. The conclusion and future research work of our research
are presented in Chapter 7.
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Chapter 2

Hybrid Network Selection Scheme in
HWAN

Heterogeneous wireless access network (HWAN), an integration of different RATs in an
overlapping zone, supports bandwidth-hungry applications and fulfills high data rates’ de-
mands. One of the main challenges in HWAN is the selection of an appropriate RAT (single
connection) or multi-RATs (multi-homing connection) depending on RATs availability and
user requirement. There can be two possible solutions, 1) centralized approach and 2) dis-
tributive mechanism. However, these solutions have some serious limitations, which are
explained in detail in this chapter. This chapter presents a novel hybrid scheme for RAT
selection in HWAN, a two-step process in which both a CCN and UD are involved in net-
work selection. Our key objective is to explore the role of each entity (CCN and UD) in the
process of RAT selection. Furthermore, we consider multi-attributes related to both user and
network. Therefore, it is important to explore the impact of different crucial criteria on RATs
ranking results. The other main objective is to compare the precision of our proposed hybrid
approach with traditional mechanisms. UD screens the available list of scanned networks
based on the received signal strength and user mobility profile in our proposed approach.
Next, we compare the RAT screening results using a multiplicative exponential weighting
method (MEW) with a multi-criteria simple additive weighting (SAW) utility function. Fi-
nally, the CCN takes multi-criteria related to the application, UD, and network, generating
a sorted list of the most appropriate RATs based on evaluating multiplicative exponential
weighted utility function. The CCN then associates users to one (single connection) or more
available RATs (multi-homed). RATs ranking and association are elaborated by calculating
different networks final utilities.

2.1 Background and Introduction

The HWAN provides multi-RAT connectivity options due to the overlapping coverage zone.
The selection of an appropriate RAT, an integral part of radio resource management, has
become a challenging issue in HWAN. The literature survey shows that RAT selection can
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be categorized as 1) single RAT selection, and 2) multi-RAT selection as nowadays, the user
devices have multi-radio interfaces, and they can connect to more than one RAT simultane-
ously. The literature survey further shows that RAT selection can be performed using con-
ventional methods, i.e. centralized method of RAT selection, distributive method of RAT se-
lection, and collaborative method of RAT selection. These different network selection strate-
gies are based on different mathematical models and theories. These models and theories
include utility theory, multi-attribute decision making (MADM) [18], fuzzy logic [19], [20],
game theory [21]-[23], combinatorial optimization [24]-[26], and Markov Chain [27], [28].
In general, the RAT selection in all these approaches is based on some pre-defined criteria.
These criteria are related either to the user, network, or both [29]. User-related attributes
are throughput, required Quality-of-Experience (QoE), and battery consumption, whereas
network-related features include balance in load, revenue, service differentiation and net-
work throughput. Received signal strength (RSS) is one of the most important criteria used
for selecting the BS or AP of the available network [30]. Offered bandwidth is another im-
portant attribute used to associate users with the best network [31], [32]. The authors in [33],
[34] proposed a multi-attribute RAT selection mechanism based on the utilities of cost, band-
width and received signal strength to select the BS/AP of the most suitable RATs among the
available networks. The available networks may not have enough resources to accommo-
date the incoming calls. Therefore, using multi-homing services allows an incoming user
with high bandwidth demand to connect simultaneously to more than one network. The
multi-homing facility aggregates the bandwidth from different networks to fulfil the high
bandwidth user’s application demand. Multi-homing provides global connectivity to mo-
bile users. It has low call blocking probability and high system capacity.

Centralized and distributive mechanisms have both advantages and disadvantages. RAT
selection’s centralized approach balances the load across different RATs, thereby efficiently
utilizing the available resources of different RATs [7], [9]. However, the centralized frame-
work has a higher delay and response time due to congestion caused by increased signalling
and communication among network elements. In the distributed management, the process
of radio network selection is implemented at different network entities, including access
routers [10], base station/access point (BS/AP) and user devices (UDs) [11], [12]. However,
the distributed approach may lead to an imbalance load across HWAN as the mobile users
greedily select the network without any prior knowledge of its load. Furthermore, the cho-
sen network may not be able to accommodate. Thus, an increase in call blocking and drop-
ping can be observed. The network selection may not guarantee a successful connection as
the selected network may prefer to choose more valuable users.

In the literature survey, minimal work is related to the hybrid method of radio resource
management. The hybrid approach using the cost function proposed in [35], and based on
the IEEE P1900.4 protocol, presents network selection based on the low cost and mobility
profile of mobile users, where resource allocation for a single connection network using both
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best-effort service and differentiated traffic is proposed. This approach is only limited to a
single network connection. Another IEEE P1900.4 based hybrid RAT selection approach is
proposed in [36], where the decision of network selection is made by gathering information
about all available RATs using the IEEE P1900.4 protocol. This approach considers mobil-
ity. The performance of the proposed method is compared with centralized and distributive
mechanisms. Their proposed work gives better call blocking probability, vertical handoff
probability and better user satisfaction. However, this technique is only limited to a sin-
gle network connection. The authors in [37] propose a hybrid network selection approach
where the user device takes the final decision with network assistance. The obtained sim-
ulation results reveal improved network performance, higher network gain and better user
satisfaction. However, these proposed hybrid schemes are user-centric that takes network
assistance, i.e., extending the existing approach. The user-centric network-assisted plan as-
sumes that the networks broadcast their loading information to the users. However, this
seems impractical as the network always has an intention to serve users. It is therefore re-
quired to mask the loading condition of a network from users.

To cope with the challenges in the centralized and distributive approach, we propose a
hybrid multi-attribute network selection scheme, which takes input related to network and
use, and distributes the decision-making process between user and CCN. Utility theory is
one of the most popular strategies for network selection [38]. It is based on decision-making
attributes related to the user, mobile device, application, and network. These attributes can
be positive/negative, described with linear, logarithmic, exponential, and sigmoidal func-
tions. Therefore, it is crucial to identify each related attribute’s type and choose an appro-
priate utility function for each attribute. SAW, a method used to determine the total utility
of a RAT, is the most popular network selection method. However, it has some limitations,
and the authors in [39] suggested solutions in multiplicative exponential weighting (MEW).
Therefore, we use the MEW method for RATs ranking and association. The obtained results
highlight the comparison of both these schemes.

The rest of the chapter is organized as follows: Section 2.2 describes our proposed system
model, which includes hybrid RAT selection architecture and proposed algorithm. Then,
Section 2.3 discusses the simulation results. Finally, Section 2.4 summarizes the chapter.

2.2 System Model

This section presents our proposed system architecture in terms of wireless networks, UDs,
and CCN. The detailed description is given as follows.
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2.2.1 System Architecture

We consider two controlling entities in our proposed hybrid network selection scheme in
HWAN: 1) CCN, and 2) controller at UD. Figure 2.1 depicts our proposed hybrid network
selection architecture.

Central Control 
Node (CCN)

User Device 
(UD)

RAT1 RAT3

RAT2

Centralized Part

Distributive Part

CCN Ranks &  
Selects Multiple 
RATs based on 
Multi Criteria 

Utility Function

UD Scans & Screens 
RATS

FIGURE 2.1: Proposed Hybrid Architecture for Network Selection

From the literature, we explored that decision of RAT selection is either made at the user
end or at the centralized controller. However, our proposed algorithm distributes the process
of RAT selection between the user device and CCN, which makes it novel from the traditional
approaches of RAT selection. Furthermore, our multi-criteria-based RAT selection considers
attributes related to network (load ratio), the user device (battery consumption), application
requirements (throughput), and user (received signal strength and mobility). UDs are mul-
timodal, and they can access a single network or multi-RATs simultaneously. CCN, located
at the backend, performs access selection. The CCN takes input from both network and
user and associates users to different RATs. UD communicates with CCN via different RATs
based on the channel status. The operational process of network selection begins at a user
device. UD first scans for the available networks in its vicinity. UD measures the received
signal strength from the list of available networks in its service area. It screens the available
set of scanned networks based on the received signal strength and user mobility. Mobile user
with high speed removes the networks with low coverage from the list of scanned networks
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FIGURE 2.2: Network selection mechanism

to avoid frequent handoff. If the received signal strength is higher than a threshold such
that RSSi ≥ RSSThreshold, UD uses its multi-interface facility, reports its input parameter, i.e.
application BW, user mobility and available resources (battery constraint) to the BS/AP of
the available set of networks. We have assumed that the signalling information exchange
among users and BS/AP takes place on time. Furthermore, we assumed perfectly accurate
signalling information exchange and no delivery delay. The BS/APs of these available RATs
add their own information with the user message and forward it to the CCN for further
processing. Moreover, we assume no signalling delay between BS/AP and CCN. Available
networks are ranked in descending order based on total utility calculation. The total util-
ity function is based on a multi-criteria MEW utility function. CCN selects networks with
high utility values. Thus, the CCN ranks the networks and provides an associated set of
networks. Finally, CNN directs the users to associate with different RATs, either single RAT
or multi-RATs. Figure 2.2 highlights the proposed network selection mechanism.

2.2.2 Proposed Algorithm

The proposed algorithm is based on the multi-criteria multiplicative utility function. The
process of network selection begins at a user device. The involvement of UD in the process of
RAT selection speeds up the decision-making process and reduces the burden on the central
controller. During the first step of RATs screening, user utility function[38], [39] for different
RATs based on received signal strength (RSS) and mobility is given by Eq. (2.1)

Un
u (x) = (URSS)

wRSS ∗ (Um)
wm , wRSS + wm = 1 (2.1)

where n corresponds to different available RATs, Uu is the user utility function and URSS and
Um are utility functions for RSS and user mobility, respectively. wRSS and wm are weights of
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these selected criteria. Networks with lower utility values are ignored from the list of avail-
able RATs. In our second step of RATs ranking, the rest of the parameters related to user
(monetary cost), device (battery consumption), and application (required BW and through-
put) are forwarded to the CCN via a validated set of networks. The CCN makes the final
decision of RAT selection by evaluating the total utility function for each network.

Uvn
u (x) = (Uc)

wc ∗ (Ue)
we ∗ (Uγ)

wγ ∗ (UL)
wL , (2.2)

where Uvn
u (x) is the total utility of validated RAT vn for user u, Uc , Ue ,Uγ, and UL cor-

responds to the utility function for monetary cost, battery consumption, throughput and
network load, respectively. The sum of all weights wc, we, wγ, and wL, is equal to 1. Based
on Eq. 2.2, the CCN sorts networks in descending order and associates users to single or
multi-RATs that best suits its requirements.

2.2.2.1 Utility function for RSS

The received signal strength Pr is a positive attribute and evaluated using the following equa-
tion

Pr =
Pt ∗ Gt ∗ Gr

PL
(2.3)

where Pt, Gt and Gr are the transmitted power, transmitting antenna gain and received an-
tenna gain, respectively. The value of path loss PL for the cellular network is calculated
using Cost-231 Hatta Extended Model, whereas, for WLAN, a two ray path loss model is
employed. The utility function for RSS is calculated as a linear function given by [38].

URSS =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if P ≤ PThresh

Pr−Pthresh
Pmax−Pthresh

if Pthresh < P ≤ Pmax

1, if P > Pmax

(2.4)

where Pthresh and Pmax are the threshold power and maximum power, respectively.

2.2.2.2 Utility function for Mobility

User mobility is related to two attributes, i.e. speed of the mobile user and range R of an
AP/BS, which reflects the expected time of residence of a mobile user within the coverage of
an AP/BS [40]. It is desirable to prevent high-speed mobile users from connecting to short-
range AP/BS to avoid a high risk of interruption in the future. Users are classified into three
main categories in terms of mobility, i.e. static users, pedestrians (moving with moderate
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speed) and mobile users (moving with high speed). Pedestrian users of the WLAN network
have a utility of 0.5. The utility for mobility is given by

Um =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if high speed users in WLAN coverage with R > Rmax

0.5 if moderate speed users in WLAN coverage with R ≤ Rmax

1, for Cellular Network and static users

(2.5)

2.2.2.3 Utility function for Cost

The monetary cost C, a negative attribute, can be given by the following utility function [41]

Uc =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if C ≤ Cmin

1 − C−Cmin
Cmax−Cmin

if Cmin < C < Cmax

0, if C > Cmax

(2.6)

2.2.2.4 Utility function for Throughput

Using Shannon theory the maximum throughput achieved by user i from AP/BS j for OFDM
based cellular network is given by [42]

γij = Bjlog2(1 + SINRij) (2.7)

where the bandwidth Bj is in Hz and the signal-to-interference and noise ratio SINRij be-
tween user i and BS j is given by

SINRij =
pr

ij

I + N0
(2.8)

where pij is the received signal power. the noise power present at the UD is given by N0,
whereas I corresponds to the interference power and is given by

I = Iinter + Iintra (2.9)

where Iinter is the inter-cell interference, and Iintra is the intra-cell interference power. It is
assumed that for cellular network Iintra = 0. Based on frequency re-use, the total interference
power is given by

I = Iinter = ∑
(k �=j)

P(i,k), (2.10)
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where P(i,k)is the power received at user i from interfering nodes k. The WLAN network is
throughput fair network as CSMA/CA assures the same connection probability for users ac-
cessing the same AP [43]. However, users connected to different AP have different through-
put [44]. The throughput of user i from Wi-Fi AP j is given by

γij =
Lpacket

∑k∈Nj

Lpacket
Rk,j

(2.11)

where Lpacket is the length of the packet, Nj corresponds to the number of users associated
with the AP j, and R(k,j) is the rate of user k connected to AP j. The utility function for
throughput is given by [45]

Uγ =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, if γ ≤ γthresh

e−∂(γ−γthresh) if γthresh < γ ≤ γmax

1, if γ > γmax

(2.12)

where ∂ is the shape parameter, higher values of ∂ makes the graph steeper.

2.2.2.5 Utility function for Battery Consumption

Battery energy constraint is a negative attribute. It is desirable to associate users with a RAT
with minimum energy consumption. If the energy consumption of a device is lower, the
better is the utility. So the utility function for energy consumption is given by

Ue =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if E ≤ Emin

1 − E−Emin
Emax−Emin

if Emin < E ≤ Emax

0, if E > Emax

(2.13)

The energy consumption for all active interfaces of a user is given as [46]:

E =
n

∑
i=1

(γreq ∗ Pti), i = 1, ...n (2.14)

where E is the total energy consumption measured in joules, γreqis the required throughput
in kbps, which depicts data transmission by an interface, and Pti describes power consump-
tion of an interface.

2.2.2.6 Utility function for Network Load

Network load L is a crucial attribute for selecting an appropriate network as it reflects the
amount of available bandwidth in a network. The utility function of load is given as
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UL = f (L) (2.15)

L =
Bio

Bmax
(2.16)

Bio is the number of channels in use in the network, and Bmax is the maximum number of
channels in the network. L is the load ratio of the network under consideration. Transform-
ing the load ratio L into utility, we consider two values of threshold, i.e. the upper bound
(Lthresh2) and lower bound (Lthresh1). If a network load is less than the lower threshold value,
then UL = 1, whereas for a network load higher than the upper threshold value, the utility
of load is equal to 0. The utility of load is given by

UL =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1, if L < Lthresh1

1 − e−∂∗A, Lthresh1 ≤ L ≤ Lthresh2

0, if L > Lthresh2

(2.17)

A = (L − Lthresh1) (2.18)

where A = (L − Lthresh1) and ∂ is the shape parameter, and the graph becomes steeper with
higher values of ∂.

We approximated received signal strength, cost, and battery consumption using linear
utility functions in our mathematical model. In contrast, throughput from a RAT is described
by using "increasing marginal utility" and RAT load ratio as "decreasing marginal utility" as
shown in Figure 2.3. The graph for load ratio shows that after the threshold of 0.8, the utility
of network load becomes zero. It should be noted that users cannot differentiate between the
services from networks with L < 0.5. The controller approximates the utility value for the
load ratio of less than 0.5 as 1. The utility of positive attributes like throughput is the reverse
replica of load ratio [45]. The utility of cost is one, i.e. Uc = 1 if the network services are
available for free. However, the utility of cost is zero if the network monetary cost is higher
than the user is willing to pay, as shown in Figure 2.3.

Once the utility functions of these criteria are calculated, it is then required to assign
an appropriate weight to the individual criterion. Weights of these different criteria act as
"tuning knobs" in the process of RAT selection. Users and service providers can set weights
per their preferences. However, before assigning weights to different criteria, it should be
noted that each criterion has its importance. The more critical a criterion, the higher the value
of the assigned weight. UD considers the attributes of mobility and received signal strength
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FIGURE 2.3: Utility Function of Throughput, Cost, and Network Load

and their related weights, as given in Eq. 2.1. We use wRSS = 0.55 and wm = 0.45, as the
sum of their weights, wRSS + wm = 1. The CCN considers four attributes, i.e. throughput,
network load, battery consumption, and cost, to make the final decision of RAT selection
based on Eq. 2.2. The recent literature survey shows that the mobile user is more concerned
about battery life, and we assigned we = 0.3. Similarly, the network performance is directly
related to the network loading condition, and we assigned wL = 0.3. Since we assumed
that our users are less concerned about the service cost and throughput requirements, we
assigned both wc and wγ a weight of 0.2. The sum of these weights we + wL + wc + wγ = 1.
The weights of these different criteria are shown in Table 2.2.

2.3 Simulation Results and Discussion

This section presents the results of our proposed hybrid network selection scheme. We con-
sider four RATs located at different positions in our simulation area of 2000 square meters,
shown in Figure 2.4. We randomly distribute the users in this area. The simulation area has
overlapping zones where users receive services from more than one RAT. The characteristics
and features of these different RATs are given in Table 2.1. MATLAB-based simulation re-
sults are obtained using four RATs with six criteria. Table 2.2 shows the characteristics of all
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TABLE 2.1: RATs Main Features [45]

Features WLAN1 WLAN2 LTE WiMax

RSS Threshold -60dBm -55dBm -90dBm -130dBm

Coverage zone 100-500 50-100 500-1000 500-1000

PL Model Two-ray Two -ray Cost-321 Cost-321
Model Model Hata Model Hata Model

Fc 2.4GHz 2.4GHz 2.1GHz 2.3

User mobility Pedestrian Static Mobile Mobile
support (5m/hr) - (10km/hr) (10km/hr)

Max Throughput 0.1-2Mbps 1-6Mbps 70Mbps 54Mbps

Cost(cent/kbps) 2 Free 6 8

Load 0-90% 0-90% 0-90% 0-90%

FIGURE 2.4: Simulation Topology

the six attributes.
The process of RAT ranking, selection and user association is a two-step process. Step 1 of

the proposed hybrid multiplicative multi-criteria exponential weighted (MEW) utility-based
network selection approach is compared with a simple additive weighting (SAW) method,
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TABLE 2.2: Simulation Parameters (Attributes Vs RAT)

RAT Cost Speed Application Battery RSS Load (L)
Req_Throughput Consumption

WLAN1 2 5m/hr 2Mbps 0.007(x) -45 0-0.8%

WLAN2 0 - - 0.006(x) -45 0-0.8%

LTE 4-8 - - 0.018(x) -55 0-0.8%

WiMax 4-8 - - 0.018(x) -55 0-0.8%

Weights 0.2 0.45 0.2 0.3 0.55 0.3

whereas in step 2, simulation results show the list of ranked RATs. Our approach is unique
such that the process of RAT’s ranking and selection begins at the user device. At step 1, it is
assumed that at time interval t=0, the randomly distributed mobile users start moving in the
area. The user device scans the available networks’ service area and calculates their utilities
based on the received signal strength and user mobility. Figure 2.5 shows network ranking
based on these two criteria. It is assumed that the user is mobile with moderate speed. The
proposed approach screens and removes WLAN2 from the list based on user speed and RAT
coverage. From Figure 2.5, we can see that with the MEW approach, WLAN2 has zero utility
value, whereas the SAW method still gives a high utility for WLAN2. However, it is not
a suitable RAT for a user moving at moderate speed. The user device forwards its input
parameters only to the validated set of networks.

At step 2, the BS/APs of validated RATs send a processed message to the central con-
troller node. Figure 2.6 shows the evaluation of the sorted set of RATs based on the final
decision made by CCN. In step 2, we ranked the RATs by considering two scenarios, i.e. 1)
overall utilities and RATs ranking without energy attribute, and 2) overall utilities and RATs
ranking with energy attribute. It can be seen from Figure 2.6 that ignoring one attribute gen-
erates different utility values for RATs under consideration. Without considering the battery
consumption metric, users can be associated with all the RATs available in its vicinity, as
the final utility values of these RATs are higher than those of 0.5. However, considering the
mobile user’s energy consumption, only WLAN1 fulfills the nomadic user’s requirements.

Figure 2.7 shows the comparison of our proposed hybrid RATs ranking and network se-
lection with the existing schemes. Figure 2.7[a] reveals that the decision of RATs ranking of
our proposed hybrid scheme is more precise than the traditional centralized and distributive
mechanisms. The centralized mechanism provides WLAN2 in the list of ranked RATs as it
does not consider user mobility. This scheme provides WiMax and LTE as the most appropri-
ate RATs for connectivity, based on loading information and QoS requirements. This RATs
ranking decision does not include user-related attributes. The distributive mechanism and
our proposed approach give WLAN1 the most appropriate RAT for connectivity. However,
our RATs ranking decision is more precise than the distributive mechanism as it considers
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FIGURE 2.5: RAT Screening at UD based on Multiple Criteria

FIGURE 2.6: RAT Ranking Decision at CCN

metrics from both network and user. Therefore, this is further elaborated in Figure 2.7[b]
by considering imbalance conditions across the networks where WLAN1 is overloaded and
WiMAX and LTE are underloaded. Figure 2.7[b] shows that there is no change in the results
of the distributive mechanism as it does not consider network load. However, our proposed
hybrid approach gives a precise result by providing LTE and WiMax as the most suitable
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FIGURE 2.7: Comparison of RATs ranking

RATs for connectivity.

2.4 Summary

In this chapter, we presented a hybrid scheme for RATs ranking and selection in HWAN.
Our approach involves two necessary steps, RATs screening, an operation performed at UD
and RATs ranking and selection conducted at CCN. Our proposed scheme is different from
the traditional plans for RAT selection, where only decision-making attributes are taken from
either user or network. Our proposed RAT selection method distributes the decision-making
process between the user and CCN, and it takes input from both network and user. The
involvement of UD in the decision-making process reduces the processing burden on CCN
by initiating multi-criteria RAT screening. It also helps in ignoring the inappropriate RAT
from the list of available RATs. We compared our proposed hybrid scheme with the existing
traditional schemes. The simulation results show that our approach gives a more precise
decision of RATs ranking and selection than the current methods.
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Chapter 3

QoS based Joint Radio Resource

Allocation for Multi-Homing Calls in

HWAN

In Chapter 2, we proposed RAT selection in HWAN. Now our objective is to allocate radio
resources from the selected RATs. However, the challenge is to develop a radio resource
allocation mechanism that can allocate radio resources to multi-homing calls from the cho-
sen RATs. In this chapter, we propose a QoS-based radio resource allocation. Our opti-
mization problem is based on system sum-rate maximization under the minimum data-rate
constraint. We propose a joint radio resource allocation scheme for a HWAN composed of
OFDMA based macro BS and WLAN APs. However, our objective is to decompose the ra-
dio resource allocation scheme, which can allocate radio resources (subcarrier and power)
from the OFDMA system and optimal timeshare allocation from the WLAN system. Our
main objective is to compare the overall sum-throughput of our proposed optimal resource
allocation algorithm in HWAN for the multi-RAT approach with the single RAT approach
that uses WLAN or OFDMA based system. Furthermore, in this chapter, we will investi-
gate the impact of minimum data rate requirements of users on the proposed algorithm’s
convergence rate..

3.1 Background and Introduction

The problem of joint radio resource allocation has been widely explored in recent years. The
authors in [49] proposed a joint resource (subcarrier and power) allocation for the downlink
OFDMA based system. Radio resource allocation from allocating OFDMA and WLAN in
HWAN has been explored in [50]-[54]. In [50], the authors proposed radio resource alloca-
tion based on sum-rate maximization constrained by the proportional user rate. They have
considered optimal network selection and multi-homing resource allocation. Furthermore,
they have considered network utility maximization (NUM) for radio resource allocation with
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QoS constraints. However, they did not explore multi-homing calls. The authors in [51] pro-
posed user association and data rate allocation based on maximizing the utility function.
Maximizing mobile users’ energy efficiency by providing QoS is explored in [52], where ra-
dio resource allocation for multi-homing calls is achieved. Joint bandwidth and power allo-
cation in HWAN are studied by considering LTE and WLAN-based RATs [54]. The authors
in [55] proposed a delay aware mechanism for allocating resources from WLAN and cel-
lular BS. They considered energy-efficient transmission for multi-homing in HWAN, based
on stochastic optimization. The authors of [56] addressed wireless resource management in
HWAN by minimizing per bit energy consumption.

The authors in [57] proposed a simulator-based solution for the integration of differ-
ent technologies in HWAN. Their work support 3GPP elements and protocols and provides
multi-homing facility and resource management. In [58], the authors investigated sum-rate
maximization for full-duplex OFDMA based channels. They proposed a polynomial-time
algorithm that is nearly optimal under high SINR constraints. Finally, the authors in [59]
explored resource allocation based on user QoS and user priority. However, their work is
limited only to a cognitive network with primary and secondary users.

In Chapter 2, we performed multi-criteria-based RAT selection. In this chapter, we for-
mulate the allocation of radio resources to mobile users from the selected networks. We
explore QoS-based wireless resource management in HWAN for multi-homing calls based
on optimization. Similar to [49], we consider radio resource allocation management based
on sum-rate maximization. However, in our approach, we consider both cellular BS based
on OFDMA and WLAN AP, which makes it different from the work done in [49]. The QoS
constraint is related to the minimum data rate requirement. Using the Lagrange duality ap-
proach, we formulate the optimal subcarrier and power allocation from the OFDMA based
network and timeshare allocation from WLAN.

This chapter is organized as follows. First, the system model is given in Section 3.2. Then,
the problem is formulated in Section 3.3, where Lagrange decomposition is presented. Next,
radio resource allocation, i.e. subcarrier and transmit power from OFDMA-based system,
and timeshare from WLAN are presented in Section 3.4. Then, simulation results are given
in Section 3.5. Finally, the chapter summary is presented in Section 3.6.

3.2 System Model

We consider a HWAN composed of a single macro BS (3GPP cellular network) located at the
center of the cell, with L WLAN APs distributed in the cell, as shown in Figure 3.1. We as-
sume no interference between the networks as they operate in different frequency bands.
A central controller node controls and manages radio resource allocation of the HWAN.
HWAN has a K number of users. User devices are multimodal, equipped with multi-homing
features and can connect to cellular networks and WLAN simultaneously. An OFDMA based
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FIGURE 3.1: Heterogeneous Wireless Access Network with cellular BS and
WLAN APs

system (i.e. LTE ) comprises N subcarrier having bandwidth G given by G = B
N , where the

total bandwidth is B. Let pnk is the transmit power for the link between user k and subcarrier
n from cellular BS and gnk is the channel gain between user k and subcarrier n from cellular
BS. We assume that multiple users could share one subcarrier in a time-sharing manner by
using xnk ≥ 0 as the time-sharing fraction for the allocation of subcarrier n to user k. The
transmit power allocated on subcarrier n to user k during the time-sharing slot is pnk

xnk
.Then

the maximum data rate rnk approximated by Shannon theorem is given as follows:

rnk =

xnkGlog2(1 +
pnk gnk

xnkGN0
), xnk > 0,

0, xnk = 0
(3.1)

where N0 is the noise spectral density. The subcarrier allocation is approximated by the set
given in Eq. 3.2,

X = {[xnk]N×K|
K

∑
k=1

xnk ≤ 1, ∀n, 0 ≤ xnk ≤ 1, ∀n, k}. (3.2)

whereas the power allocation set is given by Eq. 3.3,

P = {[pnk]N×K| pnk ≥ 0, ∀n, k}. (3.3)
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The total throughput obtained by user k from OFDMA based cellular c BS is given by
Eq. 3.4,

Rc
k =

N

∑
n=1

rnk. (3.4)

IEEE 802.11 WLAN equipped with an enhanced version of the distributive coordina-
tion function (DCF) allows users to share the entire bandwidth without any collision. It is
considered that WLAN may use TDMA based approach where users can occupy the entire
bandwidth in its allocated time slot tw

lk. The data rate rlk is approximated by determining the
instantaneous signal-to-noise-ratio (SNR) between user k and AP l and is given by Eq. 3.5,

rw
lk = f (

Pw
outglk

No
), (3.5)

where Pw
out is the power transmitted by WLAN’s AP. All the associated users receive the same

amount of radiated power from the WLAN’s AP. glk and N0 are the link gain between user
k and AP l and noise variance at the WLAN channel, respectively. The achievable data rate
based on the SNR threshold is decided by f (.) [61], given in Section 3.5 in Table 3.1. As per
assumption, the user connects to a single access point per WLAN. The access point with the
highest data rates is selected among all the available access points. The throughput received
by user k from WLAN w AP l is given by Eq. 3.6,

Rw
k =

L

∑
l=1

tlkrlk. (3.6)

Based on our association assumption between APs and UDs, the sum expression includes
only one term. However, to maintain the notation consistency between WLAN and OFDMA
networks, the sum expression is introduced in Eq. 3.6. The maximum throughput is the sum
of the throughputs of all active links and is given by Eq. 3.7,

R(X, P, T) =
K

∑
k=1

(Rc
k + Rw

k ), (3.7)

where X = [xnk]N×K, P = [pnk]N×K and T = [tlk]L×K.



Chapter 3. QoS based Joint Radio Resource Allocation for Multi-Homing Calls in HWAN26

3.3 Problem Formulation

Multi-homing optimal resource allocation in HWAN is formulated in this section. The op-
timization problem P1 for total aggregate transmission rate for multi-homed users in het-
erogeneous wireless access network in the overlapped zones under QoS constraint is given
by

P1 : max R(X, P, T) =
K

∑
k=1

(Rc
k + Rw

k ) (3.8a)

Subject to Rc
k + Rw

k ≥ Rmin
k , ∀k (3.8b)

K

∑
k=1

N

∑
n=1

pnk ≤ Pc
max (3.8c)

K

∑
k=1

tlk ≤ 1, ∀l (3.8d)

tlk ≥ 0 ∀ l, k (3.8e)

Eq. 3.8a gives the objective function, and Eq. 3.8b is the QoS constraint that describes the
minimum data rate requirement of the user k. The sum power constraint for OFDMA based
cellular network is shown in Eq. 3.8c. Eq. 3.8d shows the time fraction constraint among K
users at WLAN’s APs, whereas Eq. 3.8e gives the physical explanation of the variable. This
optimization problem is a convex optimization problem as the Hessian matrix of the function
given in Eq. 3.1, i.e. the first term of the optimization problem is positive semi-definite, given
by Eq. 3.9,

H = S ×

⎡
⎢⎣−

p2
nk

xnk(xnk+
pnk gnk

GN0
)2

pnk

(xnk+
pnk gnk

GNo )2

pnk

(xnk+
pnk gnk

GNo )2 − xnk
(xnk+

pnk gnk
GN0

)2

⎤
⎥⎦ , (3.9)

where S =
g2

nk
ln(2)GN0

. The Hessian matrix shows that it is a concave function in terms of
xnk and pnk. Furthermore, all the constraints are affine and linear [60]. Thus, it is possible to
obtain polynomial time solution for the optimization problem given in Eqs. 3.8a-3.8e. Eq. 3.6,
i.e. the second term of the optimization problem is a linear problem, since we have real-
valued positive data rate rw

lk and tlk ≥ 0, and the corresponding constraints related to Rw
k are

linear and affine.
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3.4 Radio Resource Allocation

We can solve our convex optimization problem using the Lagrange duality approach. The
Lagrangian of problem P1 is given by

L(X, P, T, λ, σ, ϑ, μ) =
K

∑
k=1

N

∑
n=1

((1 + λk)rnk − I) +

K

∑
k=1

L

∑
l=1

((1 + λk)tlkrlk − J) −
K

∑
k=1

λkRmin
k + σPc

max +
L

∑
l=1

ϑl

(3.10)

where

I = σpnk (3.11)

J = ϑl tlk − μlktlk (3.12)

The Lagrange multipliers λk, σ, ϑl , μlk are non-negative. The dual function is given by

D(λ, σ, ϑ, μ) = max
X∈Y,P∈Z,T

L(X, P, T, λ, σ, ϑ, μ). (3.13)

The dual function of problem P1 is given by

minimize
(λ,σ,ϑ,μ)≥0

D(λ, σ, ϑ, μ). (3.14)

The optimal values for the primal and dual problems are the same since the convex op-
timization problem P1 satisfies Slater’s condition and holds duality [60]. Eq. 3.13 can be
written as
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D(λ, σ, ϑ, μ) = max
X∈Y,P∈Z

K

∑
k=1

M

∑
m=1

((1 + λk)rnk − I) +

max
T

K

∑
k=1

L

∑
l=1

((1 + λk)tlkrlk − J) −
K

∑
k=1

λkRmin
k + σPc

max +
L

∑
l=1

ϑl

(3.15)

Optimal power and subcarrier allocation are achieved by maximizing the first term, and
optimal timeshare is obtained by maximizing the second term of the Eq. 3.15. Thus, this
problem is decomposed into two subproblems. From problem P1, it can be observed that
constraint Eq. 3.8b is required to be fulfilled by both terms. However, these terms can be
solved separately [56] as subproblems and are proved as follow.

3.4.1 Optimal Subcarrier and Power Allocation

The first term of Eq. 3.15 is jointly convex in xnk and pnk. We consider the first term of Eq. 3.15
as a subproblem 1 for radio resource allocation from OFDMA based system.

subproblem 1 : max
X∈Y,P∈Z

K

∑
k=1

N

∑
n=1

((1 + λk)rnk − I). (3.16)

The optimal subcarrier and power allocation are obtained by differentiating Eq. 3.16 with
respect to pnk and equating it to zero.

pnk = xnkG[
(1 + λk)

σln2
− No

gnk
]+, (3.17)

where [x]+ = max(0, x). Putting Eq. 3.17 into Eq. 3.16 gives

Φnk(xnk, αnk) = xnkαnk(λk, σ), (3.18)

where

αnk(λk, σ) = − σG(
(1 + λk)

ln2σ
− No

gnk
) +

(1 + λk)Glog2(
gnk

No
(1 + λk)

ln2σ
.

(3.19)
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For an ergodic channel with continues CDF [49], and for a given optimal values of λ∗
k and

σ∗ the optimal solution for Eq. 3.13 is given as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

x∗nk∗ = 1,

p∗nk∗ = G[ (1+λk)
σln2 − No

gnk
]+, if k∗ = arg max

k
αnk(λk, σ)

x∗nk∗ = 0, p∗nk∗ = 0, otherwise.

(3.20)

We have assumed that a subcarrier is shared among multiple users in a time-sharing manner.
However, this ergodic channel with continuous CDF leads to no sharing. From Eq. 3.20 we
can see that no subcarrier n is allocated to any user k if they suffer from severe channel fading,
and thus no power allocation. Eq. 3.20 shows that subcarrier n is exclusively allocated to user
k∗ if it is the only maximizer of Eq. 3.19, and thus xnk = 1. If multiple users maximize Eq. 3.19,
then the allocation of a subcarrier n among multiple users is not possible as the variables λk

and σ may not be optimal. However, this multi-maximizer case has zero probability due
to the ergodic channel having continuous CDF. Thus, for the optimal values λ∗

k and σ∗, a
unique solution xnk can be achieved.

Proposition 1. The probability of multiple users maximizing Eq. 3.19 for a subcarrier n with
optimal values of λ∗

k and σ∗ is zero. Optimality with probability 1 (w.p.1) leads to a unique
solution of xnk for λ∗

k and σ∗.

Proof. Let assume that two users k1 and k2 maximize Eq. 3.19 such that αnk1(λ
∗
k , σ∗) =

αnk2(λ
∗
k , σ∗), where k1 �= k2 . Eq. 3.19 is a function of channel gain gnk and its value increases

for gnk> 0. However, wireless fadding channel is continuous and the event αnk1(λ
∗
k , σ∗) −

αnk2(λ
∗
k , σ∗) = 0, for two usersr k1 and k2 has Lebesgue measure zero i.e. the probability of

the event is zero such that P[αnk1(λ
∗
k , σ∗) = αnk2(λ

∗
k , σ∗)] = 0.

3.4.2 Optimal Time Share Allocation

The time fraction allocation is determined by considering the second part of Eq. 3.15, given
by subproblem two as follows.

subproblem 2 : Λ(λ, ϑ, μ) = max
T

K

∑
k=1

L

∑
l=1

((1 + λk)tlkrlk

−ϑl tlk + μlktlk)

(3.21)

UDs in the coverage of WLAN AP can connect to only one AP at most since, per our
assumption, there are no overlapping coverage zones between WLAN APs. Thus, UDs with
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tlk = 0 have no connectivity to WLAN AP. However, it is possible to decompose this problem
of timeshare allocation into L subproblems as these WLAN APs work independently.

Λ(λ, ϑ, μ) = max
T

K

∑
k=1

((1 + λk)tlkrlk

−ϑl tlk + μlktlk).

(3.22)

Differentiating Eq. 3.22 with respect to tlk gives

∂Λ
∂tlk

= (1 + λk)rlk − ϑl + μlk (3.23)

⎧⎨
⎩tlk = 0, , if (1 + λk)rlk − ϑl + μlk = 0

∞ , otherwise
(3.24)

This Eq. 3.24 helps in determining the equation of λk, a common multiplier that links the
resources of cellular BS and WLAN APs. It is important to define a threshold value for λT

k ,
as it balances the wireless resource allocation of cellular BS and WLAN APs among users
[56], Eq. 3.23 gives λk = ϑl−μl k

rlk
− 1 for μlk ≥ 0, whereas λT

k = ϑl
rlk

− 1 for μlk = 0. There is an
inverse relationship between λk and rlk, the power allocation pnk from the cellular network
BS is directly related to λk given in Eq. 3.20. For greater value of rlk, a lower value of λk is
established as threshold value and less power is allocated to the user from cellular network
BS and vice versa. For user k to be connected to an AP l, the tlk > 0 such that tlk =

Rmin−∑N
n=1 rnk

rlk

, where μlk = 0 and λk = λT
k , whereas, for a user k having no connection with an AP l, tlk = 0

then μlk ≥ 0, and λk < λT
k . In this case, the user receives resources from a cellular BS, that

is an example of single network connection. Furthermore, if a user is not in coverage of
an WLAN AP then tlk = 0. These conditions of connectivity with WLAN AP are given in
Eq. 3.25.

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

tlk∗ =
Rmin−∑N

n=1 rnk
rlk

≤ 1 , if μlk = 0, λk = λT
k

tlk∗ = 0, if μlk ≥ 0; λk < λT
k

tlk = 0, if l �= l∗
(3.25)

3.4.3 Multiplier Updates

The optimal values of Lagrangian multipliers λ∗, σ∗ and ϑ∗ are obtained from a differentiable
dual function given in Eq. 3.14 by using gradient descent method, that is given as follows:

λk(j + 1) = [λk(j)− γ(Rmin −
N

∑
n=1

rnk(j)−
L

∑
l=1

tlk(j)rlk)]
+, (3.26)
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σ(j + 1) = [σ(j)− β(
K

∑
k=1

N

∑
n=1

pnk − Pc
max)]

+, (3.27)

ϑl(j + 1) = [ϑl(j)− δ(
K

∑
k=1

tlk − 1)]+, (3.28)

where γ, β and δ are the gradient step size, and j is an iteration index. The convergence of
Eqs. 3.26-3.28 is possible as the gradient of Eq. 3.13 satisfies the Lipchitz continuity condition.
The value of the Lagrangian multiplier μ is updated [56] as

μ∗
lk = ϑ∗

l − (1 + λ∗
k )rlk. (3.29)

The joint radio resource (optimal subcarrier, power and timeshare) allocation is depicted in
algorithm 1.

Algorithm 1 Radio Resource Allocation

1: Initialize λ[0], σ(0), ϑ(0) and j = 0
2: Calculate xnk and pnk using Eq. 3.20
3: Calculate tlk using Eq. 3.25
4: Update λk, σ, ϑl and μlk using Eqs. 3.26-3.29
5: if |λk(j + 1)− λk(j)| < ε, |σ(j + 1)− σ(j)| < ε, |ϑl(j + 1)− ϑl(j)| < ε, and

|μlk(j + 1)− μlk(j)| < ε,
6: Then [x∗nk], [p

∗
nk], [t

∗
lk] = [xnk(j)], [pnk(j)], [tlk(j)],

7: [λ∗
k ] = [λk(j)], σ∗ = σ(j), [ϑ∗

l ] = [ϑl(j)]
8: else j=j+1; go back to step 2
9: end if

3.4.4 Complexity Analysis

The computation complexity of Algorithm 1 is O(LK) + O(NK/μ2) since the CCN allocates
radio resources. Here O(NK/μ2) is the complexity of subcarrier and power allocation of the
cellular BS, where (1/μ2) corresponds to the number of iterations that achieves convergence
accuracy of μ of Eq. (3.20). O(LK) is related to the complexity of the time fraction allocation
of WLAN.

3.5 Results and Discussion

The performance evaluation is carried out through Matlab-based simulation results. For our
simulations, we consider a cellular macro BS located at the center (0,0) with a radius of 1000
meters. Four APs of WLAN at location (500,433.107), (-500, 433.107), (500,-433.107), (-500,-
433.107) overlay in the coverage of macrocell BS. These APs have a coverage of 250 meters.
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FIGURE 3.2: Simulation Topology

Random distribution of users is assumed in this simulation area. The minimum data rate
requirement for each mobile user is 4 Mbps. The simulation topology is given in Figure 3.2.
The rate adaptation mechanism described in [61] is used to determine the data rate for a
UD k from an AP l. This rate adaptation mechanism involves mapping of SNR to data rates
shown in Table 3.1. The rest of the simulation parameters related to the cellular network are
given in Table 3.2.

Figure 3.3 shows the system sum-throughput performance of HWAN. From Figure 3.3, it
can be seen that the system sum-throughput for LTE and our proposed optimal mechanism
increases with the number of users in the system. In contrast, the system sum-throughput
for WLAN decreases with the increase in the number of users. Initially, the sum rate for
WLAN is high, but a gradual decrease can be observed with an increase in the number of
users. WLAN performance degrades with an increase in the number of users. It can be
seen from the graph that LTE has the lowest sum-throughput, whereas our proposed opti-
mal mechanism has the highest sum-throughput. Our proposed approach maximizes total
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TABLE 3.1: SNR Versus Rate [61]

SNR range (dB) Rate
(Mbps)

> 24.56 54

[24.05, 24.56] 48

[18.8, 24.05] 36

[17.04, 18.8] 24

[10.79, 17.04] 18

[9.03, 10.79] 18

[7.78, 9.03] 9

[6.02, 7.78] 6

<6.02 0

TABLE 3.2: Simulation Parameters

Features Description

Total subcarriers 1024

Path Loss Model Cost 231 Hata Model

Subcarrier BW 15KHz

Noise Spectral Density -174dBm/Hz

Total transmit Power 50 Watts
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FIGURE 3.3: Sum-Throughput Vs. Number of users

system throughput under the constraint of transmit power and minimum QoS requirements
in HWAN.

In Figure 3.4, we analyze the impact of the minimum data rate requirement on the con-
vergence rate for our proposed optimal joint resource allocation mechanism. We consider 20
mobile users and three different values for the minimum data rate. The proposed algorithm
has a fast convergence rate. The total system throughput almost converges after 20 iterations,
as shown in Figure 3.4. It can be seen from the plot that the minimum data rate of mobile
users has no impact on the convergence rate of the proposed algorithm.

3.6 Summary

In this chapter, we presented joint radio resource allocation for multi-homing calls under QoS
constraint in HWAN. We considered the OFDMA based system (LTE or WiMAX) and WLAN
in our HWAN. More specifically, we considered the system sum-throughput maximization
for HWAN. We formulated our optimization problem as a convex optimization problem.
By applying the Lagrangian duality, we decomposed our problem into two parts. The first
subproblem gives optimal radio resources from the OFDMA based cellular system, whereas
the second subproblem solution yields optimal timeshare allocation from WLAN AP. Less
power is allocated to users from cellular BS if they receive high data rates from WLAN AP.
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FIGURE 3.4: Impact of minimum data rate on convergence rate

It is proved mathematically in Section 3.3. Furthermore, the simulation results show that
our proposed algorithm gives an enhanced system sum rate. Finally, the simulation results
reveal that the convergence rate of our proposed algorithm is insensitive to the minimum
data rate requirement of mobile users.
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Chapter 4

Load Balancing in Heterogeneous

Wireless Access Network

For stable network performance, it is crucial to balance the load across the available RATs. In
this chapter, our objective is to investigate load balancing in heterogeneous wireless access
networks. We equip the CCN with a load balancing mechanism. The CCN takes feedback
from the BS of available RATs to balance the load across the network. In this chapter, our
main objective is to consider different imbalance load conditions and then evaluate the per-
formance of our proposed scheme through call blocking probability and network utilization.

4.1 Background and Introduction

The heterogeneous wireless access network is composed of WLAN, LTE, and 5G. These
wireless networks have different data rates, coverage, and capacity [62], [63]. Smartphones
equipped with multi-RAT interfaces can connect to single or multiple networks simultane-
ously [64]. The literature survey reveals that users have a greedy approach. They select the
best network among the available options [65], as different wireless access networks operate
autonomously without sharing any information on radio resource allocation. As a result,
an imbalance in load across the HWAN is created that leads to the problems of network
congestion and underutilization, which alternatively increases call blocking and call drop-
ping, provides poor QoS to end-users and weak utilization of resources at a network level.
It is therefore required to balance the network load, a key feature of radio resource manage-
ment that increases network performance and enhances resource utilization. Load balancing
can be achieved by using cooperation and collaboration among the different RATs of het-
erogeneous wireless access network [10]. However, this leads to an increase in signalling
overhead. In the distributive approach, the networks assist the users in choosing the ap-
propriate network according to their load by broadcasting their loading information to the
users. However, different networks always have the intention to serve more users, as net-
work revenue is directly related to the number of users. Therefore, it is required to mask the
network loading information from users by implementing a centralized intelligent entity to
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balance the load across different RATs of HWAN. The central controller has a global view of
the entire HWAN, balances the load across AP/BS of different RATs. Improvement in system
performance via load balancing in the heterogeneous network has been explored in [66]-[68].
In [69], the authors presented joint resource management schemes for determining system
performance in a multi-RAT heterogeneous environment. The emphasis is focused on QoS
aware and green coverage management achieved through load balancing and network selec-
tion procedures in the multi-RAT heterogeneous wireless network. The authors in [70] man-
aged traffic flow through different radio networks using soft load balancing. The authors in
[71] proposed a load balancing algorithm in a heterogeneous wireless access network based
on a real-time network selection scheme. The authors in [77] proposed an algorithm for bal-
ancing the load and boosting the capacity of HWAN by improving the dynamic spectrum
access. Their work involves the design of a new framework for the RRM/MAC layer to ful-
fil the need for dynamic spectrum access and advancement in HWAN. The authors in [73]
proposed a relay-based device-to-device load balancing scheme to balance the load between
macro BS and Femto BS in a multiuser HWAN environment. In this Chapter, we propose
a load balancing mechanism, where a CCN balances the load by equally distributing the
load among all the available RATs in the HWAN. The AP/BS of different RATs updates the
CCN with their load ratios in a distributive way, thus making it a hybrid approach of load
balancing. This simple and robust approach decreases call blocking probability and increase
spectrum usage of underutilized RATs. The obtained results show the effectiveness of our
proposed scheme.

The rest of the Chapter is organized as follows: Section 4.2 describes our proposed sys-
tem model, which includes a network model and algorithm for load balancing. Section 4.3
discusses simulation results. Finally, Section 4.4 gives the conclusion of our research work in
this Chapter.

4.2 System Model

4.2.1 Network Model

We consider load balancing in a multi-RATs heterogeneous wireless environment. Figure
4.1 shows heterogeneous wireless access network composed of a single macro-cell BS of
RAT1 that overlays M smaller randomly distributed RATs i.e. RATi, i = 2...M. Further,
it is assumed that macro-cell BS located at the center of the cell covers the whole service
area, whereas the M randomly distributed RATs with limited coverage provide services in
overlapping zones only within the macro-cell coverage area. These M small RATs are not
deployed at the cell edges. There exists no interference as these RATs are operated in dif-
ferent frequency bands. In the overlapping zones, users have multi-connectivity options. It
is assumed that within the overlapping regions, the users receive the strongest signal Rss



Chapter 4. Load Balancing in Heterogeneous Wireless Access Network 38

FIGURE 4.1: Heterogeneous Wireless Access Network Architecture

from the available options. It is assumed that the BS/AP of these different RATs has limited
bandwidth. A central controller node is managing the resources of all the available RATs.
It is assumed that these different RATs either belong to same operator1/different operators
(with collaboration)2 or an autonomous3 system which maintains the SLA of different net-
work operators. Our proposed architecture is comparable to IP multi-media (IMS) system
architecture. The central controller node operates at a large time scale. The central controller
node is equipped with a load monitor and handoff controller. The central controller node re-
ceives load updates from the available RATs of different networks based on some threshold
value. As the central controller node has a global view of the whole network, once an im-
balance in load is detected, the central controller node re-allocates the radio resources. The
handoff manager is then invoked, and users are directed to handoff to the suitable target
RAT. Our proposed load balancing scheme not only overcomes the condition of overload
but also maintains an equal load ratio among all networks and avoids the underutilization of
a network and its radio resources. It should be noted that the central controller node initiates
re-allocation and handoff only upon imbalance in load, thus avoids the ping pong effect due
to frequent handoff.

4.2.2 Proposed Algorithm for Load Balance

Load balancing in a wireless communication network is implemented to efficiently utilize
the available radio resources of radio access technologies and prevent the occurrence of un-
desired conditions of congestion and spectrum shortage. In our proposed approach, the
central controller node monitors the load condition of BS/AP of RATs within the cell, and
the load balancing process is initiated upon imbalance in load. The central controller node

1http://www.o2.co.uk/apps/tu-go
2www.bitbuzz.com/index.html
3hhtp://fi.google.com
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has a global view of the entire network, which makes load balancing possible in the hetero-
geneous wireless environment. The load ratio of a network is given by

LR = Bio/Bmax (4.1)

where Bio corresponds to the number of channels in use, Bmax is the maximum number of
channels, and LR is the load ratio of the BS/AP of a RAT under consideration within the
cell. In our proposed approach, we define Lthreshold as an indicator for overload condition in
the cell. The RATs within the cell updates the central controller node about its load status
on a large time scale (i.e. in order of seconds to minutes). The load balancing process is
initiated if the load ratio of a RAT becomes equal or greater than Lthreshold, i.e. LR ≥ Lthreshold.
Based on our proposed network model, load balancing is initiated during the following three
scenarios.

4.2.2.1 Scenario I

Let the macro-cell BS of RAT1 suffers an overload condition. Upon updating the load mon-
itor, the process of load balancing is initiated. From the network model, it can be observed
that users belonging to both RAT1 and M distributed RATs are available in the overlapping
regions. Load balancing is achieved by redistributing the resources of these RATs within
the overlapping zones, such that the radio resources of RAT1 are released by transferring
its users to the overlaid low coverage RATs. The imbalance in load is tackled by maintain-
ing the same load ratio across all the available RATs in the heterogeneous wireless network.
CCN is updated with the new load ratio of the available networks. The mechanism of load
balancing during Scenario I has been depicted in Figure 4.2. Here we assumed the BS/APs of
only two overlaid RATs i.e. RAT2 and RAT3 for M = 2. User2 is in the overlapping region 1
where RAT1 and RAT2 provides the services, whereas User1 is in the region shared by RAT1

and RAT3. Both User 1 and User 2 initially belong to RAT1. After load balancing, both User1
and User2 are directed to switch their networks.

4.2.2.2 Scenario II

Suppose the load monitor observes an overload condition in one of the inner overlaid RATi.
The load balancing mechanism will only be invoked within the overlapping region covered
by both RAT1 and congested RATi. Calls are moved from RATi to RAT1 and same load ratio
is maintained between RAT1 and RATi. The central controller node is updated about the
new load status. The load balancing procedure is highlighted in Figure 4.3. In this case, both
User1 and User2 are initially connected to RAT2, and after load balancing, they are moved
to RAT1.
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FIGURE 4.2: Load Balancing Procedure (Scenario I)

FIGURE 4.3: Load Balancing Procedure (Scenario II)

4.2.2.3 Scenario III

It is possible to expect a worse scenario where RAT1 is unable to accommodate more load
from RATi to maintain a load ratio less than the threshold, or there exists a congested over-
lapped region. Then the central controller considers the non-congested overlapping region.
The load balancing is performed in two steps. Step 1) central controller node first releases
RAT1 resources by switching its calls to RATi in the non-congested region. Step 2) switch
calls from RATi in the congested region to RAT1, as a room in RAT1 is created in step 1 to ac-
commodate handoff calls. The imbalance in load is overcome by maintaining the same load
ratio across all the available networks. This load balancing procedure is shown in Figure 4.4.
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FIGURE 4.4: Load Balancing Procedure (Scenario III)

CCN is updated with the new load status of the heterogeneous wireless access networks.

4.3 Simulation Results

Simulations model is based on Figure 4.1 which considers three RATs, RAT1 covering the
entire service area with two inner RATs, i.e. RAT2 and RAT3. RAT1, RAT2, and RAT3 are
assigned with radio resources (channels) 20, 10 and 8 respectively. It is assumed that the
inner RATs are not positioned at the edge of the RAT1 coverage area. The arrival of calls in
the network follows Poisson distribution, whereas call holding time follows exponential dis-
tributions. Mobile users are uniformly distributed in the entire service area. The simulation
parameters are shown in Table I. Simulation results are carried out in the MATLAB simula-
tor. The performance of the load balancer is evaluated by plotting “call blocking probability
vs. offered load (Λ = λ

µ )” of all the available RATs before and after load balancing. In the
simulations, we implemented all the three scenarios described in Section II and are shown in
Figure 4.5, 4.6 and 4.7. From Figure 4.5, we can see that initially RAT1 is overloaded and has
100% blocking probability, whereas RAT2 and RAT3 are under-loaded, having low blocking
probabilities. The central controller node has detailed information of the entire heteroge-
neous wireless access network. It will re-distribute the load of RAT1 among RAT2 and RAT3

in the overlapping regions. A decrease in call blocking probability of RAT1 after perform-
ing load balancing can be observed. The call blocking probabilities of RAT2 and RAT3 are
increased. However, these blocking probabilities are below the threshold value of 1%. Note
that after load balancing, both RAT2 and RAT3 have the same call blocking probability as
shown in Figure 4.5.
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TABLE 4.1: Simulation Parameters

Features RAT1 RAT2 RAT3

Total Channels 20 10 8

Coverage zone 800m 180m 180
Circular Circular Circular

Call Holding Time 120 s 120 s 120 s
(1/µ)

Load Threshold 80% 80% 80%

Call arrival rate ( λ) [0.02, 0.08, 0.14,....0.8]
(Poision Distribution)

FIGURE 4.5: Call Blocking Probability Vs. Offered Load (Scenario I)

In Figure 4.6, inner overlaid RAT2 only is considered as overloaded. In this situation,
load balancing is applied only on the RATs available in the overlapping region where the
resources of both RAT1 and RAT2 are available. The overload in RAT2 is resolved by al-
locating the resources of RAT1 to the users of RAT2. Resources of RAT3 remain the same.
The decrease in call blocking probability in RAT2 can be clearly observed, whereas RAT1 call
blocking is still under threshold value. Note that the call blocking probability remains the
same before and after load balancing for RAT3 as shown in Figure 4.6.

Figure 4.7 shows the worst scenario, where inner network RAT2 is overloaded, and RAT1

load ratio is above the threshold. High call blocking probabilities of RAT1 and RAT2 before
invoking the load balancing process are shown in Figure 4.7. The central controller node
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FIGURE 4.6: Call Blocking Probability Vs. Offered Load (Scenario II)

FIGURE 4.7: Call Blocking Probability Vs. Offered Load (Scenario III)

considers the load of all available RATs in the heterogeneous wireless access network. Over-
load in RAT1 and RAT2 is resolved by transferring calls from RAT1 to RAT3 and then from
RAT2 to RAT1 while keeping their load ratios under threshold. The performance parameter,
i.e. call blocking probability, for all the three RATs can be visualized in Figure 4.7. Both RAT2

and RAT3 have identical call blocking probability after load balancing shown in Figure 4.7.
Another set of graphs, Figures 4.8, 4.9, and 4.10, show bandwidth utilization before and
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FIGURE 4.8: RAT BW utilization (Scenario I)

FIGURE 4.9: RAT BW utilization (Scenario II)

after load balancing at the available BS/AP of these different RATs for all the scenarios dis-
cussed in section II. Before load balancing, overload RATs show maximum BW utilization,
whereas other RATs with enough resources are underutilized. However, after performing
load balancing, an almost equal load is distributed among the RATs. Load balancing over-
comes both overload and underload conditions in the heterogeneous wireless access net-
work, as can be seen from Figures 4.8, 4.9, and 4.10.

4.4 Summary

In this chapter, the proposed load balancing scheme in a heterogeneous wireless environ-
ment efficiently utilizes the available radio resources by maintaining an equal load ratio
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FIGURE 4.10: RAT BW utilization (Scenario III)

across all the RATs. Overloaded RATs have poor QoS due to an increase in call blocking
and dropping, whereas underutilized RATs have low revenues as well as poor usage of the
radio resources. Our proposed load balancing mechanism tackles the imbalance condition
by resolving both overload and underload conditions. The performance of the proposed
load balancing mechanism is evaluated in cellular cell layout with overlapping regions, a
step towards a more realistic approach. Call blocking probability is used as a tool to ana-
lyze the performance of our proposed scheme. The RATs BW utilization graphs depict the
effectiveness of the proposed scheme.
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Chapter 5

Hybrid Radio Resource Management
for Time-Varying 5G Heterogeneous
Wireless Access Network

In practice, the mobility of the users causes fluctuation in the wireless channel conditions.
In this chapter, our objective is to explore radio resource management for a time-varying
5G heterogeneous wireless access network that includes multi-RATs such as 5G new radio
(NR) and long-term evolution (LTE). We incorporate congestion control management with
radio resource allocation and RAT selection. However, the joint solution has challenges of
signalling overhead and computational complexity. Therefore, it is required to decompose
the process of radio resource management. We explore the RAT selection scheme that is per-
formed by each user device with network assistance. Our objective is to maximize the aver-
age throughput utility subject to admission control and resource allocation. Radio resource
allocation and congestion control are formulated as stochastic optimization problems. Using
the Lyapunov optimization, we can decompose our radio resource management into two
subproblems 1) optimal radio resource allocation and 2) congestion control. Radio resource
allocation policy implemented at the central controller node allocates resources at each time
slot using the Lagrange dual method. In contrast, congestion control is carried out at the user
end based on throughput adaptation according to its current channel conditions. Therefore,
it is crucial to investigate the theoretical and simulation results to evaluate the performance
of our proposed approach under the assumption of network stability. Furthermore, it is
desirable to depict our proposed scheme’s effectiveness by simulating the individual user
throughput and queue length and comparing the performance of the equal power and adap-
tive power allocation technique. Moreover, we need to compare the performance of our pro-
posed RAT selection scheme with the traditional centralized and distributive mechanisms.
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5.1 Background and Introduction

The 5G heterogeneous wireless access network (HWAN) is proposed as a prospective so-
lution to tackle the high data rate demand. The International Telecommunication Union
(ITU) categorized diverse 5G into three main groups to support services such as 1) enhanced
mobile broadband (eMBB), 2) massive-machine type communication (mMTC), and 3) ul-
trareliable low-latency communication (URLLC) [74]. 5G new radio (NR) interface with
multi-connectivity features is expected to support these services by connecting to different
RATs in a heterogeneous environment [2]. This multi-RAT interwork is based on Long Term
Evolution (LTE) dual connectivity introduced by LTE release 12 [76], approved by the 3rd
generation partnership project (3GPP) [77]. 5G re-defines the concept of radio resource man-
agement, i.e., the scope of radio resource management is not only limited to the allocation
of radio resources, but it considers the role of central controller node and radio interfaces.
Therefore, it is essential to design efficient algorithms that satisfy application requirements
related to bandwidth and quality of experience to efficiently use the 5G services. 5G HWAN
composed of wireless networks such as 3GPP LTE and 5G NR base station is a solution to
accommodate a large number of connections and high data rates by enabling multihoming
features with coverage of overlapping zones and unprecedented throughput gains as com-
pared to the traditional homogeneous wireless access network (LTE only or 5G NR only)
[78].

Practical wireless radio networks support mobile users and operate at a time-varying
channel condition. It is, therefore, crucial to provide smooth services over fluctuating radio
channel conditions. For a stable 5G HWAN, it is essential to maintain system stability by
avoiding traffic congestion. Throughput adaptation over time is proposed in order to cope
with the time-varying nature of the radio channel. In the context of traffic congestion con-
trol, throughput can be defined as the rate of traffic admission to the 5G HWAN. Throughput
adaptation allows a user to dynamically adapt its throughput level depending on its current
channel condition, e.g. during a service session, a mobile user with better channel condi-
tions selects high throughput, whereas a lower throughput is selected due to worse channel
conditions. Better throughput provides better user satisfaction. However, it is possible that
the available radio resources at 5G HWAN may not support the high throughput and may
cause interruptions in the session, which further degrades the end-user experience.

The recent literature survey reveals that authors in [79] explored the algorithm for joint
quality adaptation and rate allocation in orthogonal frequency division multiple access (OFDMA)
based system for single home connections only. The rate adaptation for the device-to-device
(D2D) communication has been investigated in [80], where the scheduling algorithm allows
selecting different quality levels. Furthermore, in [79], the rate adaptation decision for all
users is made at the network end, whereas in [80], the rate adaptation decision is made at
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the transmitter end. Radio resource management’s centralized solution involves high com-
putational complexity and signalling overhead as it requires global information. It is further
investigated that the centralized approach has limited spectral efficiency due to capacity and
delay constraints [81].

Radio resource management for multihoming connectivity in a heterogeneous wireless
network (composed of wireless local area network and cellular network) has been investi-
gated in [82], where a centralized entity performs the joint resource allocation and quality
adaptation. They implemented the Lyapunov technique to develop a quality-aware stream-
ing algorithm. In [83], multi-RAT selection and radio resource allocation formulated as an
optimization problem subject to the quality of service (minimum data rate) requirement of its
connected users is studied. To overcome signalling overhead in a centralized approach, they
proposed a distributive system for RAT selection. However, their work does not include op-
timal power and resource block allocation. Radio resource allocation for a multiuser environ-
ment has been formulated in [84], where the cognitive base station utilizes both the licensed
cellular and primary user bands for transmission. More recently, the authors in [85] explored
radio resource allocation and adaptive bitrate quality adaptation for orthogonal frequency
division multiple access cellular networks. However, their work lacks the concept of mul-
ticonnection. In [14], the authors proposed RAT selection based on multi-criteria related to
user and network. These decision-making parameters include received signal strength, net-
work load, mobility of user and throughput. However, this RAT selection does not involve
time-varying channel conditions. The authors in [15] explored radio resource allocation in
a heterogeneous wireless access network composed of LTE base station and wireless local
area network access points. It is related to optimal radio resource allocation, i.e. subcarrier,
power, and time fraction allocation. The network utility maximization involves user quality
of service as one of the main constraints. However, this work lacks time-varying channels
and congestion control, which is related to throughput adaptation.

We propose radio resource management for OFDMA based 5G heterogeneous wireless
access network that includes RAT selection, resource block and power allocation, and traffic
congestion control. We decomposed radio resource management into three main parts, RAT
selection, radio resource allocation, and congestion control. RAT selection is performed at
the user end with the network assistance, whereas radio resource allocation combined with
traffic congestion control is formulated by maximizing network utility subject to network-
related constraints. We propose a hybrid solution for this problem by decomposing it into
two components; the centralized part that performs radio resource allocation and the dis-
tributive part that relates to throughput adaptation. In our proposed approach, the central
controller node (which can be a centralized entity or cloud) allocates radio resources (re-
source block and power) to the mobile users. In contrast, each user individually performs
throughput adaptation based on the allocated radio resources.

The main contributions of this chapter are listed below:
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1. Design of a mechanism for RAT selection performed by each user with network assis-
tance per time slot.

2. Using the stochastic optimization problem formulation to maximize the network util-
ity, which is the maximization of the time-averaged user’s throughput.

3. Development of an online and simple solution based on Lyapunov optimization tech-
nique [86], [87] to decompose the joint problem of rate allocation, which is incorporated
by congestion control into sub-policies such that congestion control policy takes place
at user end and transmission rate allocation at central controller node that requires
channel state information and queue state information. This leads us to the develop-
ment of a hybrid algorithm where the central controller node performs radio resource
allocation, and congestion control takes place at the user end.

4. Radio resource allocation algorithm for the allocation of resource blocks and power is
based on the Lagrange duality approach and multiplier update technique.

This chapter is organized as follows. The system model is given in Section 5.2. The prob-
lem is formulated in Section 5.3, where Lyapunov optimization and problem decomposition
are presented. Algorithms for RAT selection, radio resource allocation and congestion con-
trol are presented in Section 5.4. Performance analysis of the proposed algorithm is presented
in Section 5.5. Simulation results are given in Section 5.6. Finally, the chapter’s conclusion
is presented in Section 5.7.

5.2 System Model

We consider a 5G HWAN shown in Fig. 5.1 [10]. It consists of LTE macro base station (BS)
located at the center of the macrocell overlaid by S small cells of 5G NR BSs, where 5G NR BSs
are grouped as a set S = {1, 2, ..., S}. All these BSs of 5G HWAN are connected to the central
controller node (CCN). 5G HWAN provides multihoming services. User devices (UDs) are
multi-modal, where they can connect to more than one network simultaneously. We assume
K users that are uniformly distributed in the coverage of HWAN and are grouped as a set
K = {1, 2, ..., K}. Each UD has a specific set of BSs of the available RATs depending on its
macrocell location.

We consider resource blocks (RBs) as the minimum radio resource allocation unit in our
proposed 5G HWAN. In traditional 4G multi-RAT HWAN (comprising WLAN/LTE), phys-
ical layer RB is defined differently in various RATs. Whereas in OFDM-based 5G HWAN,
both 4G LTE and 5G NR maintain the same description for physical RB. Each RB has 12 sub-
carriers in the frequency domain and 14 symbols in the time domain as per the agreement of
3GPP for 5G NR. Moreover, 5G NR allows scaling of the subcarrier spacing, i.e. 15KHz × 2q,
where (q ∈ {0, 1, .., 4}). Furthermore, 5G NR uses different transmission time intervals (TTI)
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per 3GPP agreement. We assume no intra-cell interference as both LTE BS and 5G NR BSs
maintain a separate set of RBs, i.e. Ml and M5G are the set of RBs at LTE BS and 5G NR, re-
spectively. It is assumed that users associated with 5G NR receive signals from multiple 5G
NR BSs on allocated RBs. Furthermore, we assume that 5G NR allocates orthogonal RBs to
different UDs, which leads to no inter-5G NR interference. Our proposed network operates
in a time-slotted manner indexed t of duration ts. We consider a slow time-varying scenario
where users are mobile. The channel conditions are assumed to be changing at a time scale
of ts = 0.1 sec. During this time interval, the BSs and user devices share the real-time QSI
and CSI. Furthermore, the BSs update the CCN about the QSI and CSI of all users. For im-
plementing radio resource allocation and throughput adaptation decisions at CCN and user
devices, we assumed a time slot of a duration of 0.1 sec.

5.2.1 Radio Resource Allocation in 5G HWAN

We consider a time-variant 5G HWAN with an LTE BS and 5G NR BSs. It is, therefore,
essential to describe the downlink resource allocation from an OFDMA based system. In
an OFDMA based 5G HWAN, we consider W as RB bandwidth, whereas B is the system
bandwidth. A binary indicator xnk(t) is used for the allocation of RB n to user k from LTE
BS, whereas xmk(t) indicates the allocation of RB m to user k from 5G NR at time slot t.
The maximum transmit rate of mobile user k from LTE BS and 5G NR BSs on RB n and m,
respectively, is approximated by Shannon theorem given as follows:

rl
nk(t) = xnk(t) W log2 (1 + pnk(t)gnk(t)) , (5.1)

r5G
mk(t) = xmk(t) W log2

(
1 + ∑

i∈S
pimk(t)gimk(t)

)
, (5.2)

where pnk(t) and pimk(t) describe the transmit power for the link between user k and RB n
from LTE BS, and between user k and RB m from 5G NR BS i, respectively. gnk(t) and gimk(t)
describe the channel state information (CSI) of the link between user k and RB n from the
LTE BS, and between user k and RB m from 5G NR BS i, respectively. It should be noted that
the CSI includes antenna gain, path loss, noise, fast and shadow fading, and it is assumed
to be constant over the TTI, with no correlation between the channel coefficients. The CSI
is assumed independent and identically distributed (i.i.d.) over the time slots. The total
transmit rate obtained by user k from the LTE BS and 5G NR BSs at time slot t is given by

Rl
k(t) = ∑

n∈Ml

rl
nk(t), (5.3)

R5G
k (t) = ∑

m∈M5G

r5G
mk(t). (5.4)



Chapter 5. Hybrid Radio Resource Management for Time-Varying 5G Heterogeneous
Wireless Access Network

51

The total transmit rate received by user k from LTE BS and 5G NR BSs at time slot t is
given by

Rk(t) = Rl
k(t) + R5G

k (t). (5.5)

We further modify our problem since mobile users are multihoming, where the CCN allo-
cates the radio resources such that mobile users can get services either from both LTE BS and
5G NR BSs per scheduling time slot or from the BS of a single RAT, i.e. either LTE BS or 5G
NR BS per scheduling time slot t. It is important to associate user with either a single RAT
(LTE BS or 5G NR BS) or both per time slot t, we therefore, set a network association variable
ρ

j
k(t) which is related to the efficiency of RAT j for user k such that ρ

j
k(t) > 0, if user k is

associated with RAT j, otherwise ρ
j
k(t) = 0. The modified Eq. (5.5) is given by

Rk(t) = ∑
j∈J

ρ
j
k(t)Rj

k(t) (5.6)

where j ∈ J corresponds to the available RATs in the 5G HWAN, i.e. J = {l, 5G}, ρ
j
k(0 ≤

ρ
j
k(t) ≤ 1). Multihoming is allowed as ∑J

j=1 ρ
j
k(t) ≤ 1, ∀ k, t. Therefore, we can conclude the

following condition for user association per time slot,Case I: if ρ
j′

k (t) > 0 and ρ
j
k(t) > 0 where j′ 6= j

Case II: if ρ
j′

k (t) > 0 and ρ
j
k(t) = 0 where j′ 6= j

(5.7)

Eq. (5.6) is further modified as

Rk(t) = ρl
k(t)Rl

k(t) + ρ5G
k (t)R5G

k (t). (5.8)

The evaluation of user association index ρ
j
k(t) is further explained in detail in Section 5.4.2.

The time-averaged transmit rate of user k in the HWAN is given by

lim
T→∞

1
T

T−1

∑
t=0

E{Rk(t)}. (5.9)

The total transmit rate of the 5G HWAN is given by

Rtot(t) = ∑
k∈K

Rk(t). (5.10)
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FIGURE 5.1: 5G Heterogeneous wireless access network layout.

The time-averaged transmit rate of the system is given by

lim
T→∞

1
T

T−1

∑
t=0

E{Rtot(t)}. (5.11)

The transmit power allocation for LTE BS and 5G NR BS i at time slot t is given as

pl(t) = ∑
k∈K

∑
n∈Ml

xnk(t)pnk(t), (5.12)

p5G
i (t) = ∑

k∈K
∑

m∈M5G

xmk(t)pimk(t). (5.13)

In our research, we do not incorporate power consumption related to circuit power and static
power in 5G HWAN BSs, i.e. LTE BS and 5G NR BSs.

5.2.2 Transmission Buffer Dynamics and Stability

5G HWAN maintains a transmission buffer for each mobile user k. The time dynamics of the
transmission buffer for user k is given by

Qk(t + 1) = max[Qk(t)− Rk(t)ts, 0] + Dk(t), (5.14)
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where Rk(t)ts is the channel transmission rate that corresponds to the dequeuing process,
i.e. the number of bits transmitted to user k, whereas Dk(t) is the amount of bits placed in
the queue and corresponds to the enqueue process of buffer for user k at time slot t. Let
Ak(t) be the random traffic arrival rate (Poisson distribution) for user k at time slot t. It is
assumed that Ak(t) is i.i.d. over time slot t and independent with respect to k. Furthermore,
Ak(t) ≤ Amax

k (t), where Amax
k (t) is the maximum traffic arrival rate. For stable queues and

congestion free system it is crucial to maintain the range 0 ≤ Dk(t) ≤ Ak(t), for enqueue
process of transmission queue of each user k at time slot t, since Dk(t) is the amount of data
obtained from the possibly extensive traffic arrival Ak(t). The individual buffer Qk(t) is
stable if it does not grow infinitely large over time such that

lim sup
T→∞

1
T

T−1

∑
t=0

E{Qk(t)} < ∞. (5.15)

The individual queue is stable if the following condition is true, i.e. the time-averaged de-
queue process is equal to or greater than the en queue process.

lim
T→∞

1
T

T−1

∑
t=0

E{Rk(t)} ≥ lim
T→∞

1
T

T−1

∑
t=0

E{Dk(t)}. (5.16)

If all the individual queues in the network are stable, only then is a network considered
as stable [86]. Furthermore, from the above discussion, we can conclude that the average
throughput achieved by user k is the time-averaged enqueue rate, and is given as dk =

limT→∞
1
T ∑T−1

t=0 (Dk(t)). The average delay of user k for a given traffic arrival rate is related
to its queue length since the average delay is the ratio of average queue length and average
throughput.

5.3 Problem Formulation

To demonstrate our hybrid congestion control and radio resource allocation (HCCRRA)
approach, we formulate the average throughput by a concave decreasing utility function,
which is used to characterize the joint problem for congestion control and radio resource
allocation and is given as follows:

U(d) = ∑
k∈K

hQ(dk), (5.17)

where d = [dk : k ∈ K] is the vector describing the average throughput of all users in
the system, and hQ(.) describes the nondecreasing concave function with α fairness where
α ∈ (0, ∞). For α = 1, hQ(x) = log(x) whereas for α �= 1 and α > 0, hQ(x) = (1 − α)−1x1−α.
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A higher value of α corresponds to a more fair throughput adaptation, i.e. α → ∞ produces
max-min fairness, whereas α = 0 corresponds to no fairness, and α = 1 corresponds to
proportional fairness in throughput adaptation [88].

The HCCRRA stochastic optimization problem P1 is given as follows:

P1 : max
X,P,d

U(d), (5.18a)

s.t. C1 : pl(t) ≤ pl
max, ∀t (5.18b)

C2 : p5G
i (t) ≤ p5G

i,max, ∀i, t (5.18c)

C3 : ∑
k∈K

xnk(t) ≤ 1, ∀n, k, t (5.18d)

C4 : ∑
k∈K

xmk(t) ≤ 1, ∀m, k, t (5.18e)

C5 : xnk(t), xmk(t) ∈ {0, 1}, ∀n, m, k, t (5.18f)

C6 : Dk(t) ≤ Ak(t), ∀k, t (5.18g)

C7 : lim sup
T→∞

1
T

T−1

∑
t=0

E{Qk(t)} < ∞, ∀k, (5.18h)

where X = [xnk(t), xmk(t) : k ∈ K], and P = [pnk(t), pimk(t) : n ∈ Ml , m ∈ M5G, i ∈ S , k ∈ K]

are the vectors representing the radio resource allocation policy of the 5G HWAN, whereas
the vector d = [Dk(t) : k ∈ K] represents traffic arrival policy. Constraints C1 and C2
represent the total power constraint from 5G HWAN for LTE BS and 5G NR BSs, respectively.
C3 and C4 describe the RB allocation constraint for LTE BS and 5G NR BSs. The physical
definition of xnk(t) and xmk(t) is approximated by constraint C5. Constraint C6 is related to
the enqueue process. This enqueue process is less than the arrival rate. C7 shows the buffer
stability of the 5G HWAN.

The proposed optimization problem P1 is an offline problem, and its theoretical solution
is possible if information related to CSI is known. The direct solution of problem P1 using
the Markov decision process (MDP) has very high computational complexity, and the sys-
tem state space grows exponentially to the number of users. Furthermore, it is impractical
to know the CSI in advance in a real wireless access network. From a practical perspective,
it is crucial to overcome these challenges. Therefore, we formulate an online algorithm by
borrowing the concept of Lyapunov optimization, which translates P1 into an online op-
timization problem and enables real-time decisions that require only current information
related to buffer states and channel states. It decomposes problem P1 into optimization poli-
cies related to radio rate allocation and admission control. CCN performs the rate allocation,
and congestion control is achieved by mobile users adapting its throughput rate according
to channel conditions, thus transforming a joint rate allocation and congestion problem into
the HCCRRA problem.



Chapter 5. Hybrid Radio Resource Management for Time-Varying 5G Heterogeneous
Wireless Access Network

55

5.3.1 Problem Transformation

To solve the optimization problem P1 using stochastic optimization techniques [86], we need
to transform it into an equivalent optimization problem that maximizes the single time-
averaged utility function. Auxiliary variables γk(t) and virtual queues Γk(t) are introduced
to obtain the transformation of problem P1 to P2. Transformed problem P2 is given as fol-
lows:

P2 : max
X,P,d,γ

U(γ), (5.19a)

s.t. C1 – C7 (5.19b)

C8: γk ≤ dk, ∀k (5.19c)

C9: γk(t) ≤ Amax
k (t), ∀k, t (5.19d)

where γ = [γk(t) : k ∈ K], U(γ(t)) = ∑k∈K hQ(γ(t)) with α fairness, and γk = limT→∞
1
T ∑T−1

t=0 (γk(t)).
The following lemma shows that optimization problem P1 is equivalent to the transformed
optimization problem P2.

Lemma 4.1: Problem P1 is equivalent to P2.
Proof: See Appendix A.1.
The virtual queues stability is presented by constraint C8. C9 is related to the enqueue

process of the virtual queue. Virtual queues evolution dynamics are given as follows:

Γk(t + 1) = max[Γk(t)− Dk(t), 0] + γk(t), (5.20)

where γk(t) and Dk(t) are related to the enqueue process and dequeue process of the virtual
queue, respectively. Constraint C8 is satisfied if the virtual queue is stable. We introduced
the auxiliary variable γk(t) to represent the enqueue rate of the virtual queues. We are using
drift minus reward method to formulate our offline problem into an online problem. Drift-
minus-reward method introduces virtual queues Γk(t) to enforce the desired time average
conditions.

To solve problem P2, let Θ(t) = [Qk(t), Γk(t)] : k ∈ K] represent the vector of transmis-
sion queues and virtual queues, respectively.The Lyapunov drift and Lyapunov optimiza-
tion are powerful tools for optimizing time-averages in stochastic queuing networks subject
to stability. We consider the following quadratic Lyapunov optimization function

L(Θ(t))=
1
2

[
∑

k∈K
Q2

k(t) + ∑
k∈K

Γ2
k(t)

]
. (5.21)

The Lyapunov drift function Δ(Θ(t)) quantifies the difference in the Lyapunov function at
time interval [t, t + 1].
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∆(Θ(t))=E{L(Θ(t + 1))− L(Θ(t))|Θ(t)}. (5.22)

Using Eq. (5.14) and Eq. (5.20), we get the following expression for the Lyapunov drift func-
tion

∆Θ(t) ≤ Z− ∑
k∈K

E

[
Qk(t){Rk(t)ts − Dk(t)}|Θ(t)

]
− ∑

k∈K
E

[
Γk(t){Dk(t)− γk(t)}|Θ(t)

]
,

(5.23)

where Z = 1
2E

[
∑k∈K

(
t2
s R2

k(t) + 2D2
k(t) + γ2

k(t)

)
|Θ(t)

]
. To obtain separate subproblems

for rate allocation and rate adaptation optimization policies, we need to further manipulate
the above Eq. (5.23). To get the drift-minus-reward function, we subtract the term Λ =

VE{U(γ(t))|Θ(t)} from both sides of Eq. (5.23), we have

∆Θ(t)−Λ ≤ Z−E
[

∑
k∈K
{Γk(t)−Qk(t)}Dk(t)|Θ(t)

]

−E
[

∑
k∈K
{VhQ(γk(t))− Γk(t)γk(t)}|Θ(t)

]

−E
[

∑
k∈K

Qk(t)Rk(t)ts|Θ(t)

]
,

(5.24)

where V is a non-negative policy control parameter. To optimize the policies related to con-
gestion control and radio resource allocation, minimize the non-constant part of the right-
hand side of Eq. (5.24) at each time slot t. Having online information related to Qk(t), Γk(t)
and CSI, we can decompose Eq. (5.24) into multiple subproblems. The second term on the
right-hand side of Eq. (5.24) is related to the congestion control policy for the incoming traffic.
The third term on the right-hand side of Eq. (5.24) is associated with the network utility max-
imization of each user based on auxiliary variables. The fourth term on the right-hand side
of Eq. (5.24) is a function of the scheduling policy, i.e. radio resource allocation. Using the
Lyapunov optimization technique, we present our HCCRRA such that the congestion con-
trol policy is carried out at each user, and the radio resource allocation process takes place at
CCN for the available BSs of LTE and 5G NR as follows. Fig. 5.2 depicts hybrid congestion
control and radio resource allocation architecture. The centralized radio resource allocation
policy takes CSI from the physical layer and observes the QSI of all users. In contrast, the
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FIGURE 5.2: Hybrid Congestion Control and Radio Resource Allocation archi-
tecture.

distributive congestion control policy, implemented at each user end, receives its QSI from
the BS.

5.3.1.1 Congestion Control Optimization Policy Derivation

The second term on the right-hand side of Eq. (5.24) is related to the congestion control
decision and is given as

max
d

∑
k∈K
{Γk(t)−Qk(t)}Dk(t), (5.25)

where d = [Dk(t) : k ∈ K]. In our proposed work, the congestion control process is a dis-
tributed process that is carried out at each user k independently. Therefore, we can decouple



Chapter 5. Hybrid Radio Resource Management for Time-Varying 5G Heterogeneous
Wireless Access Network

58

Eq. (5.25) and compute it at each user (say k) given as

max
Dk

{Γk(t)−Qk(t)}Dk(t),

s.t. Dk(t) ≤ Ak(t).
(5.26)

Let η = Γk(t) − Qk(t). In order to maintain stable queues and avoid congestion in the
network it is desirable to maintain the transmission queue Qk(t) of user k to be smaller than
Γk(t) such that η > 0. {

Dk(t) = Ak(t), if η > 0

Dk(t) = 0, otherwise.
(5.27)

Our congestion control policy is based on queue state information related to Qk(t) and
Γk(t) as each user chooses the throughput at which data is requested by considering the
queue state of its transmission queue and virtual queue. Mobile users learn Qk(t) informa-
tion locally from its associated BS. Specifically, each user learns its queue length information
in the data packet it receives from its connected BS per time slot t. Each user k uses Eq. (5.20)
to update its virtual queue Γk(t) locally.

The auxiliary variables are derived by considering the third term on the right-hand side
of Eq. (5.24) given as

max ∑
k∈K
{VhQ(γk(t))− Γk(t)γk(t)}. (5.28)

We can further decouple Eq. (5.28) as the auxiliary variables are independent w.r.t. k. There-
fore, the auxiliary variable γk(t) for each user k is computed by maximizing the decomposed
problem, given as

max
γk(t)

{VhQ(γk(t))− Γk(t)γk(t)},

s.t. γk(t) ≤ Ak(t).
(5.29)

The above problem is a convex optimization problem. We consider a logarithmic utility
function with α = 1 as logarithmic utility function is concave and nondecreasing. We can
solve Eq. (5.29) by differentiating it w.r.t. γk(t), and equating the result to zero, we get

γk(t) = min
[

V
Γk(t)

, Amax
k

]
. (5.30)

With η > 0, transmission queues are maintained stable by allowing new traffic arrival
in the transmission queue of user k. The utility improves by accepting larger data, i.e. in-
crease the throughput Dk(t) at which data is requested. Furthermore, it decreases Γk(t) such
that γk(t) approaches Dk(t). However, in a situation where channel conditions are poor,
Qk(t) accumulates and approaches Γk(t), and thus high-quality data acceptance can cause
congestion. Therefore, to avoid congestion, Dk(t) is reduced.
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5.3.1.2 Radio Resource Allocation Policy Optimization at CCN

The decision of radio resource allocation made by CCN at every scheduling time slot is based
on the last term on the right-hand side of Eq. (5.24) and is given as

max
X(t),P(t)

∑
k∈K

Qk(t)tsRk(t),

s.t. C1- C5.
(5.31)

The transmission rate Rk(t) is a function of resource block allocation xnk(t) and xmk(t), as
well as transmit power pnk(t) and pimk(t) allocation. Our problem is nonconvex MINLP
problem as it has binary variables xnk(t) and xmk(t), and continuous variables pnk(t) and
pimk(t). The optimal solution using the brute force exhaustive search method is infeasi-
ble and impractical as it has a high exponential complexity of the order O(|K||Ml |) and
O(|K||M5G |), for LTE and 5G NR RAT, respectively. Therefore, to solve the problem we re-
formulate it in the next section.

5.4 Optimal Radio Resource Allocation

To solve the problem given in Eq. (5.31), we need to relax the binary variables and then apply
the Lagrange dual decomposition technique to get the primal optimal solution. Eq. (5.31) can
be re-written as

max
X(t),P(t)

∑
k∈K

Qk(t)tsρ
l
k(t)Rl

k(t)

+ ∑
k∈K

Qk(t)tsρ
5G
k (t)R5G

k (t),

s.t. C1- C5.

(5.32)

We relax the binary variables xnk(t) and xmk(t) by assigning them continuous values from
[0, 1]. Furthermore, we introduce auxiliary variables wmk(t) and wimk(t) for each user k and
RB n and m such that wnk(t) = xnk(t)pnk(t) and wimk(t) = xmk(t)pimk(t), where n ∈ Ml and
m ∈ M5G. The problem given in Eq. (5.32) can be re-written as
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max
X(t),P(t)

∑
k∈K

Qk(t)ts{E + F},

s.t. ∑
k∈K

xnk(t) ≤ 1, ∀n ∈ Ml , t

∑
k∈K

xmk(t) ≤ 1, ∀m ∈ M5G, t

∑
k∈K

∑
n∈Ml

wnk(t) ≤ pl
max, ∀t

∑
k∈K

∑
n∈M5G

wimk(t) ≤ p5G
i,max, ∀i, t

wnk(t) ≥ 0, ∀n ∈ Ml , k ∈ K, t

wimk(t) ≥ 0, ∀m ∈ M5G, k ∈ K, t

0 ≤ xnk(t) ≤ 1, ∀n ∈ Ml , k ∈ K, t

0 ≤ xmk(t) ≤ 1, ∀m ∈ M5G, k ∈ K, t,

(5.33)

where E and F are given as

E = ρl
k(t) ∑

n∈Ml

xnk(t) W log2

(
1 +

wnk(t)gnk(t)
xnk(t)

)
, (5.34)

F = ρ5G
k (t) ∑

m∈M5G

xmk(t) W×

log2

(
1 + ∑

i∈S

wimk(t)gimk(t)
xmk(t)

)
.

(5.35)

Both E and F are concave functions, and all the constraints are linear and affine. There-
fore, our optimization problem is a convex optimization problem. Using the Lagrange dual-
ity decomposition technique, we can solve our problem as follow:
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5.4.1 Lagrange Dual Decomposition

The Lagrangian of problem given in Eq. (5.33) is given as

L(Φ, Φi) = max
X,P

∑
k∈K

Qk(t)ts

{
ρl

k(t) ∑
n∈Ml

xnk(t) W

× log2

(
1 +

wnk(t)gnk(t)
xnk(t)

)

+ ρ5G
k (t) ∑

m∈M5G

xmk(t) W

× log2

(
1 + ∑

i∈S

wimk(t)gimk(t)
xmk(t)

)}

−Φ ∑
k∈K

∑
n∈Ml

wmk(t) + Φpl
max

− ∑
i∈S

Φi ∑
k∈K

∑
m∈M5G

wimk(t)

+ ∑
i∈S

Φi p5G
i,max,

(5.36)

where Φ and Φi = [Φ1, Φ2, ..., ΦS] are vectors representing Lagrange multipliers [60]. Since
the radio resource allocation is performed per scheduling time slot, we ignore the index t for
simplification. The dual function is given by

D(Φ, Φi) =max
X,P

L(Φ, Φi),

s.t. ∑
k∈K

xnk ≤ 1, ∀n ∈ Ml

∑
k∈K

xmk ≤ 1, ∀m ∈ M5G

0 ≤ xnk ≤ 1, ∀n ∈ Ml , k ∈ K
0 ≤ xmk ≤ 1, ∀m ∈ M5G, k ∈ K.

(5.37)

The dual optimization problem is given as

min
Φ,Φi

D(Φ, Φi), (5.38)

where Φ and Φi are non-negative. Applying Karush-Kuhn-Tucker (KKT) conditions, the
relationship between wnk and xnk as well as wimk and xmk can be derived by differentiating
Eq. (5.36) w.r.t. wnk and wimk, respectively, and is given as

w∗
nk =

[
W Qk ts ρl

k
ln(2)Φ

− 1
gnk

]+

xnk, (5.39)
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w∗
imk =

[
WQk tsρ

5G
k

ln(2)Φi
− ∑i′ �=i w∗

i′mk gi′mk + 1
gimk

]+

xmk, (5.40)

where [x]+ = max{x, 0}. Eq. (5.39) and Eq. (5.40) are based on water-filling algorithm [49],
[90]. With CSI and users queue information the CCN allocates transmit power to RB (n ∈
Ml and m ∈ M5G) from LTE BS and 5G NR BS i, respectively. In LTE, the CSI report back
procedure is well standardized, i.e. each user first observes its signal strength and then
updates its connected BS. This feature is expected to be available in 5G. Substituting the
optimal values w∗

nk and w∗
imk in Eq. (5.36) results in the following:

L(Φ, Φi) =max
X

∑
k∈K

∑
n∈Ml

Ψnk xnk

+ ∑
k∈K

∑
m∈M5G

Πmk xmk,

s.t. ∑
k∈K

xnk ≤ 1, ∀n ∈ Ml

∑
k∈K

xmk ≤ 1, ∀m ∈ M5G

0 ≤ xnk ≤ 1, ∀n ∈ Ml , k ∈ K
0 ≤ xmk ≤ 1, ∀m ∈ M5G, k ∈ K,

(5.41)

where Ψnk = Qkρl
kW log2(1 + pnkgnk)− Φpnk and Πmk = Qkρ5G

k W log2(1 + ∑i∈S pimkgimk)−
∑i∈S Φi pimk. This is a linear programming problem. Although xnk and xmk can take values
from the constraint set [0, 1], but the optimal solution is at the extreme points of the con-
straint [15]. It indicates that the optimal solution is still binary. The optimal solution for RB
allocation from LTE BS is based on the following expression:

{
xnk = 1, if k = arg max{Ψnk : k ∈ K}
xnk = 0, otherwise.

(5.42)

The optimal solution for RB allocation from 5G NR to user k is given as follows:

{
xmk = 1, if k = arg max{Πmk : k ∈ K}
xmk = 0, otherwise.

(5.43)

Once the optimal values xnk and xmk are determined, then using Eq. (5.39) and Eq. (5.40)
we can determine the optimal transmit power for the assigned RBs since wnk = xnk pnk and
wimk = xmk pimk.
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5.4.2 RAT Selection

In Section 5.2.1, we introduced user association index ρ
j
k(t) which is related to RAT efficiency.

This user association is performed in a centralized manner, where CCN associates users to
the BSs of available RATs. To satisfy each user without overloading the BS of the selected
RAT, CCN makes its decision using the CSI of each user k (where k ∈ K) and the loading
information of each RAT j per time slot t. It increases the cost of signalling overhead and is
computationally complex. To cope with these two challenges, we transform this user associ-
ation problem (centralized problem) into the RAT selection problem (distributive problem),
where each user selects the BS of the available RATs. Since ρ

j
k(t) is related to the loading

status of BS. Therefore, it is impractical from a network perspective to broadcast BS loading
status to the users as it may affect its revenue. However, it is important to avoid RAT over-
loading. We, therefore, propose that the BSs of the available RATs broadcast the minimum
throughput of the user k′ (where k′ �= k) among its connected users at time slot t − 1, i.e.
Dk′(t − 1) to the users in its coverage zone. Each user measures the received signal strength
RSS from the BS of available RATs in its service zone. This feature has already been stan-
dardized in LTE [89] and is expected to be available in 5G. If RSS(t) ≥ RSST, where RSST

is the threshold value of received signal strength, the user then generates its candidate set of
BSs. Upon receiving the lowest throughput rate of a user connected to the candidate BS of
RAT j at time slot t − 1, it determines the selected set of RATs, i.e. single RAT or multi-RAT
based on Eq. (5.7). The following equation gives the RAT selection index ρ

j
k:

ρ
j
k(t) = URSS(t) × UDk′ (t−1), k �= k′, (5.44)

where URSS(t) is the utility of received signal strength of user k at time slot t, whereas UD′
k(t−1)

is the utility of the throughput of user k′ at time slot t − 1 [14], and can be determined by
using the following equations:

URSS(t) =

⎧⎪⎪⎨
⎪⎪⎩

0, if RSS(t) ≤ RSST

M, if RSST < RSS(t) ≤ RSSmax

1, if RSS(t) > RSSmax,

(5.45)

UDk′ (t−1) =

⎧⎪⎪⎨
⎪⎪⎩

0, if Dk′(t − 1) ≤ Dmin
k (t)

e−∂ζ if Dmin
k (t) < Dk′(t − 1) ≤ Dmax

k (t)

1, if Dk′(t − 1) > Dmax
k (t) ,

(5.46)

where M = RSS(t)−RSST
RSSmax−RSST

, ζ = (Dk′(t − 1)− Dk(t)). RSSmax, Dmin
k (t), and Dmax

k (t) represent
the maximum received signal strength, minimum throughput and maximum throughput
for user k at time slot t, respectively, whereas ∂ is the shape parameter for the utility func-
tion given in Eq. (5.46). Adjusting ∂ parameter results in changing the shape of the utility
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function. As a result, it precisely captures the sensitivity of the utility to the variation of the
criterion (i.e. throughput) [14]. Algorithm 2 describes the process of RAT selection and is
given below.

Algorithm 2 RAT Selection

1: At each time slot t, observe the RSS of each BS of candidate RATs such that RSS(t) ≥
RSST and URSS(t) ← RSS(t) ;

2: At each time slot t, sense the broadcasted lowest transmit rate Dk′(t − 1) of the user
connected to candidate RAT, UDk′ (t−1) ← Dk′(t − 1);

3: Calculate ρ
j
k(t) using Eq. (5.44);

4: The decision of using multi-RAT and single RAT per time slot t is made using Eq. (5.7).
5: Repeat.

5.4.3 Multiplier Updates

Using the gradient descent method, we can formulate the expression for optimal values of
Φ∗ and Φ∗

i by differentiating the dual function, and is given as follow:

Φ(v + 1) =

[
Φ(v) + σ

(
∑

k∈K
∑

n∈Ml

wnk − pl
max

)]+

, (5.47)

Φi(v + 1) =

[
Φi(v) + β

(
∑

k∈K
∑

m∈M5G

wimk − p5G
i,max

)]+

, (5.48)

where σ and β are the gradient step size, and v is the iteration index. The convergence is
guaranteed as the gradient of Eq. (5.37) satisfies the Lipschitz continuity condition, as it is
differentiable and continuous.

Algorithm 3 depicts our overall HCCRRA algorithm that includes the process of radio
resource allocation and congestion control, and is also shown in Fig. 5.3. Qk(t) and Γk(t) are
initialized as Qk(0) = 0, ∀k and Γk(0) > 0, ∀k. The backlogs of the transmission Qk(t + 1)
and virtual queues Γk(t + 1) are updated iteratively at every time slot using Eq. (5.14) and
Eq. (5.20), respectively, such that at t = t + 1, Qk(t) = Qk(t + 1) and Γk(t) = Γk(t + 1).
These updated Qk(t) and Γk(t) values are iteratively used in the algorithm to allocate radio
resources and maintain stability of a 5G HWAN.

5.4.4 Complexity Analysis

Our proposed HCCRRA scheme has low computational complexity than the joint radio re-
source allocation and congestion control scheme, which further emphasizes its feasibility.
Our proposed approach implements the radio resource allocation policy at the CCN and con-
gestion control policy at each user end in a distributive fashion. The computation complexity
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FIGURE 5.3: Hybrid Congestion Control and Radio Resource Allocation Pro-
cess
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Algorithm 3 HCCRRA Algorithm

Step 1: Congestion Control Policy at a user device

1: Initialize t ← 0, Qk(0) = 0 and Γk(0) > 0;
2: For each time slot t, observe the transmit queue Qk(t), CSI {gnk(t), gimk(t)}, and virtual

queue Γk(t);
3: Determine the auxiliary variable γk(t) using Eq. (5.30);
4: Determine Dk(t) using Eq. (5.27);
5: Update CCN with the throughput requirement.

Step 2: Radio resource allocation policy at CCN

6: Initialize Φ(0) > 0 and Φi(0) > 0 and iteration index v ← 0, ε = 0.01;
7: Calculate pnk(t) and pimk(t) using Eq. (5.39) and Eq. (5.40), respectively;
8: Determine xnk(t) and xmk(t) using Eq. (5.42) and Eq. (5.43), respectively;
9: Update the Lagrange multipliers Φ and Φi using Eq. (5.47) and Eq. (5.48), respectively;

10: If |Φ(v + 1)− Φ(v)| ≤ ε and |Φi(v + 1)− Φi(v)| ≤ ε;
11: Then [xnk(t), xmk(t)] and [pnk(t), pimk(t)] are optimal;
12: Else go back to step 6;
13: t ← t + 1;
14: Update Qk(t), and Γk(t) using Eq. (5.14) and Eq. (5.20), respectively.
15: Go back to 2 in Step 1

of radio resource allocation policy is O((|Ml ||K|+ |M5G||K|)(1/ε2)), where the number of
iterations that achieve convergence accuracy ε of Eq. (5.41) is in the order of 1/ε2 [60]. The
computational complexity of congestion control is O(1) as it is carried out at each user end in
a distributive manner. Furthermore, in our proposed HCCRRA algorithm, the CCN requires
both CSI and QSI per time slot t to perform radio resource allocation. For the congestion con-
trol policy, each user needs to know its corresponding QSI. For CSI updates from users to the
BSs, the total signalling overhead on the air interface is O(|K|) per time slot t, whereas, for
QSI updates from the network to the users, the total signalling overhead on the air interface
is O(|K|) per time slot t.

The computation complexity of the RAT selection algorithm is related to the number of
users and available RATs. Each user has a different set of candidate RATs depending on its
location in the service area. Let J be the available set of candidate RATs for each user k, then
O(|J|) is the complexity of Algorithm 2 as each user performs RAT selection in a distributive
manner.



Chapter 5. Hybrid Radio Resource Management for Time-Varying 5G Heterogeneous
Wireless Access Network

67

5.5 Performance Analysis

In this section, we analyze mathematically the performance bounds (i.e. time-averaged
queue backlogs stability of a real-time network and time-averaged optimal utility perfor-
mance) of our proposed algorithm based on drift minus reward Lyapunov optimization. In
practical scenarios, the network state’s ergodicity is unlikely to hold due to CSI variations
caused by user motion. We, therefore, consider the optimality of the algorithm for an arbi-
trary sample path related to network state Ω(t) [87]. Let ΥΩ(t) describe the set of throughput
adaptation and resource allocation policies under a given arrival rate and CSI. Theorem 5.1
gives the network stability and optimal utility performance of our proposed algorithm.

Theorem 5.1: In the drift minus reward technique, a non-negative control parameter V is
chosen to control the tradeoff between average queue backlog and average network utility.
For non-negative V i.e. V ≥ 0, i.i.d. CSI and arbitrary arrival rate, the network congestion or
time-averaged bounded backlog of queues is given as

lim
T→∞

1
T

T−1

∑
t=0

E

[
∑
k∈K

Qk + ∑
k∈K

Γk

]

≤ Z + V(Umax − Umin)

�
,

(5.49)

and the utility performance of our proposed algorithm for 5G HWAN is given as

U(d) ≥ U∗ − Z
V

, (5.50)

where U∗ is the optimal utility of the optimization problem P1 shown in Eq. (5.18a-5.18h).
Proof: See Appendix A.2.

Remark 1: Eq. (5.49) of Theorem 5.1, controls congestion by stabilizing the queues, whereas
in Eq. (5.50) of Theorem 5.1, we have U(d) ≥ U∗ − Z

V . Higher value of V results in very small
value of Z

V , which leads to the conclusion that average utility is very close to the optimal util-
ity i.e. U∗ ≥ U(d) ≥ U∗ − Z

V . This has been verified in Fig. 5.4. However, Eq. (5.49) shows an
increase in delay with an increase in V. Fig. 5.5 verifies this increase in congestion bounds.

Remark 2: In the simulation results, we consider different traffic arrival rates (constant
and i.i.d) to analyze the HCCRRA scheme’s performance. Our HCCRRA scheme is based on
queue lengths only. It does not require knowledge about the traffic arrival rate. Eq. (5.14)
shows that queue length is related to the enqueue rate Dk(t), which is the amount of traffic
admitted into the system based on the decision made at each user end. Furthermore, to keep
the queues stable we have 0 ≤ Dk(t) ≤ Ak(t). We described this in detail in Section 5.2.2.
Thus, our proposed approach is independent of the traffic arrival models and is valid for any
traffic model.
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5.6 Simulation Results

In this section, the proposed hybrid algorithm related to congestion control and radio re-
source allocation for 5G HWAN is evaluated using Matlab simulations.

5.6.1 Parameter Setting

We consider 5G HWAN with multi-RAT and multihoming features. Our 5G HWAN con-
sists of one macro LTE BS and 5G NR BSs, as shown in Fig. 5.1. The LTE BS is installed at
the center of the cell, whereas five 5G NR BSs are randomly overlaid in macro BS coverage.
LTE BS provides higher coverage with low bit rates, whereas 5G NR BSs have a low range
and higher speeds. We consider 20 MHz as the system bandwidth for LTE with a carrier
frequency fc = 3.5 GHz and transmit power of 49 dBm, whereas 5G NR has fc = 28 GHz
with system bandwidth of 100 MHz and transmit power of 35 dBm. Since both LTE and 5G
NR uses OFDM, their physical layer features remain the same. Both have RBs as the mini-
mum resource allocation unit, composed of 12 subcarriers and 14 OFDM symbols. For LTE
the subcarrier spacing is 15 kHz and TTI = 1 ms, whereas for 5G NR we assume the sub-
carrier spacing of 60 kHz and TTI = 0.25 ms [91], [92]. Users are assumed to be uniformly
distributed in the coverage area. HCCRRA is simulated for different values of control pa-
rameter V. Each point of the curve is averaged over 1000 time slots, and the results are
obtained with a 95% confidence interval.

5.6.2 Impact of control parameter on network performance

This section highlights the impact of the control parameter V on network performance, such
as throughput and delay. Figs. 5.4 and 5.5 show the impact of control parameter on through-
put and network congestion with different traffic arrival rates λ. The throughput utility in-
creases to optimal value at a rate of O(1/V) for any arrival rate, whereas the related conges-
tion, approximated by the delay performance, increases linearly with the control parameter,
i.e. O(V). Figs. 5.4 and 5.5 indicate the throughput-delay tradeoff, [O(1/V) − O(V)], that
validate the theoretical results of Theorem 5.1 given in Eq. (5.49) and Eq. (5.50) respectively.
Initially, an increase in throughput can be observed. However, this throughput improve-
ment rate starts to reduce as the value of the control parameter V increases. Furthermore,
this increase in V causes congestion as delay linearly increases with V. Thus, the controlling
parameter V balances delay and throughput. Larger V results in an increase in throughput
but can also increase the delay. Choosing a suitable control parameter V allows 5G HWAN to
operate in its ideal state, which refers to a state where a tradeoff between delay and through-
put is achieved.
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FIGURE 5.4: Total average throughput versus control parameter.

FIGURE 5.5: Average delay versus control parameter.
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FIGURE 5.6: Performance analysis of individual users using HCCRRA algo-
rithm: (a) Throughput adapatation, (b) Transmission queue length.

5.6.3 Performance analysis of individual users

In Fig. 5.6, we consider the dynamics of throughput adaptation and transmission queues
evolution for individual users. We consider 12 users with control parameter V = 1000. To
show a clear plot, we have shown the dynamics of four users only. The remaining users also
enjoy stable queues lengths and throughputs, and they are excluded from the figure. The
decision of throughput adaptation is made per time slot, as shown in Fig. 5.6(a). Fig. 5.6(b)
shows the dynamics of transmission queues evolution. Fig. 5.6(b) shows that the system is
stable as the individual queues are bounded. Thus, Figs. 5.6(a)-(b) show that the algorithm
works in real-time since individual users’ throughput is optimal and queues are stable for
every iteration of a time slot t.

5.6.4 Performance comparison and impact of scenarios on network performance

To validate our proposed HCCRRA scheme’s performance, we apply different scenarios on
our HCCRRA scheme, 1) 5G HWAN, 2) only 5G NR BSs, and 3) only LTE BS. The system of
5G HWAN is composed of 5G NR BSs and LTE BS, as shown in Fig. 5.1. The scenarios of
only 5G NR BSs and only LTE are applied to evaluate the performance comparison. The only
5G NR means that the available users only access the 5G NR BSs, whereas the only LTE BS
strategy implies the presence of exclusive LTE BS. Furthermore, we compare our HCCRRA
scheme with the maximum sum-rate (MSR) scheme that involves both 5G NR BSs and LTE
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BS with no congestion control mechanism. The MSR scheme is modelled as

max
X(t),P(t)

∑
k∈K

[
Rl

k(t) + R5G
k (t)

]
, (5.51a)

s.t. C1 : pl(t) ≤ pl
max, ∀t (5.51b)

C2 : p5G
i (t) ≤ p5G

i,max, ∀i, t (5.51c)

C3 : ∑
k∈K

xnk(t) ≤ 1, ∀n, t (5.51d)

C4 : ∑
k∈K

xmk(t) ≤ 1, ∀m, t (5.51e)

C5 : xnk(t), xmk(t) ∈ {0, 1}, ∀n, m, k, t (5.51f)

We set the control parameter for the HCCRRA scheme V equal to 1000. Fig. 5.7 shows that
initially, the transmit rate is low for all three scenarios, but it increases as the arrival rate
increases to maintain stable queues. The transmit rate for 5G HWAN is more than the cases
where we implemented only 5G or LTE BS, which is visible and matches with the theoret-
ical background given in Section 5.4. However, the transmit rate for MSR remains stable
irrespective of the traffic arrival rate. The reason is clear from the fact that MSR does not
consider any traffic arrival rate.

Fig. 5.8 shows the average delay vs. mean traffic arrival rate. Our proposed HCCRRA
scheme avoids infinite queue length and maintains network stability by enhancing the trans-
mit rate. Therefore, the proposed HCCRRA scheme does not show a significant increase in
delay with an increase in the arrival rate. However, the MSR with no congestion control
mechanism has poor delay performance as it does not consider traffic arrival rate and net-
work stability.

In Fig. 5.9, we further investigate the impact of traffic arrival rate on total average power
consumption. The MSR scheme has a high power consumption that remains constant with
the traffic arrival rate. Since the MSR scheme does not adapt to the traffic arrival rate, as
a result, it has high power consumption even at a low arrival rate. From Fig. 5.9, we can
visualize that all HCCRRA scenarios, i.e. 5G HWAN, LTE only and 5G NR only, show low
power consumption at a low arrival rate. However, the power consumption increases with
a higher arrival rate for all scenarios of HCCRRA. HCCRRA maintains stable queues by
increasing the transmits rate, which increases power consumption.

5.6.5 Impact of power allocation strategies on network performance

We compare the network performance of our proposed HCCRRA scheme using two power
allocation strategies; 1) adaptive power allocation strategy given in Eqs. (5.39) and (5.40),
and 2) the equal power allocation strategy. Using suboptimal equal power allocation scheme,
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FIGURE 5.7: Total average transmit rate versus traffic arrival rate.

FIGURE 5.8: Delay versus traffic arrival rate.



Chapter 5. Hybrid Radio Resource Management for Time-Varying 5G Heterogeneous
Wireless Access Network

73

FIGURE 5.9: Average power consumption versus traffic arrival rate.

equal power is allocated per RB, i.e. pnk(t) =
pl

max
|Ml |

and pimk(t) =
p5G

i,max
|M5G | . RBs allocation is based

on maximizing Qk(t)ρl
k(t)r

l
nk(t) and Qk(t)ρ5G

k (t)r5G
mk(t) for LTE and 5G NR, respectively. RB

selection is related to larger queue size and good channel conditions. We evaluate the net-
work performance, i.e. throughput and delay versus different values of control parameter
V. We set the traffic arrival rate as 0.6 Mbits/slot. From Figs. 5.10 and 5.11, we can see that
our proposed approach, HCCRRA with dynamic power allocation, outperforms HCCRRA
with an equal power allocation scheme. Our proposed optimal power allocation strategy al-
locates higher power to higher quality channels and results in higher throughput and lower
delay.

5.6.6 Fairness analysis

Our proposed congestion control policy is designed with a finite queue length. It maintains
stable queues by using the congestion control threshold η, thereby ensuring the Quality-of-
Service (QoS) requirements of each user. Therefore, we evaluate the fairness of our proposed
HCCRRA scheme using the three scenarios, i.e. 1) 5G HWAN, 2) only 5G NR BSs, and 3)
only LTE BS. Fig. 5.12 shows the throughput fairness evaluation of our proposed HCCRRA

schemes, where Jain’s fairness index JFI =

(
∑k∈K dk

)2

|K|∑k∈K(dk)2 . Furthermore, the control parameter
V = 1000 and α = 1, since larger value of V and α−fair utility function gives throughput
fairness between the users. From Fig. 5.12, we can see that the 5G NR scenario has lower
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FIGURE 5.10: Average throughput versus control parameter.

FIGURE 5.11: Average delay versus control parameter.
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FIGURE 5.12: Performance evaluation in terms of fairness index.

fairness than the 5G HWAN and LTE scenarios since it is related to the fact that 5G NR
provides higher throughput to the users in its coverage only. LTE maintains higher fairness
than the 5G NR as it provides coverage in the entire macrocell. Moreover, we can visualize
that 5G HWAN has higher fairness since almost all the macrocell coverage users connect to
the LTE BS and 5G NR BSs, and maintain their queues stable.

5.6.7 Comparison of the proposed RAT selection approach with the traditional

approaches

We compare our proposed RAT selection approach (user-centric with network assistance)
with the traditional centralized and distributive methods. In the conventional centralized
process, the central controller associates users with the BSs of the available RATs. In con-
trast, network selection’s distributive mechanism allows users to select the appropriate BSs
among the list of available RATs. Furthermore, we compare our algorithm with the algo-
rithm illustrated in [83]. The authors in [83] consider radio resource allocation subject to
each user’s minimum data rate (QoS) requirement. Furthermore, they consider an equal
power allocation scheme, and there is no congestion control mechanism. We, therefore, con-
sider only the RAT selection scheme of [83] for comparison. We consider the percentage of
users that select both RATs (multi-homed users) in the HWAN. Fig. 5.13 shows that initially,
at low load, the rate of users that select both RATs is the same for all the three approaches.
However, for the traditional centralized approach and our proposed scheme, a decrease in
multi-homed users’ percentage can be observed with an increase in network load. The cen-
tralized approach considers network load, whereas our proposed approach considers the
user’s minimum throughput connected to the available RAT. Therefore, to maintain optimal
network performance, less number of users select multi-RATs. Furthermore, the centralized
approach decreases the percentage of multi-RAT users more than required, whereas our pro-
posed policy maintains a fair number of multi-RAT users without deteriorating network per-
formance. Our results are comparable with the RAT selection approach of [83]. On the other
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FIGURE 5.13: Percentage of multihomed users.

hand, in the traditional distributive process, the percentage of users who select multi-RATs
remains the same as it does not consider network load. It may lead to an increase in the
number of blocking and poor network performance and user experience.

5.7 Summary

In this chapter, we focused on hybrid radio resource management for a time-varying 5G
HWAN. We have considered a CCN to provide interworking among different RATs. How-
ever, proposing a centralized approach for radio resource management can be expensive
in computation and signalling overhead. Therefore, we proposed a hybrid radio resource
management such that RAT selection is performed at the user end with network assistance.
In contrast, the joint problem of radio resource allocation and congestion control, formu-
lated as a stochastic optimization problem, is decomposed into two subproblems using the
Lyapunov optimization technique. The CCN performs radio resource allocation, i.e. ra-
dio resource block, and transmits power allocation using Lagrange dual technique. Delay-
throughput [O(V)−O(1/V)] trade-off is obtained from our proposed HCCRRA scheme by
satisfying network stability and power consumption constraints. This has been validated
through both simulation results and mathematical analysis. Furthermore, our simulation re-
sults evaluate that our proposed algorithm outperforms the traditional MSR approach and
the homogeneous scenarios (i.e. using only LTE BS or 5G NR BSs). Our proposed RAT selec-
tion approach performs better than the conventional centralized and distributive methods
as it considers user throughput and the RAT load.
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Chapter 6

Hybrid Radio Resource Management
for Streaming over Time-Varying
Heterogeneous Wireless Access
Network

In this chapter, we investigate hybrid radio resource management for video streaming over
time-varying heterogeneous wireless access networks composed of LTE BS and WLAN APs.
This chapter extends the research work presented in chapter 3 as here we consider video
streaming and video quality adaptation. Our main objective is to perform optimal radio
resource allocation and optimal video quality adaptation. In addition, we investigate maxi-
mizing user quality of experience (QoE). Like chapter 5, we again used the Lyapunov opti-
mization technique to decompose our two-time scale stochastic optimization scheme related
to user quality of experience (QoE) problem into two main sub-problems. One of the sub-
problems is related to radio resource allocation that operates at a scheduling time interval.
The radio resource allocation policy is implemented at a centralized control node responsi-
ble for allocating radio resources from the available wireless networks using Lagrange dual
method. The other sub-problem is related to the quality rate adaptation policy that works at
a chunk time scale. Our main objective is that each user may select the appropriate quality
level of the video chunks adaptively in a distributive way based on buffer state and channel
state information. Furthermore, it is crucial to analyze and compare the QoE of our proposed
approach over an arbitrary sample path of channel state information with an optimal T-slot
algorithm. Moreover, it is desirable to evaluate the performance analysis of our proposed
scheme for video streaming over a time-varying heterogeneous wireless access network.

6.1 Background and Introduction

Heterogeneous wireless access networks (HWANs), one of the prospective solutions, inte-
grate different wireless networks such as WLAN, 3GPP Long Term Evolution (LTE), and 5G
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new radio (NR). It accommodates a large number of connections with high data rates by
enabling multihoming features. Moreover, it has overlapping coverage zones and unprece-
dented throughput gains compared to the traditional homogeneous wireless access network.
Quality of Experience (QoE), described by the international telecommunication union (IUT)
as an index of acceptability for an application or service perceived by mobile users, has re-
cently gained attention over the last decade due to the high user quality of experience [93].
Furthermore, practical wireless radio networks support mobile users that operate at a time-
varying channel condition. It is, therefore, essential to provide smooth video services over
varying radio channel conditions.

Adaptive bitrate streaming has emerged as a critical technology that copes with the ra-
dio channel’s time-varying nature by allowing bitrate adaptation over time [93]. In adaptive
bitrate streaming, the content provider stores and encodes video content at different quality
levels. Each encoded video is divided into video segments of fixed duration. Mobile user
dynamically adapts its quality level according to its current channel condition, i.e. during
a streaming duration, a mobile user with better channel conditions selects a high bit rate.
In contrast, a lower bitrate is chosen due to worse channel conditions. Better quality se-
lection improves the QoE of end-users. It is possible that the available radio resources at
HWANs may not support high-quality video content, causing video interruptions and freez-
ing (stalls), degrading end-user visual experience. Freezing time is related to playback buffer
underrun, indicating an empty playback buffer. It is, therefore, desirable to select optimal
quality to maintain playback video continuity. In [85], the authors analyzed network-centric
bandwidth and adaptive quality adaptation for a streaming application over a time-varying
channel for OFDMA based networks. Their proposed solution considers video quality and
freezing time as the QoE metrics. However, this solution lacks heterogeneity since it only
considers OFDMA based networks. The authors in [94] proposed QoE based algorithm for
radio resource allocation in an LTE-based cellular network for adaptive video streaming. In
[95], the authors explored adaptive video streaming for a dense wireless network. Video
streaming adaptation is performed through a control-theoretic approach where conflicting
QoE metrics such as video quality, freezing time and start-up delay are used as performance
metrics. Their results are more promising than the available traditional solutions. One of the
attributes affecting mobile user QoE is mobile battery consumption, as mobile users have
high expectations from their battery life. The recent literature survey reveals that an increase
in user device energy consumption is observed during a streaming application. Multimedia
applications are power-hungry and drain the available battery of the device. Furthermore,
an increase in video content quality leads to a rise in mobile device energy consumption
since there is a tradeoff between quality and energy consumption. The authors in [96] inves-
tigated the mobile device energy-oriented adaptive multimedia streaming scheme for wire-
less channels. They optimized the tradeoff between users QoE for multimedia delivery and
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users device energy management. An energy-aware multipath transport protocol for mini-
mizing the mobile device energy consumption while obtaining the targeted video quality is
proposed in [97]. In [84], the authors investigated cognitive multihoming, which maintains
acceptable video quality and low energy consumption while minimizing cost and maximiz-
ing capacity. The authors in [98] proposed an adaptive bitrate quality selection scheme that
extends device battery life during a playback session without compromising user QoE. Their
energy saving is 10-30% with a slight tolerable drop in QoE.

We propose the video streaming problem as an optimization problem based on maxi-
mizing the QoE of end-users and minimizing mobile devices energy consumption subject
to network-related constraints. Furthermore, we propose a hybrid solution for this problem
by decomposing it into two components; the centralized part that performs radio resource
allocation and the distributive part related to quality adaptation. In our proposed approach,
the central controller node (CCN) allocates radio resources (bandwidth and power) to the
mobile users, whereas each user individually performs quality adaptation based on video
and device-related parameters. The factors affecting a mobile user QoE are identified as 1)
video quality, 2) freezing time, and 3) battery power consumption. The main contributions
are listed below:

1. Maximize long-term QoE related to high-quality video experience and minimum en-
ergy consumption using stochastic optimization problem formulation.

2. Introduce the Lyapunov optimization technique [86], [87] to develop an online and
straightforward solution that decomposes the joint problem of rate allocation and qual-
ity adaptation into sub-policies, such that quality rate adaptation takes place at the user
end and transmission rate allocation at CCN that requires CSI and QSI.

3. Develop a hybrid algorithm where the CCN performs radio resource allocation, and
quality adaptation occurs at the user end. The CCN schedules the radio resources
(subcarrier, power allocation and timeshare) at transmission time scale, and mobile
users perform quality rate adaptation at chunk time scale.

4. Perform "cross-layer" optimization, i.e. radio resource allocation at the physical layer
and quality adaptation at the application layer.

This chapter is organized as follows. The system model is given in Section 6.2. The
problem formulation is given in Section 6.3, where Lyapunov optimization and problem
decomposition are presented. Performance analysis of the proposed algorithm is presented
in Section 6.4. Simulation results are given in Section 6.5. Finally, the conclusion of the
chapter is presented in Section 6.6.
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6.2 System Model

The HWAN is composed of a single macro base station (BS) of a cellular network (LTE) lo-
cated at the cell’s center overlaid by L WLAN access points (APs), where these WLAN APs
are grouped as a set of L = {1, 2, ..., L}, as shown in Fig. 6.1 [10]. These radio networks are or-
thogonal with no inference as they operate at different frequency bands. CCN allocates and
maintains radio resources since all the APs and BS are connected to the controller. We con-
sider K mobile users in the coverage of HWAN, and are grouped as a set K = {1, 2, ..., K}.
Mobile users have multimodal devices that can connect to more than one radio network
simultaneously. The video data requested by the mobile user from the video server over
the internet is buffered temporarily at HWAN. The video data is transmitted to users per
scheduling interval from the BS/APs. Rate adaptation and rate allocation are based on chan-
nel state information (CSI) and queue state information (QSI). The BS/APs are responsible
for sending the updated value of QSI to the CCN and mobile user devices. The CCN is up-
dated with the CSI periodically using a feedback link from the receiver. In the individual
RANs of HWAN, such as in LTE, the scheduling duration is ten milliseconds, whereas, in
IEEE 802.11 WLAN, the channel assignment is for 0.5 milliseconds for the complete transfer
of data frame. The CCN allocates radio resources at a global level. The CCN schedules the
radio resources for a duration of 10 milliseconds so that mobile users and BS/APs use the
scheduling decision of CCN. This scheduling interval of 10 milliseconds is enough to cope
with signalling overhead, and propagation delay [46]. The rate adaptation decision occurs
at the user device, where the bitrate for the next video chunk is determined once a video
chunk/segment is placed in its respective buffer. The video chunk /segment duration is
in the range of 1-10 seconds, and we assume rate adaptation occurs at a chunk time [96].
Our propose system scheduling policy operates at a physical transmission time scale t. In
contrast, the chunks are requested at integer multiples of segment time, i.e., t = mtc. Here
t represents the physical transmission slot, m describes the video chunk, and tc depicts the
physical frames per video chunk time, which is assumed to be integer [85].

6.2.1 Radio Resource Allocation in HWAN

For time-variant HWAN with a cellular BS and WLAN APs, it is essential to describe the
downlink resource allocation from OFDMA based system and WLAN in detail. In an OFDMA
based system (LTE), we consider N subcarriers of bandwidth G given by G = B/N, where B
is the total bandwidth. We assume that multiple users could share one subcarrier in a time-
sharing manner by using xnk ≥ 0 as the time-sharing fraction for the allocation of subcarrier
n to user k. The transmit power allocated on subcarrier n to user k during the time-sharing
slot is pnk

xnk
. The maximum data rate of mobile user k on subcarrier n is approximated by
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Shannon theorem given as follows:

rnk =

xnkGlog2(1 +
pnk gnk

xnkGN0
), xnk > 0,

0, xnk = 0
(6.1)

where pnk(t) describes the transmit power for the link between user k and subcarrier n at
time slot t. gnk(t) is the channel gain of the link between user k and subcarrier n at time slot
t. N0 is the noise power spectral density. The total transmission rate obtained by user k from
the BS’s cellular c is given by

Rc
k

(
X(t), P(t)

)
=

N

∑
n=1

rnk(t), (6.2)

where X(t) = [xnk]N×K and P(t) = [pnk(t)]N×K.
In IEEE 802.11, WLAN users can share the whole bandwidth without any collision as it

possesses an enhanced feature of distributive coordination function (DCF). In WLAN, the
user k receives data rate rlk from AP l is approximated by determining the instantaneous
signal-to-noise-ratio (SNR) and is given as

rlk(t) = f
(

Pw
out glk(t)

No

)
. (6.3)

The transmitted power from WLAN w’s AP is presented as Pw
out. The WLAN channel’s noise

variance is denoted by No and glk(t) describes the link gain between user k and AP l. SNR
threshold is used to evaluate the achievable data rate and is approximated by f (.). It is as-
sumed that mobile users connect to a single AP, which provides the highest data rate among
the available APs. WLAN uses time division multiple access (TDMA), where users occupy
the entire bandwidth for its allocated time slot tlk(t). The transmission rate received by user
k from WLAN w’s AP is given by

Rw
k
(
T(t)

)
=

L

∑
l=1

tlk(t)rlk(t), (6.4)

where T(t) = [tlk(t)]L×K. The total transmission rate received by user k in HWAN at time
slot t is given by

Rk(t) = Rc
k(t) + Rw

k (t). (6.5)

The time average transmission rate of the HWAN is given by
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FIGURE 6.1: Heterogeneous wireless access network layout.

lim
T→∞

1
T

T−1

∑
t=0

E{(Rk(t)}. (6.6)

6.2.2 Video Model

The video content Sk requested by each user k ∈ K is modelled as a set of chunks. Each
video chunk is available in a finite set of quality levels, i.e. Ak ∈ [1, 2, ...ASk ,max] where
ASk ,max is the maximum quality level for a video chunk [99], [100]. Each quality level of a
chunk corresponds to a different bitrate in a variable bit rate (VBR) of video encoding, i.e.
DSk(Ak, m) is the number of bits for m-th chunk of quality level A of a video Sk for user k
[101], [102]. The quality measure of an m-th video chunk perceived by user k at quality level
Ak is USk(Ak, m).

6.2.3 Transmission Buffer Dynamics and Stability

Each user k ∈ K in HWAN requests the quality level of the mth chunk at the beggining
of mth chunk time, i.e. at each time slot t ∈ {0, tc, 2tc, ...} each user k ∈ K in the system
determines the quality level Ak(t) ∈ {1, 2, ...ASk ,max} of its requested chunk. Based on this
decision, at time slot t, the number of bits DSk(Ak(t), t) and the corresponding video quality
measure USk(Ak(t), t) of the requested chunk is specified. The decision of quality level is
made at time t which is an integer multiple of tc, therefore, we have USk(Ak(t), t) = 0 and
DSk(Ak(t), t) at t /∈ {0, tc, 2tc, ...} [100].

HWAN maintains transmission buffer for each mobile user k, which evolves at transmis-
sion slot t ∈ {0, 1, 2, 3, ...}, and is given by
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Qk(t + 1) = max[Qk(t)− Rk(t), 0] + DSk(Ak(t), t), (6.7)

where Rk(t) is the channel transmission rate and corresponds to dequeuing process i.e. the
number of bits transmitted to user k at each transmission time slot t. The enqueue process
which corresponds to the placement of bits DSk(Ak(t), t) in queue Qk(t) occurs at time slot
t. Qk(t) maintains the bits of chunks requested by user k that are not yet transmitted to the
user. An individual buffer Qk(t) is stable if it holds the following condition, given as

Qk = sup
limT→∞

1
T

T−1

∑
t=0

E{(Qk(t)} < ∞. (6.8)

In a practical system, individual queue is considered as stable if the time-averaged dequeue
process is greater than or equal to the time averaged enqueue process.

lim
T→∞

1
T

T−1

∑
t=0

E{(Rk(t)} ≥ lim
T→∞

1
T

T−1

∑
t=0

E{DSk(Ak(t), t)} (6.9)

A network with stable individual queues is considered as stable [86].

6.2.4 Buffer Model

At each user device, the playback buffers store the downloaded unplayed video content.
Nowadays, mobile devices such as smartphones are provided with enough space to accom-
modate the whole video chunks [103]. In our proposed analysis, we, therefore, ignore buffer
video chunks dropping due to buffer overflow. The unpredictable wireless channel condi-
tions and limited network resources cause buffer underrun, which results in freezing time
[104]. In VBR streaming, different chunks have different sizes and bitrates, making it hard
to establish a relationship between buffer playback time and buffer video size. Therefore,
we focus on the playback buffer video time. The playback buffer time evolves with the
download of a chunk and the video being watched [105]. When a video chunk of length
C seconds is added to the playback buffer, its level increases by C seconds, whereas watch-
ing a video decreases the playback buffer time. Let at time slot t = mtc, the user k starts
downloading chunk m. The download time td,k(m, t) of chunk m for user k depends on the
number of bits of the selected video chunk dk(m, t) and the transmission rate Rk(t) at time
slot t i.e. td,k(m, t) = dk(Ak(m,t)

Rk(t)
[85]. Furthermore, we assumed that one chunk is downloaded

per transmission time slot t. We can therefore simplify the expression for download time as
td,k(t) =

dk(Ak(t))
Rk(t)

. We assume that the duration of the transmission time slot is greater than
or equal to the download time, i.e. tp ≥ td,k Let the buffer video length is Bk(t − 1) seconds
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for user k at time slot (t − 1). The playback buffer occupancy of user k at slot t is given as

Bk(t) = max[Bk(t − 1)− td,k(t), 0]+ + C, (6.10)

where [x]+ = max[x, o] ensures the term is always positive. If Bk(t − 1) ≤ t(d,k)(t), the buffer
drains out during the time slot t − 1. Hence, the freezing time Tf ,k(t) for user k at time slot t
is given as Tf ,k(t) = td,k(t)− Bk(t − 1), otherwise Tf ,k = 0.

6.2.5 Energy Consumption Model

The user device equipped with multi-RAT interfaces can simultaneously receive the video
content over the 3GPP interface and WLAN interface. The mobile user device reception
procedures depend on the available battery power as these devices are battery operated.
The energy consumption model is composed of reception energy during streaming session,
ramp energy and tail energy [106]. The energy consumption model of a user k for an interface
i during video content Sk reception at time slot t is given by

Ei,Sk(t) = rt,i(t) ∗ DSk(Ak(t), t) + rp,i(t) + rr,i(t), (6.11)

where the energy consumption rt,i(t) (Joules/Kbytes) of an interface i is related to data trans-
fer energy during the streaming session. Dk(Ak(t), t) is the bitrate of user k using an interface
i during a time slot t, whereas rp,i(t) measured in joules is the ramp energy consumption rate
related to high power state transition (for 3GPP interface) and scanning and associating (for
WLAN interface) [46], [106]. Since the mobile device is at a high energy state during the
reception of video content, we do not include ramp energy. rr,i(t) is the tail energy. Thus
our energy consumption model is related to the energy consumptions during a streaming
session. The energy consumption ESk(t) of the user device for user k after the download of
an associated chunk at time slot t is the linear sum of power consumption of all active links

ESk(t) = ∑
i∈I

Ei,Sk(t), (6.12)

where i ∈ [1, ..I]. Battery consumption is high when a high-quality bitrate is selected. There-
fore, it must adapt to the bitrate, which avoids energy starvation and prolongs a user device
battery life during streaming.

6.2.6 QoE Model

For our QoE model, we have considered three factors influencing the quality of experience of
mobile users. Two of them are related to the video content, such as the quality of the video
and freezing time, whereas the third feature is related to the device battery consumption,
which is further related to the quality level of the video chunk selected by mobile users. The
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QoE of user k is given as [107]

QoEk = f (Uk, T f ,k, Ek) (6.13)

6.2.6.1 Chunk Quality

At favourable channel conditions, the user perceives higher quality by selecting a higher
quality level and vice versa. The time-averaged perceived chunk quality of user k is given
by

Uk = lim
T→∞

1
T

T−1

∑
t=0

E{USk(Ak(t), t)}. (6.14)

6.2.6.2 Freezing Time

The freezing time which determines the duration of buffer underrun is given as

T f ,k = lim
T→∞

1
T

T−1

∑
t=0

E{Tf ,k(t)}. (6.15)

6.2.6.3 Energy consumption

The average energy consumption of the device is given by

Ek = lim
T→∞

1
T

T−1

∑
t=0

E{ESk(Ak(t), t)}. (6.16)

The time averaged quality of experience of user k is given as

QoEk = w1Uk − w2T f ,k − w3Ek, (6.17)

where w1, w2 and w3 are the non-zero weights related to video quality, freezing time, and the
user device battery consumption, respectively. These weights represent each parameter’s
relative importance, i.e. a lower weight of a metric indicates the user does not care about
that metric, whereas more attention is paid to the metric if it has a higher weight.
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6.3 Problem Formulation

The joint optimization problem for quality rate adaptation and radio resource allocation in-
volves the maximization of the time-averaged users QoE and is given as follow:

max
X(t)P(t),T(t),A(t)

K

∑
k=1

QoEk, (6.18a)

s.t. C1 : Qk < ∞, ∀k, (6.18b)

C2 :
K

∑
k=1

N

∑
n=1

pnk(t) ≤ Pc
max (6.18c)

C3 :
K

∑
k=1

tlk(t) ≤ 1, ∀l, t (6.18d)

C4 : tlk(t) ≥ 0, ∀l, k, t (6.18e)

C5 :
K

∑
k=1

xnk(t), ∀n, t (6.18f)

C6 : 0 ≤ xnk(t) ≤ 1, ∀n, k, t (6.18g)

C7 : Ak(t) ∈ {1, 2, ..., ASk ,max}, ∀k, t (6.18h)

C8 : Tf ,k(t) ≤ βT, ∀k, t (6.18i)

C9 : ESk(t) ≤ Ek,th(t), ∀k, t (6.18j)

where X(t), P(t), T(t) represents the radio resource allocation policy of the HWAN, and
A(t) = {Ak(t)} is the chunk quality level matrix. C1 shows the buffer stability of the HWAN.
C2 and C3 approximate the total power constraint from cellular BS and the time-sharing con-
straint of WLAN AP among mobile users. The physical definition of tlk is approximated by
constraint C4. Constraint C5 is related to the subcarrier allocation from LTE BS. Constraint
C6 describes the physical definition of xnk. Constraint C7 is related to the quality adapta-
tion, which indicates that each user k picks up the quality level available in the finite set
{1, 2, 3...ASk ,max}. C8 is related to the playback buffer underrun, where βT is the minimum
threshold value. C9 is the energy consumption constraint, where Ek,th is the maximum en-
ergy consumption threshold value. Ek,th has a lower value at the device’s lower residual en-
ergy. The device’s lower battery may lead to a lower quality level for the next downloaded
video chunks. The realization of the offline optimization problem Eq. (6.18a-6.18j) is possible
if information related to CSI and Dk(t)1:ASk,max

is known, which is impractical. Furthermore,
the direct solution of this problem has very high computational complexity since the state
space grows exponentially with the number of users. To overcome these challenges, we pro-
pose an online optimization problem. The Lyapunov optimization concept translates the
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problem given in Eq. 6.18a-6.18j into an online optimization problem. It decomposes prob-
lem P1 into two optimization policies: 1) radio rate allocation policy performed by CCN, and
2) quality adaptation policy where mobile users achieve quality adaptation by selecting an
appropriate quality level for each video segment. The following section presents our pro-
posed dynamic hybrid radio resource allocation and quality adaptation for video streaming
over time-varying HWANs in detail.

6.3.1 Problem Transformation

To transform the joint rate allocation and rate adaptation problem into two separate rate
allocation and rate adaptation policies performed at CCN and user device, we consider the
following Lyapunov optimization function

L(Q(t)) ∆
=

1
2

K

∑
k=1

Q2
k(t). (6.19)

The Lyapunov drift function ∆Q(t) quantifies the difference between the Lyapunov function
at time interval [t, t+1].

∆(Q(t)) ∆
= E{L(Q(t + 1))− L(Q(t))|Q(t)} (6.20)

Eq. (6.20) grows large when the system moves to an undesirable state. To minimize ∆(Q(t)),
control decisions are made at every time slot t. This procedure lowers backlogs which main-
tain network stability. To obtain two separate rate allocation and quality adaptation opti-
mization policies, we need to subtract the term VE{QoE(t)} from Eq. 6.20.

E{L(Q(t + 1))− L(Q(t))−VQoE(t)|Q(t)}, (6.21)

where E{QoE(t)} = ∑K
k=1 QoEk(t) at every time slot t and V(V ≥ 0) is a control parameter

used to control the tradeoff between drift ∆(Q(t)) and rewardE{QoE(t)}. The upper bound
of the drift-minus-reward is derived as follow:

∆(Q(t))−VE{QoE(t)}

≤ A +E

{
K

∑
k=1
{Qk(t){DSk(Ak(t), t)

−Vw1USk(Ak(t), t) + Vw3Ek(Ak(t), t)

}

+E

{
K

∑
k=1

(
Vw2Tf ,k −Qk(t)Rk(t)

)}
,

(6.22)
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where A = 1
2E

{
∑K

k=1

(
R2

k(t) + DSk(t)
)}

.

The second term on the right-hand side of Eq. 6.22 is a function of the bitrate of video
chunk and therefore corresponds to the receiver’s rate adaptation optimization policy, whereas
the last term of Eq. 6.22 represents the CCN scheduling optimization policy. The Lyapunov
optimization technique transforms the joint rate allocation and quality adaptation problem
into two subproblems given as follow:

6.3.1.1 Quality Rate Adaptation Optimization Policy Derivation

The adaptation decision regarding the video chunk quality level is made by mobile user at
each chunk time t, i.e. at transmission time slot t = mtc. The adaptation policy is given by
considering second term of Eq. (6.22) as

minimize
Ak(t)

E

{
K

∑
k=1

(
Qk(t)DSk(Ak(t), t)

)}
+

E

{
K

∑
k=1

(
[w3Ek(Ak(t), t)− w1USk(Ak(t), t)

)}

s.t C7 & C9

(6.23)

The quality level Ak(t) is the minimization variable that appears in the separate terms of
the sum, and therefore, we can optimize it separately over each user. Each user receives its
instantaneous queue state information Qk(t) from the BS at each time slot using simple pro-
tocol signalling with minimum overhead. Each user has the information of bitrate DSk(., t)
and quality measure USk(., t) at every time slot t. Hence, the quality level Ak(t) of each video
chunk is determined at the user end in a distributive way at each time slot t as follows:

Ak(t) =argmin

{
Qk(t)DSk(A, t) + V

[
w3Ek(A, t)

−w1Uk(A, t)
]}

,

where A ∈ {1, 2, ..., ASk ,max},

ESk(t) ≤ Ek,th.

(6.24)

It should be noted that at t /∈ {0, tc, 2tc, ...}, USk(Ak(t), t) = 0 and DSk(Ak(t), t), since no
video chunks are requested [100]. Eq. (6.24) shows that quality level is related to video con-
tent, the user queue backlog, the device energy consumption, and user preferences for video
quality and energy consumption. Thus, selecting optimal quality levels for the requested
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chunk avoids network congestion and greater energy consumption at the user device with-
out deteriorating the video content’s quality measure.

min
K

∑
k=1

(
Vw2Tf ,k(t)

)
where Tf ,k(t) ≤ βT, ∀k, t.

(6.25)

Every user has its own playback buffer,therefore, the freezing variable Tf ,k(t) is determined
per user k.

min
(

Vw2Tf ,k(t)
)

where Tf ,k(t) ≤ β, ∀t
(6.26)

Case I: Tf ,k = 0, where Tf ,k ≤ βT

Case II: Tf ,k(t) = td,k(t)− Bk(t− 1), where Tf ,k > βT

(6.27)

When Tf ,k ≤ βT, i.e. the playback buffer is stable, then the adaptation policy uses
Eq. (6.24) to determine the quality level for the next video chunk. However, when Tf ,k > βT,
i.e. the playback buffer is in underrun state and the user may experience stalls. Therefore,
to maintain smooth QoE, our proposed quality adapatation policy works in two steps as

follow. Step i) Since Tf ,k = td,k(t) − Bk(t − 1) and td,k = f
(

dk(A, t), Rk(t)
)

, therefore, the

quality adaptation policy picks a lower quality level for the next chunk to be downloaded to
avoid playback buffer underrun. The chunk quality level adjustment is given as

ASk ,max = max (A(ASk−1, 1)) (6.28)

Step ii) The constraint for the available quality levels, i.e.A ∈ {1, 2, ...ASk ,max} in Eq. (6.24)
is updated with the value obtained in Eq. (6.28) and the optimal value of the quality level of
the next video chunk is selected using Eq. (6.24).

Our quality adaptation policy maintains smooth streaming by minimizing events of stalls.
The third term of Eq, (6.24) has a significant influence on quality adaptation policy. The over-
all quality rate adaptation policy is given in the Algorithm 4 as follows.
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Algorithm 4 Quality Rate Adaptation Policy

1: Initialize: t← 0, Qk(0) = 0, Tf ,k(0), ∀k
2: Input: Each user observes its Qk(t) from the BS.
3: Each usre k gets its ESk(t), rate-quality measure i.e., DSk t, USk(t), and Tf ,k(t) at each chunk

time slot, i.e., at transmission time slot t = mtc, where t ∈ {0, tc, 2tc, ...}.
4: If Tf ,k ≤ βT
5: Use Eq. (6.24) to determine the quality level Ak(t)
6: Else use Eq. (6.28) to update the constraint A ∈ {1, 2, ..., ASk ,max} for Eq. (6.24)
7: Use Eq. (6.24) to determine the quality level Ak(t)
8: end if
9: t← t + 1

10: Update the Qk(t) and Bk(t) ∀k using Eq. (6.7) and Eq. (6.10), respectively.
11: go back to step 2.

6.3.1.2 Radio Resource Allocation Policy Optimization at CCN

The decision of radio resource allocation made by CCN at every transmission time slot t is
based on the last term of Eq. (6.22) and is given as

minimize
X(t),P(t),T(t)

K

∑
k=1
−Qk(t)Rk(t)

s.t. C1- C6.

(6.29)

The objective function related to radio resource allocation is a convex optimization problem.
The CCN observes the updated QSI of all users from the BS. It gets updated CSI from users
at every transmission time t. Although, the radio resource allocation policy is not directly
related to the quality adaptation policy. Eq. (6.27) influence the decision of radio resource

allocation since download time td,k = f
(

dk(A, t), Rk(t)
)

. Therefore, we introduce a new

variable bk(t), and modify Eq. (6.29) as follow

max
X(t),P(t),T(t)

K

∑
k=1

bk(t)Qk(t)Rk(t)

s.t. C1- C6.

(6.30)

where using Eq. (6.26) and Eq. (6.27), the playback buffer underrun variable bk(t) is given asCase I: bk(t) = 1, where Tf ,k ≤ βT

Case II: bk(t) > 1, where Tf ,k > βT

(6.31)

BS/AP receives bk(t) from all of its connected users. It then forwards this information
to CCN. The CCN gives higher priority to users with value of bk(t) > 1, while taking the
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constraints C1- C4 into consideration. Higher bk(t) is related to a higher risk of playback
buffer underrun at the receiver (mobile user) end. Therefore, to reduce the download time
td,k(t), the transmission rate Rk(t) should be increased. It is accomplished by allocating more
radio resources to users with a value of bk(t) > 1.

Mobile users are multihoming, where they can simultaneously connect to both cellular
BS and WLAN AP. Our objective function for the radio resource allocation policy is given as

max
X(t),P(t),T(t)

K

∑
k=1

{ Qk(t)bk(t)[Rc
k(t)+)Rw

k (t)]}

s.t. C1- C6.

(6.32)

We decompose Eq. (6.32) into two sub-problems to allocate optimal radio resources (sub-
carrier and power) from cellular BS and optimal time-share from WLAN. The problem shown
in Eq. 6.32 can be easily decomposed into two parts as neither the objective function nor the
constraints are coupled.

A) Optimal Subcarrier and Power Allocation: The first part of Eq. (6.32) is concave in terms
of xnk and pnk [15]. All the constraints are linear and affine. Our problem of radio resource
allocation from cellular BS is a convex optimization problem. Optimal power allocation is
derived using the first part of Eq. (6.32),

max
X(t),P(t)

K

∑
k=1

Qk(t)bk(t)Rc
k(t)}

s.t. C2, C5, C6.

(6.33)

Using Lagrange function and Karush-Kuhn Tucker (KKT) conditions, we obtain the optimal
power allocation and subcarrier allocation [17]. The optimal solution of Eq. (6.33) is given as

⎧⎨
⎩x∗nk∗ = 1, p∗nk∗ = xnk∗W[Qk(t)bk(t)

σln2 − No
gnk(t)

]+, if k∗ = k

x∗nk∗ = 0, p∗nk∗ = 0, otherwise,
(6.34)

where k∗ = arg max
k

αnk(t), and αnk(t) = Qk(t)bk(t)Wxnklog2(1 +
p∗nk(t)gnk(t)

bk(t)Wx∗nk No
)− σpnk(t).

σ is the Lagrange multiplier for sum power constraint. Optimal power and subcarrier alloca-
tion is based on “water filling” and “winner takes all” techniques [49], [90]. However, in our
approach the water filling technique takes instantaneous values of CQI and CSI, i.e. Qk(t)
and gnk(t) respectively. Furthermore, it dependes on the variable bk(t) which is related to the
state of playback buffer at user end. Eq. (6.34) shows that users with good channel condition
receives more transmit power on the allocated subcarrier. Similarly, larger the queue length
and bk(t), the higher the value of p∗nk(t) to maintain a stable network and provide smooth
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streaming at end user. “Winner takes all” strategy allows the allocation of subcarrier to at
most one mobile user.

B) Optimal Time-Share Allocation: The time-share allocation is derived by using the second
part of Eq. (6.32),

max
T(t)

K

∑
k=1

L

∑
l=1

φlk(t)tlk(t)

s.t. C3- C4.

(6.35)

where φlk(t) =
[

Qk(t)bk(t)rw
k (t)

]
. As per our assumption, mobile users can connect to only

one WLAN AP that provides the highest transmit rate among all the available APs, i.e. tlk >

tmk > 0, where l 6= m. Let WLAN AP l serves the set of mobile users ωl(t) in a TDMA
manner where ωl(t) = {k | rlk > 0}. Connectivity conditions of mobile users from the set
ωl(t) with WLAN AP l is given as follow:

tlk = 0, if k ∈ ω−l (t) and l 6= m

tlk = 1, if k ∈ ω+
l (t) and k = k∗

tlk = 0, if k ∈ ω+
l (t) and k 6= k∗

(6.36)

where k∗ = arg max
k∈ω+

l (t)
φlk(t), ω+

l (t) = {k | φlk > 0, k ∈ ωl(t)} and ω−l (t) = {k | φlk ≤ 0, k ∈

ωl(t)}. So Eq. (6.35) is modified as

max
T(t)

L

∑
l=1

∑
k∈ωl(t)

φlktw
lk(t)

s.t. C3- C4.

(6.37)

Based on the above analysis, we can decompose our objective function into L subprob-
lems as each WLAN AP works independently. The objective function for AP l is given as

max
tlk(t)

∑
k∈ωl(t)

φlktw
lk(t)

s.t. C3- C4.
(6.38)

Constraint C3 shows that ∑K
k=1 tlk ≤ 1, for WLAN AP l , then t∗lk ≤ 1−∑K

k=1 tlk. Let WLAN
AP l has two users k1 and k2, such that tlk1 = 1− tlk2 .The objective function of Eq. (6.38) is
given as
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φlk1(t)tlk1(t) + φlk2(t)tlk2(t)

≤ (1− tlk2(t))φlk1(t) + φlk2(t)tlk2(t)

≤ (φlk2(t)− φlk1(t))tlk2(t) + φlk1(t),

(6.39)

where φlki(t) = min{ki | φlki(t) < 0, ∀ i = {1, 2}}. To exclusively allocate the time slot t of AP
l to user k2, let maximize (φlk2(t)− φlk1(t))tlk2(t)+ φlk1(t), we have tlk2(t) = 1, and tlk1(t) = 0
and φlk2(t) > φlk1(t) > 0. Otherwise tlk1(t) = 1 and tlk2(t) = 0 when φlk1(t) > φlk2(t) > 0.
This procedure can be applied to K mobile users that belong to the set ω+

l (t) to get the
optimal time share described in Eq. (6.36). This optimal time share allocation is related to
the product of Qk(t), bk(t) and rlk(t), since φlk(t) increases at higher values of Qk(t), bk(t)
and rlk(t). As a result the mobile users occupy the entire-time fraction of the WLAN AP to
stabilize the transmission queue at time slot t and maintain a freezing free video streaming.
Finally, the overall algorithm for radio resource allocation from cellular BS and WLAN AP is
given in Algorithm 5.

Algorithm 5 Radio Resource Allocation Policy

1: Initialize: t← 0, Qk(0) = 0, bk(0) = 1, ∀k
2: Input: Observe Qk(t), obtain Gk(t) = {gmk(t), gnk(t)}, and bk(t) from each user k at each

transmission time slot t, where t ∈ {0, 1, 2, ...} .
3: Use Eq. (6.34) to calculate the optimal x∗nk(t), p∗nk(t)
4: Use Eq. (6.39) to determine T∗(t) for the users associated with the available WLAN AP,

i.e from l = 1 to L
5: t← t + 1
6: Update the Qk(t), ∀k using Eq. (6.7).
7: Each user updates its CSI and bk(t).
8: go back to step 2.

In Algorithm 5 the CCN performs radio resource allocation, each user device performs
its quality adaptation and finally Qk(t) and Bk(t) are updated at both network end and at
user end respectively.

C) Complexity Analysis: The computation complexity of Algorithm 4 is O(1), since qual-
ity adaptation is performed at user end distributively. The computation complexity of Al-
gorithm 5 is O(LK) + O(NK/µ2) since the CCN allocates radio resources. Here O(NK/µ2)

is the complexity of subcarrier and power allocation of the cellular BS, where (1/µ2) cor-
responds to the number of iterations that achieves convergence accuracy of µ of Eq. (6.33).
O(LK) is related to the complexity of the time fraction allocation of WLAN. Our proposed
hybrid approach requires CSI, QSI and bk at each time slot t. For the realization of radio re-
source allocation policy, the CCN receives CSI and bk from each user via BS/AP resulting in
O(K) signalling overhead on the air interface per time slot t, whereas the quality adaptation
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policy requires QSI over the air interface per time slot t. It has a signalling overhead of O(K).

6.4 Performance Analysis

In this section, following the footsteps of our previous work [17], we analyze the perfor-
mance bounds of our proposed algorithm. User motion causes CSI variations. As a result,
the network ergodicity state is unlikely to hold in most practical scenarios. Furthermore, we
assume that these variations of CSI occur at the same time scale of video chunk streaming. To
prove the optimality of our proposed algorithm, we compare our QoE with that achieved by
an optimal policy with T-slot lookahead ( i.e., knowledge of the future CSI over an interval
of length T slots). For an arbitrary sample path of the network state Ω(t), we consider the
static optimization problem over the j-th frame j ∈ [0, 1, 2, ..., F − 1]

max QoE =
1
T

jT+T−1

∑
t=jT

K

∑
k=1

QoEk(t)

s.t.
jT+T−1

∑
t=jT

K

∑
k=1

(Dk(t)− Rk(t)) ≤ 0

(6.40)

In Eq. 6.40, the CSI for t ∈ {jT, ..., jT + T − 1} are assumed known for the j-th frame. For
a time slot t, let consider one slot- Lyapunov drift ΔΘ(t) as follow:

Δ(Θ(t))=L(Θ(t + 1))− L(Θ(t)). (6.41)

Subtracting the term E{QoE(t)} and using V(V ≥ 0), the drift-minus-reward is derived as
follow:

L(Θ(t + 1))− L(Θ(t)))− VE{QoE(t)}

≤ A − V
K

∑
k=1

QoEk(t) + ∑
k=1

Qk(t)

(
Dk(t)− Rk(t)

)
(6.42)

where A = 1
2E

{
∑K

k=1

(
R2

k(t) + D2
k(t)

)}
. For a given CSI, let consider � ∈ ΥΩ(t) describes

any policy that minimizes the R.H.S. of the Eq. 6.42. Theorem 6.1 gives the network stability
and optimal QoE of our proposed algorithm.
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Theorem 6.1: For V ≥ 0 and known CSI, the network congestion or time-averaged bounded
backlog of queues is given as

1
FT

FT−1

∑
t=0

K

∑
k=1

Qk(t) ≤ AT + V(QoEmax − QoEmin)

ε

+
(T − 1)α

2
,

(6.43)

and the performance of our proposed hybrid algorithm for HWAN is given as

lim
F→∞

1
FT

FT−1

∑
t=0

K

∑
k=1

QoEk(t) ≥ lim
F→∞

1
F

F−1

∑
j=0

QoE∗
j −

AT
V

, (6.44)

where QoE∗
j is the optimal value of the j-th frame of the optimization problem shown in

Eq. (6.40).
Proof: See Appendix B.

6.5 Simulation Results

This section evaluates our hybrid radio resource allocation and quality adaptation scheme
using Matlab simulations. We consider a downlink multi-RAT heterogeneous simulation
topology, as shown in fig. 6.1. The LTE BS covers the macro cell and is installed in the center
of a cell of radius 500 m. Whereas 4 WLAN APs are deployed in the coverage of LTE BS,
at a distance of 250 m from the macro BS. The LTE BS acts as an umbrella that provides
maximum coverage, whereas the WLAN APs hotspot offers high throughput. Furthermore,
we consider randomly distributed mobile users within the cell. We consider a scheduling
slot of 10 ms and a system bandwidth of 18 MHz specified in LTE standards. In an OFDM-
based system, each resource block has 12 subcarriers and 14 OFDM symbols with TTI = 1ms
and subcarrier spacing of 15 kHz. Furthermore, for LTE, we select the carrier frequency as 3.5
GHz and transmitted power of 49 dBm. The data rate of the users connected to a WLAN AP
is determined by applying the rate adaptation scheme based on the SNR threshold, already
defined in [61] and is given in Table 6.1.

We consider four video files for the simulation study, each of length 200 video chunks
of 0.5 seconds duration. We construct 800 video segments by using these four video files.
Furthermore, the chunks are represented in different quality levels. The first and last 200
video chunks, i.e. from 1 to 200 and 601 to 800, are compressed into eight (8) different quality
levels. In contrast, the remaining 400 video chunks from 201-400 and 401-600 are compressed
into four (4) different quality representations. The quality measure of each video chunk is
determined by using the structural similarity index (SSIM) [108]. To download the video
file, each user picks a chunk (index) at random at t = 0 and requests to download the rest
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TABLE 6.1: SNR and rate mapping [61]

SNR range (dB) Rate (Mbps)
> 24.56 54
[24.05, 24.56] 48
[18.8, 24.05] 36
[17.04, 18.8] 24
[10.79,17.04] 18
[9.03, 10.79] 12
[7.78, 9.03] 9
[6.02, 7.78] 6
<6.02 0

of the video file from that chunk onward. Mobile device energy consumption is a function
of a bitrate of a video chunk related to the quality level of the selected chunk. The proposed
scheme is simulated for 2000 time slots. Thus, the streaming session has a length of 200s,
and the number of chunks for each user is 400. We assigned weights of w1 = 1, w2 = 1,
and w3 = 1 to the attributes of video quality, freezing time, and battery consumption. Users
have the same preferences for all the three attributes. Figs. 6.2-6.4 shows the empirical
CDF of the performance metrics, i.e., video quality and rebuffering state, which is related to
freezing time. Fig. 6.2 shows the percentage of time spent in the rebuffering state. We analyze
multiple streaming sessions per user and evaluate the percentage of the rebuffering state in
the total playback time. Fig. 6.3 shows the video quality (SSIM) averaged over transmitted
chunks obtained after analyzing multiple streaming sessions per user. The highest optimal
value of the average video quality is 0.86, whereas the maximum value of video quality is 1.
Fig. 6.4 shows the average video quality (SSIM) over transmitted chunks per user in a single
streaming session, i.e., each user starts streaming at t = 0 and ends at requesting the 400th
video chunk. Fig. 6.5 shows the playback buffer evolution over time t. The figure shows
that the playback size reduces; however, there is no stall event in the streaming session. Fig.
6.6 shows the adaptability of video quality and energy consumption subject to the available
battery level. From the graph, we can see that to maintain consistent streaming sessions,
and lower quality video levels are requested to consume less energy since it is subject to the
available energy level. When the available energy level is high, video chunks are requested
at a higher quality level, enhancing user quality of experience.

6.6 Summary

In this chapter, we proposed a hybrid radio resource management scheme that operates at a
two-time scale. A hybrid solution for radio resource management is achieved using the Lya-
punov optimization technique that depends on the current information of CSI, transmission
queue information, and the buffer state information. The radio resources are allocated at the
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FIGURE 6.2: CDF plot of rebuffering state.

FIGURE 6.3: CDF of video quality averaged over multiple streaming sessions.

FIGURE 6.4: CDF of video quality averaged over transmitted chunks for a
single streaming session.
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FIGURE 6.5: Playback buffer growth evaluation.

FIGURE 6.6: Energy consumption and video quality adaptation with the avail-
able battery level.
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physical layer using scheduling time intervals. In contrast, quality adaptation is performed
at chunk time intervals in a distributive fashion at each user end. The QoE maximization is
formulated as a stochastic optimization problem. End-user QoE is a function of video qual-
ity, freezing time and energy consumption of the user device. We compare the QoE analysis
of the proposed scheme with the optimal T-slot lookahead algorithm over an arbitrary sam-
ple path. Furthermore, the simulation results show the effectiveness of our proposed hybrid
radio resource management scheme for video streaming over HWAN.
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Chapter 7

Conclusion and Future Work

In this chapter, we conclude our thesis research main ideas and future research directions.

7.1 Conclusion

In this thesis, we have explored hybrid radio resource management for radio resource allo-
cation, RAT selection and congestion management in HWAN. Based on network selection,
radio resource allocation and congestion management analysis and discussion highlighted
in this thesis, and we conclude the following:

• The HWAN provides multiple connectivity options and opportunities to enhance the
perceived QoS of end-users. Therefore, it is crucial to investigate new techniques of
RRM which can efficiently allocate radio resources from available networks and main-
tain the QoS requirements of the user.

• One of the key aspects of RRM is the selection of appropriate networks among the
available networks. We proposed a hybrid approach that involves both users and CCN
in decision-making. We characterized the performance of our HWAN for single and
multihomed connections. The concept of utility is implemented for determining RATs
ranking and association. We evaluated the impact of different criteria on each net-
works’ final utility. Our multi-attribute function optimizes conflicting attributes such
as cost, throughput and energy consumption. The Matlab-based simulation results
show that our multi-criteria network selection scheme gives a more precise decision of
network selection compared to the traditional distributive and centralized method of
network selection.

• In HWAN, both single connection and multihomed connections coexist. Therefore, we
have explored QoS-based radio resource allocation for multi-homing calls in HWAN.
The Matlab-based simulation results of our proposed QoS-based radio resource allo-
cation for multi-homing calls in HWAN show significant gains in the overall utility of
our multihomed approach than the single RAT approach. Through simulation results,
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it is shown that the convergence rate of the proposed scheme is independent of the
minimum data rate requirement of each user.

• Load balancing in HWAN is explored in Chapter 4. Our proposed scheme overcomes
the imbalance load condition by maintaining an equal load ratio across different RATs.
The call blocking probability and bandwidth utilization show the usefulness of our
proposed scheme.

• To design RRM, it is important to consider practical time-varying system models. We
have proposed a hybrid RRM for a time-varying 5G HWAN to cope with the chal-
lenges of signalling overhead and computational complexity in centralized RRM. Our
RRM is capable of performing three main tasks: 1) RAT selection, 2) optimal radio
resource allocation, and 3) congestion control. Users perform RAT selection with net-
work assistance. The joint problem of radio resource allocation and congestion control
is decomposed such that a CCN allocates radio resources to the associated users at
each time slot. In contrast, users play a significant role in congestion control by adapt-
ing its throughput according to its link-state information. Furthermore, we explored
the tradeoff between network utility and delay of our proposed algorithm HCCRRA.
We validated this tradeoff with simulation results and analytical calculations. The sim-
ulation results show that our proposed scheme outperforms the traditional schemes as
it considers user throughput and network load.

• Multi-homing video transmission enhances user quality of experience (QoE). However,
an improved video quality results in more power consumption of user device. There-
fore, we consider user device energy consumption as a metric of QoE. The other two
metrics are related to video, i.e. video quality and freezing time. We have proposed a
hybrid RRM for streaming over a time-varying HWAN. Radio resources are allocated
by selecting an appropriate video quality that maintains user QoE. Here both users
and CCN take an active part in the process of radio resource allocation and quality
adaptation. We investigated the performance analysis of the proposed algorithm. The
performance of the proposed approach is also evaluated through simulation results.

7.2 Future Research Work

This research focused on hybrid radio resource management for radio resource allocation,
rate adaptation, network selection, energy management and QoE-based radio resource al-
location for video streaming in the heterogeneous wireless access network. There are open
issues that need to be further explored. These issues are summarized as follows:

• In our research, we considered a HWAN cellular layout where a macro-BS acts as an
umbrella covering the small BS/AP, which acts as a hot spot. The macro- BS provides
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maximum coverage, whereas the hot spot provides a high data rate. We do not in-
corporate massive deployment of wireless networks. Therefore, exploring our hybrid
RRM with dense HWAN cell deployment may lead to more interesting outcomes.

• In Chapter 2, we considered a central controller node where the BS/AP of different
networks sends their signalling information. We assumed that the signalling informa-
tion exchange among the users, the BS/AP, and CNN takes place on time. Therefore,
further investigation is required to determine the impact of the accuracy of signalling
information exchange and its delivery delay on hybrid RAT selection in HWAN.

• In Chapter 3, we explored radio resource allocation, i.e. subcarrier and power alloca-
tion from OFDMA based system and timeshare allocation from WLAN subject to the
minimum QoS requirement of each user. We consider the only dynamic power con-
sumption of the BS, which is related to the power consumed by the power amplifier
that changes dynamically according to the transmit power. We do not incorporate the
impact of static power consumption in our research. This static power consumption
is related to baseband processing and power consumption at different circuit blocks
such as analog-to-digital conversion, modulation, channel coding and signal detection.
Hence, further investigation on the performance related to the energy efficiency of the
entire system may give more interesting results.

• Since our proposed work in Chapter 5 has a rate adaptation policy and rate alloca-
tion policy; therefore, further exploring is required on the impact of imperfect CSI and
QSI on the rate adaptation algorithm. We did not consider the QoS requirements of
individual users. Therefore further investigation on the impact of minimum data rate
requirement, i.e. QoS constraint on our radio resource allocation policy, may lead to
more interesting results.

• The performance comparison of HCCRRA using multi-services scenarios such as vari-
able bit rate (VBR) and constant bit rate (CBR) needs further exploration. Moreover, we
assumed slow time-varying scenarios. However, in fast time-varying scenarios, users
update BSs about their CSI every 10 ms. Extending our approach by considering fast
time scales for radio resource allocation and congestion control policies will provide
more realistic and useful results.

• In our HCCRRA algorithm, we did not consider the static power consumption at the
BS. Investigating HCCRRA with a BS power model that includes both static power and
dynamic power and incorporating the energy efficiency of the entire system will lead
to more realistic results.

• In Chapter 6, we considered hybrid radio resource management for video streaming
over time-varying HWAN. We consider video quality, freezing time and user device
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power consumption as the QoE metrics. We did not consider the impact of video qual-
ity variation on user QoE. More complex analysis is required that includes video qual-
ity variation as an attribute of user QoE.
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Appendix A

Appendix

A.1 Proof of Lemma 5.1

Let ω∗1 and ω∗2 be the optimal solution for optimization problems P1 and P2, respectively.
Let U∗1 and U∗2 represent the optimal utility functions of problem P1 and P2, respectively.
Applying the Jensen’s inequality to the concave function U(.), we have

U(γ) ≥ U(γ) = U∗2 . (A.1)

Let the solution ω∗2 satisfy the constraint C8, i.e. Eq. (5.19c) and U(.) is non-decreasing, we
have

U(d) ≥ U(γ). (A.2)

Following the fact that since ω∗2 is feasible for the problem P2, it satisfies the constraints of
the problem P1. Therefore, it is concluded that

U∗1 ≥ U(d). (A.3)

This leads us to finally conclude that U∗1 ≥ U∗2 . The optimal solution ω∗1 of problem P1 is
also feasible for problem P2, following the fact that C1-C7 are constraints of both original
and transformed problem. We choose γk(t) = dk

∗
for all time slots t along with ω∗1 results in

feasible policy for problem P2, given as

U∗2 ≥ ∑
k∈K

U(γ) = ∑
k∈K

U(d) = U∗1 . (A.4)

Eqs. (A.2 to A.4) conclude that the original and transformed problem are equivalent such
that U∗1 = U∗2 .
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A.2 Proof of Theorem 5.1

Let φ ∈ ΥΩ(t) describe any feasible decisions which minimize the R.H.S. of drift-minus re-
ward function given in Eq. (5.24) and is re-written as

∆Θ(t)−VE{U(γ(t))|Θ(t)} ≤ Z− ∑
k∈K

E

[
Qk(t){Rk(t)ts

−Dk(t)}|Θ(t)
]
− ∑

k∈K
E

[
Γk(t){Dk(t)− γk(t)}|Θ(t)

]
−VE{U(γ(t))|Θ(t)}.

(A.5)

Then for any arbitrary $ > 0, there is a stationary and randomized policy φ∗with decision
variables independent of queues (both Qk(t) and Γk(t)) at each time slot t satisfying the
following constraints:

E{Rφ∗

k (t)ts − Dφ∗

k (t)} ≤ $, (A.6)

E{Dφ∗

k (t)− γ
φ∗

k (t)} ≤ $, (A.7)

E{U(γ
φ∗

k (t))} ≤ U∗ − $, (A.8)

where U∗ is the theoretical utility. It is further assumed that for any vector γ, we have

Umin ≤ ∑
k∈K

U(γk) ≤ Umax. (A.9)

Putting Eq. (A.6) and Eq. (A.7) in Eq. (A.5) and using the assumption of Eq. (A.9) we get the
following:

∆Θ(t)−VE{U(γ(t))|Θ(t)} ≤ Z−VE{U(γ(t))|Θ(t)}
−$ ∑

k∈K
E[Qk(t)]|Θ(t)]

−$ ∑
k∈K

E[Γk(t)|Θ(t)].

(A.10)
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Summing the inequality over time slots t ∈ {0, 1, ..., T − 1}, we get

E{L(Θ(t + 1))} −E{L(Θ(t))} −
T−1

∑
t=0

VE{U(γ(t))}

≤ T(Z−VUmin)− $E

[ T−1

∑
t=0

∑
k∈K

Qk(t)|Θ(t)
]

−$E

[ T−1

∑
t=0

∑
k∈K

Γk(t)|Θ(t)
]

.

(A.11)

By rearranging Eq. (A.11) and ignoring Θ(t) as it is a randomized stationary policy, putting
L(Θ(t + 1)) > 0 and L(Θ(0)) = 0 and taking limits as T → ∞ we get the following expres-
sion:

lim
T→∞

1
T

T−1

∑
t=0

E

[
∑

k∈K
Qk(t) + ∑

k∈K
Γk(t)

]
≤ Z + V(Umax −Umin)

$
.

(A.12)

Thus Eq. (5.49) is proved.
Now putting Eq. (A.6) and Eq. (A.7) into Eq. (A.5), and equating $→ 0, we get

∆Θ(t)−VE{U(γ(t))|Θ(t)} ≤ Z−VE{U∗|Θ(t)}. (A.13)

Ignoring the term Θ(t) for the randomized stationary policy, and the inequality summation
over the time slot t ∈ {0, 1, ..., T − 1} gives us the following equation:

E{L(Θ(t + 1))} −E{L(Θ(0))} −V
T−1

∑
t=0

E{U(γ(t))}

≤ Z−VU∗.

(A.14)

Using the fact that L(Θ(t + 1)) ≥ 0 and L(Θ(0)) = 0, and further dividing Eq. (A.14) by T,
we have

lim
T→∞

1
T

T−1

∑
t=0

E{U(γ(t))} ≥ U∗ − Z
V

. (A.15)

We apply Jensen’s inequality as the utility function is a non-decreasing concave function, we
conclude that

U(d) ≥ lim
T→∞

1
T

T−1

∑
t=0

E{U(γ(t))} ≥ U∗ − Z
V

, (A.16)

which proves Eq. (5.50).
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Appendix

B.1 Proof of Theorem 6.1

Consider a randomized policy $∗ ∈ ΥΩ(t) with decision variables D∗k (t), R∗k (t), A∗k (t), and
QoE∗k (t) that may give a larger value of Eq. 6.42

L(Θ(t + 1))− L(Θ(t)))−VE{QoE(t)}

≤ A−V
K

∑
k=1

QoE∗k (t) + ∑
k=1

Qk(t)

(
D∗k (t)− R∗k (t)

)
(B.1)

Further, the queue evolution from one time slot to the next is bounded by α, and is given as

Qk(t)−Qk(jT) ≤ (t− jT)α, ∀k ∈ K (B.2)

Putting Eq. B.2 in Eq. 6.42, we get the following

L(Θ(t + 1))− L(Θ(t)))−VE{QoE(t)}

≤A +
K

∑
k=1

(
(t− T)α + Qk(jT)

)(
D∗k (t)− R∗k (t)

)

−V
K

∑
k=1

QoE∗k (t)

(B.3)

Summing the inequality over t ∈ [jT, ..., (j + 1)T− 1], and ∑
jT+T−1
t=jT (t− T) = T(T−1)

2 , D∗k (t)−
R∗k (t) ≤ α1, and αα1 = 2A, we get
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L(Θ(j + 1)T)− L(Θ(jT)))−V
jT+T−1

∑
t=jT

{QoE(t)}

≤AT2 +
K

∑
k=1

Qk(jT)
jT+T−1

∑
t=jT

(
D∗k (t)− R∗k (t)

)

−V
jT+T−1

∑
t=jT

K

∑
k=1

QoE∗k(t)

(B.4)

For any arbitrary ε > 0, and a randomized policy $∗ at each time slot t satisfy the follow-
ing constraints:

1
T

jT+T−1

∑
t=jT

(
D∗k (t)− R∗k (t)

)
≤ −ε (B.5)

It is further assumed that QoEmax is the maximum value of QoE for frame j, we have

QoEmin ≤
K

∑
k=1

QoE∗ ≤ QoEmax. (B.6)

L(Θ(j + 1)T)− L(Θ(jT)))−V ∑
t=jT
{QoE(t)}

≤AT2 + VT

(
QoEmax

k (t)−QoEmin
k (t)

)
− εT

K

∑
k=1

(Qk(jT)
(B.7)

Putting Eq. B.2 in Eq. B.7, we get

L(Θ(j + 1)T)− L(Θ(jT)))

≤AT2 + VT

(
QoEmax

k (t)−QoEmin
k (t)

)
− ε

jT+T−1

∑
t=jT

K

∑
k=1

(Qk(t)

+
T(T − 1)αε

2

(B.8)



Appendix B. Appendix 109

Summing Eq. B.8 over the frames j ∈ [0, ..., F− 1], we get

L(Θ(FT)− L(Θ(0))) ≤AT2F + VTF×(
QoEmax

k (t)−QoEmin
k (t)

)

− ε
FT

∑
j=0

K

∑
k=1

Qk(t) +
FT(T − 1)αε

2

(B.9)

Rearranging and ignoring the appropriate terms and taking the limits as F → ∞, and divid-
ing by εFT, we get the following expression

1
FT

FT−1

∑
t=0

K

∑
k=1

Qk(t) ≤
T(T − 1)α

2
+

AT
ε

+

V

(
QoEmax

k (t)−QoEmin
k (t)

)
ε

(B.10)

Thus Eq. 6.43 is proved.
Let consider the optimal policy which acheives the optimal solution QoEopt(t). Updating

Eq. B.4 with the optimal value of QoE, we get the following expression

L(Θ(j + 1)T)− L(Θ(jT)))−V
jT+T−1

∑
t=jT

{QoEk(t)}

≤AT2 −VTQoEopt
j (t)

(B.11)

Summing Eq. B.11 over j ∈ [0, ..., F], we get

L(Θ(FT)− L(Θ(0)))−V
FT−1

∑
t=0

K

∑
k=1
{QoEk(t)}

≤AT2F−VT
F−1

∑
j=0

QoEopt
j (t)

(B.12)

Dividing both sides of Eq. B.12 by VFT, and setting L(Θ(FT)) ≥ 0, we get

1
FT

FT−1

∑
t=0

K

∑
k=1
{QoEk(t)} ≥

1
F

F−1

∑
j=0

QoEopt
j (t)

− L(Θ(0)))
VFT

− AT
V

(B.13)

Taking the limits as F → ∞ and putting L(Θ(0)) = 0, proves Eq. 6.44, i.e.,
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lim
F→∞

1
FT

FT−1

∑
t=0

K

∑
k=1
{QoEk(t)} ≥ lim

F→∞

1
F

F−1

∑
j=0

QoEopt
j (t)

− AT
V

(B.14)
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