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Abstract

Prion Propagation and Loss in Single Bacterial Cells

Krista Jager

Originally discovered in the context of fatal neurodegenerative diseases, prions are proteins
that can exist in two conformations: a normal one and a self-propagating form that can
convert native proteins to the prion form. Surprisingly, prion proteins can also act as
a stable, non-pathogenic epigenetic switch. The propagation of prion aggregates appears
to be conserved across all domains of life, with extremely rare spontaneous transitions
between the two conformations. The long timescales involved in prion conversion and
loss have limited previous studies, leaving the underlying molecular mechanisms of these
transitions still poorly understood. We set up a microfluidic platform that enabled tracking
thousands of individual cells using quantitative time lapse fluorescence microscopy as they
propagated and lost the prion state in Escherichia coli over hundreds of cell divisions. We
focused on the recently discovered prion-forming domain in the single-stranded DNA binding
protein (SSB) of the bacteria Campylobacter hominis, and observed two modes of prion
propagation: small aggregates and an ultra-stable large aggregate located at the old pole of
the cell. While cells harbouring the large aggregates maintained the prion state, the small
aggregate sub-population lost the prion state following exponential decay. We further showed
that, in this system, partitioning errors are the main cause of prion loss, and subsequently
corroborated these results using orthologous prion domains. As many prion proteins have
unknown function, we investigated the general physiological impact of the presence of prions
in bacteria. We found that the prions imposed a small cost to the growth rate; however, our
preliminary results suggest that they could also provide increased resistance to proteotoxic
stresses. Our results emphasize the strengths of using a bacterial model system and our
microfluidic setup to study the molecular mechanisms of prion propagation.
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Chapter 1

Introduction

Information transfer from generation to generation is a fundamental property of
biology. Our contemporary understanding of how information is inherited over successive
generations is based in genetics and the central dogma of molecular biology: information
encoded in genes is heritable1–3 and flows unidirectionally from nucleic acids to proteins
which can be used by an organism to replicate itself 4,5. However, not everything falls under
this powerful unifying concept in biology.

Long before scientists began postulating the central dogma, shepherds all over
Europe were dealing with scrapie, a fatal transmissible spongiform encephalopathy (TSE)
disease6. The etiology of scrapie continued to perplex scientists for decades even as analogous
neurodegenerative TSE diseases in humans, such as Creutzfeld-Jakob disease 7,8 and Kuru9,
were identified10. Of notable concern to early researchers was the unprecedented appearance
of transmission to be both contagious and hereditary 11. Radio-biologist Tikvah Alper
speculated that scrapie must be replicating without nucleic acid after she was unable to
determine the genomic size of the causative agent12. Her theory that an infectious agent could
replicate without nucleic acids was experimentally tested by Stanley Prusiner, leading to his
Nobel Prize winning research in which he proposed the term ’prion’ to describe proteinaceous
infectious particles as the causative agents in TSEs13.
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1.1 The prion hypothesis

Prions can be broadly defined as proteins that are capable of converting between
structurally distinct states, of which at least one conformation is self-propagating 14–16. The
prion hypothesis, that a protein conformation can attain different heritable phenotypes
without alterations to their encoding genes, falls outside the central dogma of biology and
was controversial until spontaneous prion formation in vitro and in vivo was achieved in the
laboratory17–19.

1.2 Prion structure and strains

Prion proteins can sometimes adopt several structurally distinct self-propagating
conformations from the same amino acid sequence16,20–22. These genetically identical
prion "species" or "strains" vary in their stability and three-dimensional structure 23–27.
Throughout this thesis, we will refer to them as prion "variants" (a terminology commonly
used in yeast prions) to avoid confusion with our bacterial strains. Prions typically
obtain their self-propagating nature when a soluble native protein undergoes several
biochemical steps resulting in amyloid fibrils, which aggregate to form complexes that are
capable of nucleating fibril formation in their properly folded counterparts 22,28,28–32. These
amyloid fibril complexes adopt a highly ordered cross-β-structure providing high kinetic and
thermodynamic stability from a continuous array of hydrogen bonds 29,33,34. Although such
prions are considered a sub-class of amyloids35, non-amyloid forming prions have recently
been identified, with the specific structure that allows their self-propagation yet to be
determined36.

1.3 Molecular model for prion propagation

The current model for prion propagation is the nucleated polymerization model,
in which pre-existing prions act as a template to facilitate the conversion of their properly
folded counterparts37–39. Complexes of amyloid fibrils are elongated by the addition of newly
converted prion monomers, and can be fragmented, sometimes by chaperones such as Hsp104
and ClpB. Fragmentation of these complexes into smaller oligomers, ensures the conversion
of more properly folded proteins into the prion fold, creating a self-propagation feedback loop
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leading to exponential amplification of the amount of prion proteins (Figure 1.1) 28,37,40–45.

Figure 1.1: Prion propagation follows a cycle of fragmentation
and elongation. Fragmentation of amyloid aggregates, sometimes by
chaperone machinery such as Hsp104 and ClpB, can provide more
oligomers to convert their properly folded counterparts. The addition
of monomers to aggregates creates amyloid fibrils. Schematic adapted
from Marchante et al.45 and Scheckel et al.46

It also has been suggested that there exists a minimal seed size n below which the
aggregates spontaneously return to the native fold, although this seed size remains largely
uncharacterized37. The balance between elongation and fragmentation enables the stable
propagation of prions in a population of dividing cells 47–49.

1.4 Non-pathogenic prions

Although first identified in the context of fatal neurodegenerative disease,
non-pathogenic prions have now been found across all domains of life (Table 1), suggesting
that they are a common part of biochemical organization and normal cellular function 50–52.
In yeast, transferable prion protein domains (PrDs), which can confer prion properties to
the protein it is attached to, have been shown to provide either a loss 53,54 or gain55 of
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function phenotype to the protein, thus acting as a stable epigenetic switch. Therefore,
such prions may confer a fitness benefit in fluctuating environments through phenotypic
heterogeneity53,56,57, such as increased resistance to drugs58 or oxidative stress57. These
non-pathogenic heritable epigenetic elements in yeast (reviewed by Liebman and Chernoff 59)
also provide a model system for studying prion propagation that has enabled invaluable
insights in the pathology of TSE diseases and our overall understanding of prions 60–64.

Table 1.1: Selected non-pathogenic prions and their biological roles.
Notation for yeast proteins in their prion state include square brackets
and a + denoting extra-nuclear inheritance and dominance through
mating respectively (ex. [prion+])60.

Domain Species Protein Normal function Impact of the prion state

Archaea Methanosalsum
zhilinae

CopY family Transcriptional
repressor

Unknown52

Bacteria Campylobacter
hominis

SSB Single stranded
binding protein

Unknown65

Bacteria Clostridium
botulinum

Rho Transcription
termination factor

Genome wide
transcriptional
read-through51

Eukarya Saccharomyces
cerevisiae

Sup35/[PSI+] Essential
translation release
factor

Genome wide translational
read-through of stop
codons42

Eukarya Saccharomyces
cerevisiae

Vts1/[SMAUG+] Developmental
regulator

Enables yeast to anticipate
nutrient repletion after
periods of starvation66

Eukarya Mus musculus CPEB3 Translational
repressor

Translational activator
involved in long term
memory facilitation67

Eukarya Arabidopsis
thaliana

Luminidependens Signals flowering in
response to
temperature change

Unknown68
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The first identified fungal prion protein, Sup35 of Saccharomyces cerevisiae 69–71,
served as a model system for yeast prions and has been thoroughly studied. Upon prion
conversion, Sup35, denoted [PSI+] in the prion form, loses its normal function resulting
in translational read-through of stop codons 42,50. The appearance of [PSI+] is greatly
accelerated by the presence of a prion inducibility factor, such as Rnq1 or New1, designated
in their prion state as [PIN+]70,72–74. However, the mechanisms underlying this interaction
have not yet been made clear, with some hypothesizing that [PIN+] acts as a template for
Sup35 prion conversion31,37,70.

1.4.1 Prions in bacteria

The first example of prion propagation in bacteria was the formation of the S.
cerevisiae Sup35 prion in Escherichia coli cells75. The New1 inducibility factor is required
for the initial conversion of Sup35 to its prion form, but not for the stable propagation and
retention of the Sup35 prion in both E. coli and S. cerevisiae (Figure 1.2)43,72,76.

Figure 1.2: Conversion of the yeast Sup35 prion [PSI+] in E. coli
bacterial cells is achieved by transient exposure to the New1 [PIN+]
factor76. Upon conversion of Sup35 to [PSI+], the prions will continue
to propagate in the absence of New1. Schematic adapted from Yuan
et al.76.

The successful propagation of yeast prions in E. coli motivated the search for
a bacterial prion. Bioinformatic analysis using an algorithm trained on yeast prion
domains15,77 uncovered thousands of potential candidate prion domains (cPrD) in sequenced
bacterial species51. Among the cPrDs identified are the transcription termination factor
Rho of Clostridium botulinum and the single-stranded DNA-binding protein (SSB) from
Campylobacter hominis 51. Both Cb-Rho and Ch-SSB were found to form prions in E. coli
cells51,65. However, the SSB protein relies on the presence of the New1 inducibility factor
for initial prion formation65.
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1.4.2 Genetic assay for prion presence and propagation

A lack of tools to detect prion behaviour in bacteria motivated researchers to
develop a genetic assay that reports on prion formation and propagation in E. coli 65.
This tool makes use of a transcription-based reporter that detects elevated levels of
the disaggregase ClpB, as bacterial cells harbouring prions were previously observed
to have elevated ClpB expression65,76. The promoter for clpB (PclpB) is fused to the
lacZ gene so that an increase in expression consequently results in increased levels of
the enzyme β-galactosidase, which can break down a dye-linked substrate called X-gal
(5-bromo-4-chloro-indolyl-β-D-galactoside) into an insoluble blue pigment 78–81. To confirm
that blue colonies do indeed contain prions, cell extracts were screened for SDS-stable
and SDS-soluble material, as prion aggregates are known to be stable in SDS at room
temperature65,82,83. With SDS-stable aggregates found only in blue colonies and SDS-soluble
aggregates in pale colonies, prion-containing (blue) colonies can be detected based on the
colony colour phenotype (Figure 1.3).

Figure 1.3: Genetic assay for prion detection. Prion-containing
E. coli colonies can be identified using a PclpB-lacZ transcriptional
reporter developed by Fleming et al.65. Upon plating cell substrate
onto X-gal plates, prion colonies are identified by a dark blue colour.
Re-plating blue colonies gives rise to plates with a mix of both blue and
pale colonies, while re-plating pale colonies give rise to pale colonies
only.

Strikingly, this genetic assay showed indefinite propagation of prion-containing cells,
yet each re-plating resulted in a small fraction of cells that would spontaneously lose the
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prion65. Additionally, one lineage produced a higher fraction of prion-containing cells than
the others, suggesting that this bacterial prion can adopt unique conformations from the
same amino acid sequence (i.e. prion variants), a phenomenon that has previously been
observed in yeast and mammalian prion proteins 16,65,84.

1.5 Mechanisms of prion loss in microbes

The extreme rarity of spontaneous transitions between native fold and prion
proteins leaves many questions unanswered regarding the underlying molecular mechanisms
responsible for their appearance and loss29,31. Prion loss (sometimes called “curing”) in
yeast, i.e. when all prion aggregates are reverted back to their normal fold, has been found
to rely on perturbations to the propagation cycle 85, previously depicted in Figure 1.2. This
disruption can be achieved by inhibiting fragmentation of prion aggregates 43,49, increasing
or decreasing disaggregase activity43,49, or autophagy86. These mechanisms for disrupting
the prion propagation cycle in yeast are not mutually exclusive 85. For example, [PSI+] has
been found to be cured by both inactivation or overproduction of Hsp104, 43. Inactivation
of Hsp104 can disrupt the prion propagation cycle by inhibiting fragmentation, 49 whereas
Hsp104 overproduction can cause spontaneous disassembly 47 and asymmetric segregation
of prion aggregates to only one of the two progenies87. The underlying mechanism of
Hsp104 mediated prion curing remains unclear 88–90. Interestingly, two separate laboratories
concluded that heat shock cured weak [PSI+] variants by asymmetric segregation; however,
one lab showed that the daughter cells were cured before the mother cells 91 while the
other showed the opposite, with mother cells losing the prion state before the daughters 87.
The difference between these two results has been accounted for by the growth phase
of the cells: the transition from log to exponential phase versus exponentially growing
cultures respectively32. Further investigations of [PSI+] curing combined with mathematical
modelling suggests that in addition to disruptions to the propagation cycle, the oligomeric
size of prion aggregates is a crucial contributor to the probability of a loss event occurring 37.

With bacterial prions only recently identified, these previous studies in yeast have
raised several questions in bacteria. How are prions lost in E. coli? Why do some cells
lose the prion state whilst others propagate it indefinitely? Does the currently accepted
molecular model for prion propagation in yeast and mammalian cells hold in bacteria?
Both the [PSI+] and the bacterial SSB prion require the presence of ClpB, the Hsp104
bacterial ortholog, to propagate in E. coli, suggesting that disaggregase activity is important
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for prion propagation65,76. However, unlike in wild type (WT) yeast, WT bacterial cells
appear to stochastically lose the prion state much more frequently without external stress
or perturbations to the propagation cycle65,76. It is unclear why prions in bacteria appear
to be less stable.

1.6 Single-cell time-lapse microscopy

It is well established that the behaviour of an individual cell within an
isogenic population can display broad distributions in cellular processes within a fixed
environment92–95. This cell-to-cell heterogeneity combined with the stochastic nature of
prion inheritance makes it necessary to quantify prion propagation and loss at the single-cell,
rather than at the population level.

Single-cell time-lapse microscopy has primarily involved tracking the growth of
micro-colonies on agarose pads96. Infused with nutrients, agarose pads can support bacterial
growth for only a short period of time before cells start competing and forming multiple
layers, obstructing single-cell imaging and causing cells to differ in growth rates and
metabolic status97,98. During these limited generations, the first few are spent adapting
to the growing conditions and the latter are spent competing for resources leading to
non-steady-state growth conditions, sometimes resulting in non-reproducible quantitative
results98,99. Additionally, the difference in environments experienced by cells at the edge of
the micro-colony compared to those in the center can cause artificial variations in cellular
processes, misrepresenting the natural stochasticity and preventing the maintenance of
steady-state growth conditions97–99.

1.6.1 The "mother machine" microfluidic device

The overcrowding limitations associated with agar pads motivated researchers to
develop a microfluidic platform, dubbed the "mother machine", to enable long-term imaging
of bacterial cells undergoing steady-state growth100. This platform traps single bacterial cells
in trenches that are perpendicular to a larger feeding channel, thereby allowing single-cell
lineages to be followed for hundreds of generations under precisely controlled environmental
conditions (Figure 1.4). A constant flow of media through the main channel diffuses into the
dead-end cell trenches providing nutrients and flushes away newly divided cells, leaving the
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"mother" cell at the top of the cell trench.

Figure 1.4: The "mother machine" microfluidic device traps
individual rod-shaped bacterial cells in dead-end channels
perpendicular to a larger feeding channel. As the cells grow
and divide the old-pole "mother" cell remains trapped at the end
of the cell trench while the newly divided cells are flushed away by
constant supply of fresh media, allowing imaging of single cells over
hundreds of generations.

1.7 Thesis objectives

The "mother machine" microfluidic device for studying long-term stochastic
processes at the single-cell level provides the perfect platform for investigating the
propagation and loss of the newly identified bacterial Ch-SSB prion. To the best of our
knowledge, this will be the first characterization of prion propagation and loss in single
bacterial cells. In addition, while some papers have shown time-lapse microscopy over a
handful of divisions, they have been limited in the timescale and could not observe loss
dynamics under non-perturbed conditions.

In Chapter 2, we set up a microfluidic platform for long-term single-cell time-lapse
imaging that overcomes the technical challenges of obtaining long time-scale experimental
measurements of prion inheritance. Chapter 3 aims to characterize and quantify prion
propagation and loss using the SSB bacterial prion as a model system. We aim to answer
three questions:

1. How is the prion state lost? In this thesis, we elucidate the molecular mechanism
of prion loss in bacteria. We show that prions have two modes of propagation, and
that the prion loss is driven by partitioning errors at cell divisions.

9



2. Are there variants of bacterial prions? Previous studies have suggested that
variants of bacterial prions could exist, but have not been conclusive. We developed
a setup enabling the precise characterization of the dynamic properties of bacterial
prions, paving the way for the discovery of prion variants.

3. What are the general physiological impacts of non-pathogenic prions? While
non-pathogenic prions do not appear to have severe toxicity, it remains unclear how
they affect cell physiology. In this thesis, we show that the presence of prions results
in a small but significant impact on the growth rate. However, our preliminary results
indicate that they could also provide protection against proteotoxic stress.

10



Chapter 2

A microfluidic platform for single-cell
time-lapse imaging

2.1 Introduction

Microfluidics focuses on the precise manipulation of fluid in systems with at
least one dimension in the range of 100nm to 100µm101–103. The field is fundamentally
multidisciplinary, and relies heavily on engineering and physics principles to create the
microsystems in which these fluids are manipulated. The desire to measure single-cell
dynamics within a microfluidic device has driven the development of specific platforms,
often uniquely designed for each application. These platforms have been used in many ways,
such as quantifying complex growth100,104,105 and gene expression dynamics106–109, as well as
investigating host-pathogen interactions110, antibiotic tolerance111, quorum sensing112, and
bacterial interactions113.

The microfluidic devices used throughout this thesis, modelled after the "mother
machine"100, have their features cast into polydimethylsiloxane (PDMS), commonly used
for its permeability to oxygen, chemical and thermal stability, biocompatibility and
optical transparency114. The embedded microstructures in the PDMS leave a gap when
plasma-bound to a glass coverslip creating space for the cells and media (Figure 2.1a). Media
is pumped through the inlet into the main feeding channel and then exits through the outlet
into a waste beaker (Figure 2.1b). The lineages of growing cells in the trenches can then be
followed under precisely controlled environmental conditions using time-lapse microscopy.
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Figure 2.1: A complete microfluidic device. a) a side-view of
a microfluidic device with the microfluidic features embedded into
PDMS. The chip is bonded to a coverglass for microscopy, closing
the channels. b) A top-down view of a microfluidic device loaded with
bacterial cells. Media is pumped through the completed device to feed
the cells (yellow) during a time-lapse microscopy experiment

In order to measure single-cell dynamics over long time scales, a microfluidic device
with the proper dimensions is required to prevent the cells from being flushed out, and to
replicate the growth rate and physiology observed in liquid culture 98. We therefore built a
library of molds to create microfluidic devices of varying dimensions that can accommodate
different bacterial species and strains. This chapter will describe the methods and challenges
of fabricating these devices.

2.2 Microfabrication

2.2.1 Device design

When scaling down from the macro- to microscale the behaviour of the flow of fluids
transitions from having a dominant inertial force to a dominant viscous force effect 115. The
ratio of the inertial to viscous forces is referred to as the Reynolds number (Re)116:
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Re =
(inertial forces)
(viscous forces)

=
ρνL

υ

where the density (kg/m3) of the fluid ρ, the kinematic velocity (m/s) of the flow
ν, and the characteristic linear dimension L are the inertial forces, and the dynamic viscosity
(mPa·s) is represented by υ. Typical flow regimes, such as those found in household pipes,
have a high Reynolds number (>4000) resulting in unstable and turbulent flow (Figure 2.2).
As the Reynolds number falls (<2000), the flow regime becomes stable and laminar, with
diffusion acting as the only method of mixing117,118. The laminar flow regime therefore
provides challenges for channel microfluidic devices, as nutrients within the medium depend
on diffusion to enter the cell trenches and for waste metabolites to be flushed away.

Figure 2.2: Turbulent flow (left) stable laminar flow (right) in a
channel. The black arrows indicate the direction of the flow. Adapted
from Fallahi et al.119.

All of the microfluidic devices used throughout this thesis have dimensions that
fit well within the laminar flow regime. As diffusion is the only method of mixing at this
scale, the length of the cell trenches determines how variable the feeding is for cells along
the trench (i.e. cells further away from the trench opening go longer before receiving fresh
medium)99,120. The original mother machine microfluidic device contained cell trenches with
a length of 30 µm100. As recent work has found growth-limiting effects associated with cell
trenches >20 µm long98, the devices used throughout this thesis were modified to have a cell
trench length of 20 µm, ensuring uniform feeding along the trench. Due to the variation in
sizes of bacterial species and strains, our template contains devices with four different cell
trench widths ranging from 1.1 µm to 1.7 µm (Figure 2.3b).
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Figure 2.3: Varying dimensions of the microfluidic device template.
a) The template used to create the molds for fabricating the
microfluidic devices in this thesis with b) varying cell trench widths
to accommodate a variety of bacterial species and strains.

If the dimensions are too narrow, cells cannot easily enter a trench, with those that
do enter exhibiting reduced growth and affected cell morphology 98. Trenches that are too
tall enable the bacteria to grow on top of one another, making post-experiment segmentation
difficult (Figure 2.4a).

Figure 2.4: Importance of a precise cell trench size to ensure the
bacterial cells are healthy and the images taken during an experiment
can be analysed. Fluorescence microscopy images of E. coli cells
within microfluidic devices of varying dimensions. Cell trenches that
are a) too high result in cells growing over top of one-another, b) too
wide result in cells growing side-by-side, c) slightly wider than the
height dimension produces segmentable images.
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Additionally, trenches that are too wide result in cells growing side-by-side, which
adds additional challenges to post-experiment analysis (Figure 2.4b). Thus, the precise fit
required for healthy cell growth and usable data typically involves width dimensions greater
than the height, but shy of allowing side-by-side growth (Figure 2.4c). With the width of
the cell trenches already established in the template design, the height is determined during
the photolithography process described in the following section.

2.2.2 Photolithography

Photolithography is the process of transferring a design from a template
(photomask) onto the light sensitive photoresist material coating a surface, which acts as a
mold for the finalized microfluidic device114,121,122. To create the microstructures that will
serve as a template for the finalized microfluidic devices used in this thesis, the molds used
throughout this thesis were fabricated following standard photolithography practices at the
McGill Nanotools microfabrication facility (Montréal, Canada), a class 100 cleanroom, to
reduce particulate contamination.

Molds are built up layer-by-layer to create features of different sizes. Starting with
a silicon wafer as a base surface, the first layer of negative photoresist 123 is deposited, which
will become the cell trenches. As the negative photoresist is light sensitive, an ultraviolet
(UV) light is shone through the template cross-linking the exposed areas. The rest of the
photoresist is washed away leaving the desired features on the wafer (Figure 2.5a). A detailed
protocol for the fabrication process is described in Chapter 5: Materials and Methods (section
5.1.1). This process is repeated a second time with the addition of an alignment step to create
the larger feeding channels required for our devices. The higher feeding channel ensures that
the hydraulic resistance of the channel is relatively low and that media can be pumped
through via syringe pumps. A challenging process in the manufacturing of the mold is
ensuring the precise alignment of these consecutive layers. The slightest variation in the
x, y, z, or rotational axis can result in mis-alignment of the cell trenches with the feeding
channel, rendering the mold useless (Figure 2.5b).
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Figure 2.5: Brief photolithography workflow with alignment
examples. a) Photoresist is deposited onto a silicon wafer. The
areas of negative photoresist exposed to UV light though the template
become cross-linked and permanently adhere to the silicon wafer. b)
Microscopy images of the second layer with an example of improper
alignment of the two layers on the left, resulting in the cell trenches
not connected to the feeding channel. The image on the right shows
proper alignment.

Alignment markers are included in the template designs to reduce these errors.
However, depending on the design of the markers and the equipment available to align the
layers, simply having these markers is not enough to ensure proper alignment, as seen in
Figure 2.5b. In order to reduce the errors and time allocated to photomask alignment, the
markers used to fabricate the molds used in this thesis were re-designed for future fabrication
based on experience with the equipment available at the McGill Nanotools facility. The initial
alignment marker design consists of several plus signs arranged in a larger formation that
are built into the first layer on the wafer. The second layer consists of boxes, or windows,
used to align the plus signs into (Figure 2.6a). The improved design includes additional
boxes, and arrows acting as a landing strip to reduce the time required to locate the markers
(Figure 2.6b).
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Figure 2.6: Template alignment marker improvements. The second
layer (blue) is used to align the first layer (black) during the
photolithography process. a) shows the original alignment markers
used for the wafers produced for this thesis, and b) demonstrates
improvements on the design that will be used for future wafer
fabrication.

2.3 Library of microfluidic molds

Once fabricated, the silicon wafers bearing our device design can be used as a
master mold almost indefinitely. As previously mentioned, bacterial strains vary in size. To
accommodate the range of bacterial strains used in our laboratory, several molds with cell
trench heights varying from 0.9 µm to 1.3 µm by 0.1 µm increments were fabricated. The
cell trench heights can be matched with the variation of cell trench widths to create an ideal
fit. The strains listed in Table 2.1 have been successfully tested with our molds.
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Table 2.1: Bacterial lab strains and the corresponding cell trench
heights of the microfluidic devices they fit in.

Cell trench height Bacterial strain

Rhodobacter capsulatus

1.0 µm Bacteroides thetaiotaomicron

Escherichia coli MG1655

1.1 µm Escherichia coli DH5alphaZ1

1.3 µm Escherichia coli MC4100

The E.coli MG1655 strains used throughout this thesis grow well in the 1.0 µm tall
and either the 1.1 µm or 1.3 µm wide devices, as both widths allow media to diffuse in but
are not so wide that cells are able to grow side-by-side. The devices used in the following
chapter are 1.0 µm tall and 1.3 µm wide unless otherwise specified. Figure 2.7a shows a
representative example of an E. coli MG1655 strain loaded into a completed device. The
"mother" cell in each individual cell trench is followed for the duration of an experiment
(Figure 2.7b), with the cells growing and dividing consistently over time (Figure 2.7c-d).
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Figure 2.7: Representative E. coli MG1655 strain growing in our
microfluidic device. a) A microscopy snapshot of a partial field of
view during an experiment showing 10 cell trenches filled with E. coli
cells. b) Schematic representation of an individual cell trench, in which
the mother cell is tracked. c) An example time trace showing the area
of the mother cell over time with d) consistent growth rate during each
consecutive division. Cell division occurs every ∼ 50 minutes at 30◦C,
same as found in other microfluidic platforms105 and in culture tubes
outside the device.
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Chapter 3

Single-cell dynamics of bacterial prions

3.1 Introduction

As prions have only recently been discovered in bacteria 51,65, their kinetics and
loss mechanisms have yet to be determined. With our microfluidic platform for time-lapse
single-cell imaging, we set out to quantify and characterize the Campylobacter hominis SSB
(Ch-SSB) prion loss at the single-cell level. We elucidate the molecular mechanism for prion
loss and two different modes of propagation. Using our platform, we also investigated if SSB
prion domains from different bacterial species have the same loss kinetics and mechanisms.
This chapter will also provide preliminary evidence on the existence of bacterial prion
variants, i.e. different prion conformations with varying stability from the same amino
acid sequence, a phenomenon previously observed in yeast 16 and mammalian cell prions124.
Finally, we investigated if the SSB prion confers a burden onto the cells that harbour them,
and whether this provides them with increased resistance to proteotoxic stress.

3.1.1 Visualization of protein aggregates

In order to characterize prion propagation, it was first necessary to induce the
prion state and distinguish cells with normal protein conformations from cells harbouring
prions. To do this, Ch-SSB PrD and the New1 initiation factor were fused to mEYFP
(mEFYP-SSB PrD) and mScarlet (New1-mScarlet), respectively, enabling prion aggregates
to be detected using fluorescence microscopy through aggregated/non-diffuse fluorescent
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signal (Supplementary Figure 6.1, Figure 3.1). New1 is required for the conversion of
Ch-SSB to its prion form, but not for stable Ch-SSB propagation65. Therefore, to induce the
formation of the prion and monitor its propagation, New1 was transiently expressed. This
was possible due to the temperature sensitive origin of replication of the plasmid containing
New1. After Ch-SSB prion conversion, we confirmed New1 loss with antibiotic sensitivity
and the absence of red fluorescence (Supplementary Figure 6.2). Additionally, we used the
genetic assay developed by Fleming et al.65 to identify colonies containing Ch-SSB prions
(Figure 3.1). Consistent with observations by Fleming et al. 65, pale colonies (prion-negative)
give rise to 100% pale colonies, whereas blue colonies (prion-positive) give rise to a mix of
both (Figure 3.1).

Figure 3.1: Plating assay for detecting the presence of prions at the
colony level. Re-plating experiments with strain KLJ15 using an assay
to detect prion propagation show that once lost, cells do not regain
the prion state: pale (prion-negative) colonies give rise to only pale
colonies. On the other hand, blue (prion-positive) colonies give rise to
a mix of both. Microscopy images of E. coli were taken on an agarose
pad, with diffuse YFP fluorescence observed in the cells from the pale
colony, and aggregated YFP fluorescence (yellow spots) in the cells
from the blue colony.
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3.1.2 Confirmation that visualized aggregates are prions

Prions can be distinguished from their normal conformation by running cell lysates
on semi denaturing detergent agarose gel electrophoresis (SDD-AGE) 82. To confirm that
the visualized aggregates were prions, cell lysates from our constructs for SDD-AGE were
prepared as described in Fleming et al.65 by Dr. Benjamin Springstein. A Western Blot
confirms that all selected blue colonies contain SDS-insoluble Ch-SSB aggregates whereas
pale colonies contain only soluble Ch-SSB proteins (Supplementary Figure 6.3). Additionally,
because aggregated fluorescence (i.e. fluorescence not uniformly diffuse throughout the cells)
was only present in the blue colonies, we concluded that cells containing aggregated YFP-PrD
represented cells with prions.

3.1.3 Overview of experimental setup

For the following experiments, prion-containing colonies were grown in liquid
culture and loaded into a microfluidic device for single-cell time-lapse imaging. Figure 3.2
shows an overview of this experimental setup. Once a time-lapse microscopy experiment is
complete, an automated image segmentation platform creates a continuous time trace for
each individual cell and identifies prion aggregates as fluorescent spots. More detail on this
methodology is available in Chapter 5.
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Figure 3.2: An overview of the experimental setup for quantifying
prion propagation and loss. a) Cultures that have been cured of New1
give rise to both pale and blue colonies. b) Prion-containing colonies
(blue) are grown up in liquid culture and screened for prion content
prior to loading in a microfluidic device. c) Epifluorescent time-lapse
imaging follows thousands of single cells for 1-3 days as they grow and
divide in the device.

3.2 Prion loss is kinetics

Prion loss is determined when a cell continues to produce YFP fluorescence, but
no longer forms aggregated foci. By displaying images of a single cell side-by-side over time
as a kymograph with the colour scale emphasizing aggregates, we can clearly see loss events
occurring as the cells grow and divide (Figure 3.3a). We used a spot-finding algorithm that
identifies cells harbouring prions for each individual cell trace and determines the timing
of loss events (Figure 3.3b, Chapter 5 section 5.3.2). This analysis was consistent in time,
where cells that lost prions did not reform them, but continued to produce diffuse YFP
fluorescence.
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Figure 3.3: A spot-finding algorithm identifies cells in the prion
state. a) The first three kymographs show prion loss events identified
at a time point shown by a pink triangle. The fourth trace shows a cell
that did not have the prion when it was loaded into our microfluidic
device. Note that the contrast here emphasizes the aggregates, and
that for all these traces the overall concentration of fluorescence is
constant (i.e. fluorescence is produced at the same level after loss
of the prion, see e.g. Figure 3.7). b) All cell traces sorted by the
time they lost the prion state. Each trace is colour coded showing the
presence (purple) and absence (grey) of spots. Above the plot is an
example cell (trace index 734) that loses the prion at 400 minutes with
its associated kymograph from 304 to 544 minutes. All images were
taken 8 minutes apart.
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By quantifying prion loss, we can determine if it is memoryless, i.e. independent of
time spent in the state. The only continuous distribution with a memoryless property is the
exponential distribution125. We can therefore plot the cumulative distribution of cells losing
the prion state and determine if it follows the memoryless distribution. The probability that
a cell propagates a prion for more than t time is the survival function (1 - the cumulative
distribution function):

Cumulative distribution function (CDF): F (t) = P (T ≤ t)

Survival function (1-CDF): S(t) = P (T > t) = 1− F (t) for t > 0

where T is the length of time the prion is propagated. Initially, we assumed that
all prion-containing cells in a clonal population would have similar loss kinetics. Plotting
the fraction of cells in the prion state as a function of time (1-CDF) revealed a biphasic
distribution, where the rate of prion loss starts off rapidly and then slows down over time
(Figure 3.4a). This suggests that there could be distinct subpopulations of cells with
different loss kinetics. Visual inspection of prion containing cells revealed two prion aggregate
phenotypes. In one subpopulation, a single large aggregate was present, typically located at
the pole closest to the end of the cell trench, i.e. the old-pole, which is not renewed after cell
division. In the other subpopulation, several small aggregates were dispersed throughout the
cell (Figure 3.4b). The old-pole subpopulation continuously gave rise to progeny with the
small aggregate phenotype, indicating that these cells indeed contained prions rather than
other non-specific protein aggregates (Figure 3.4c).
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Figure 3.4: The fraction of cells in the prion state over time (1-CDF)
for all aggregate phenotypes shows a biphasic decay (n=1,779 cells
followed). b) Cells typically either have one large prion aggregate
located at the old-pole, or several smaller aggregates dispersed
throughout the cell. c) Kymograph showing the "mother" cell with
an old-pole aggregate (located at the top of the cell) and the progeny
with many small aggregates. Images were taken 8 minutes apart.

As the old-pole aggregates were substantially brighter than the small aggregates
(Figure 3.4b), the two subpopulations can be separated using the median top 10% of YFP
pixel values in the cell image divided by the YFP protein concentration for the entire cell.
We refer to this as the peak over average ratio. While there was incomplete separation, a
threshold value of 5 adequately separated the phenotypes after manual inspection (Figure
3.5). Cells with a peak over average fluorescence value below 5 were considered to have small
aggregates.
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Figure 3.5: Prion phenotype identification. Histogram showing the
ratio of peak YFP over average YFP fluorescence for all images of
prion containing cells (n = 130,560)

Separating the two sub-populations based on prion aggregate phenotype revealed
that the two subpopulations had drastically different loss distributions (Figure 3.4). The
loss kinetics of the prion state in cells harbouring several small prion aggregates follows an
exponential decay (R2=0.998) indicating that prion loss is a memoryless process for this
group (Figure 3.6a). The half-life of the prion state (t1/2), measured as the time it takes for
half of the prion-containing cells to lose the prion (1-CDF = 0.5), is ∼2 cell generations (96
minutes). In contrast, the large old-pole aggregates rarely lose the prion state, displaying
stable long-term propagation (Figure 3.6b).

Figure 3.6: The fraction of cells in the prion state over time (1-CDF)
separated based on aggregate phenotype. Splitting the population of
prion containing cells into two groups reveals distinct loss kinetics.
a) The small aggregate group (n=1,014 cells followed) follows an
exponential distribution (red line) with an R2=0.998. b) The old-pole
phenotype (n=765 cells followed) rarely experiences a loss event.
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Cells harbouring the old-pole aggregates typically maintained the prion state for the
duration of an experiment, generating small-aggregates containing progeny cells at division.
The old-pole aggregates were mostly immobile, presumably due to their size preventing
movement past the nucleoid. On rare occasions, the large aggregate was able to move away
from the old-pole and was inherited by its progeny, resulting in prion loss in the mother
cell. These data suggest two modes of bacterial prion propagation. The small aggregates
were relatively unstable and their loss followed exponential decay. Contrastingly, cells
containing the old-pole aggregates were very stable and divided asymmetrically, generating
one cell containing small aggregates and one old-pole aggregate containing cell. In our
device, as we only track the mother/old-pole cells, this phenotype is highly enriched. In an
exponentially growing culture, the old-pole cell would represent an exponentially diminishing
subpopulation, yet would be capable of preserving the prion state for long periods of
time. In the future, it would be interesting to confirm the presence of this subpopulation
using alternative reporters for the prion state that do not depend on a fluorescent protein
translation fusion, as we cannot exclude the possibility that the formation of these large
aggregates is influenced by the presence of the fluorescent protein 126. As cells with the
old-pole aggregates display vastly different loss kinetics than cells with small aggregates, the
following analyses focus solely on cells with the small aggregate phenotype.

3.3 Prion loss is driven by partitioning errors at cell

division

It was previously found that Sup35 prion loss events in E. coli cells were correlated
with a drop in Sup35 protein levels76. This motivated our first hypothesis: stochastic
fluctuations resulting in under-expression of the Ch-SSB protein causes loss events. To
determine if Ch-SSB prion loss events are also correlated with a drop in protein levels, we
plotted the concentration of YFP, i.e. the expression of the SSB protein, leading up to a loss
event. Unlike with the Sup35 prion, there appeared to be no drop in Ch-SSB protein levels
prior to the loss event (Figure 3.7).
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Figure 3.7: The expression of the SSB protein is constant before the
prion loss event. Traces were aligned at the moment of prion loss, and
the median concentration of YFP (i.e. total YFP/cell area) over time
is shown relative to the loss event (purple, n=893) with the standard
error of the mean (SE) as the envelope. The loss event is indicated
with a dotted grey line at time=0.

With Ch-SSB protein levels remaining steady leading up to a loss event, we explored
a second hypothesis: partitioning errors drive prion loss events. Partitioning errors occur
from the stochastic division of molecules between the mother and progeny cells during
division127. We previously observed that asymmetric segregation of aggregates can cause
prion loss events within the old-pole sub-population. As partitioning errors occur during
division, to test our hypothesis with the small aggregate sub-population, we first wanted
to see if prion loss events were correlated with cellular division. Determining the cell cycle
position at the time of prion loss revealed that most cells lost the prion state right after cell
division (77% lost at division, n=893 prion losses) (Figure 3.6a). To further confirm that
the stochastic partitioning of prion aggregates at the time of division causes prion loss, we
quantified the partitioning error (Q) of prions as the difference in total YFP (i.e. protein
abundance) between the mother and progeny cells immediately following cell division (Figure
3.6b):

Q =
(YFP mother cell - YFP progeny cell)
(YFP progeny cell + YFP mother cell)

If there is an equal amount of YFP proteins in both the mother and progeny cells
immediately following cell division, the partitioning error will equal zero. Q will be a positive
number if mother cells contain more YFP than their progeny cells, and a negative number
if more YFP are present in the progeny cells after division.
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For cells that lost the prion state at division (77%, n=893 total cells), right at the
time of loss there is a large negative partitioning error, showing the transfer of YFP proteins
to the progeny cells (Figure 3.8c). Of these progeny cells, 89% (n=886 total progeny cells)
continue to propagate the prion state for at least one cell cycle (∼6 images) after a loss event
in the mother cell (Figure 3.8d). This suggests that instead of being simply “lost”, prion
aggregates are transferred into that progeny cell through random segregation. For the cells
with prion loss events not occurring at cell division (23%, n=893 total cells), they appeared
to have a large partitioning error into the progeny cell just prior to their loss, suggesting
that partitioning errors also play a role in these cells (Figure 3.8c).
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Figure 3.8: Prion loss is driven by partitioning errors at cell division.
a) The majority of cells (77%, n=692/893) lose the prion right after cell
division, indicated as the cell cycle position zero in the histogram. b)
Schematic representation of the partitioning error (Q) calculation. c)
The median partitioning error (normalized for protein concentration)
of cells that lost the prion state at cell division (red line, n=692) and
cells that lost the prion state during a different phase of the cell cycle
(blue line, n=201). The median was calculated using cell traces that
had more than 10 cell divisions occur at a single time point (n=893
cell traces). d) Kymograph example of a mother cell losing the prion
at cell division (pink triangle) and the progeny cell (below) continuing
to harbour prions. Images were taken 8 minutes apart.
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Taken together, these results suggest that the prion loss is caused by partitioning
of aggregates to the daughter cell, prior or at the moment of prion loss, and that the prion
continues to be propagated in that daughter cell for the limited time where we can track
it. Therefore, we conclude that Ch-SSB prion loss is driven by partitioning errors. This
suggests that the distribution of aggregate size is crucial for the stability of the prion, as
larger aggregates would result in larger partitioning errors.

3.4 Characterization of orthologous SSB PrDs

In addition to the Ch-SSB PrD65, our collaborator Dr. Ann Hochschild’s group
(Dept. of Microbiology, Harvard Medical School) has identified SSB PrDs from other
bacterial species that can form prions in E. coli (unpublished). To provide further support
that prion loss in bacteria is a memoryless process driven by partitioning errors, we
investigated orthologous SSBs from different bacterial species to see if they have the same
properties as the Ch-SSB prion. Dr. Hochschild’s group also performed random mutagenesis
of the Ch-SSB PrD and discovered a mutant that is able to spontaneously form aggregates
without the presence of New1, hereafter referred to as Chmut. It remains unclear if this
mutant is a prion forming protein or simply a protein that aggregates at high concentration.

The mutant and SSB PrDs from Lactobacillus heilongjiangensis (Lh-SSB) and
Moraxella lincolnii (Ml -SSB) were grown in our microfluidic devices following the previous
experimental workflow used with Ch-SSB. Focusing our analysis again on cells with small
aggregates, we found that the fraction of cells in the prion state over time for Lh-SSB,
Ml -SSB, and Chmut all follow an exponential decay, however the t1/2 of the prion state varied
dramatically, increasing from ∼2 generations in Ch-SSB to a remarkable ∼18 generations
in Ml -SSB (Figure 3.9a). The majority of loss events occurred at cell division for all of
the orthologs and Chmut (Figure 3.9b). Additionally, as seen previously withCh-SSB, the
mutant and orthologs all have larger partitioning errors prior to prion loss, with the transfer
of aggregates to the progeny cell either right before or during the loss event (Figure 3.9c).
These data suggest that the partitioning error hypothesis for the mechanism of prion loss is
consistent across SSB PrDs from different bacterial species.
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Figure 3.9: Prion loss kinetics of various SSB PrD orthologs. The
loss distributions for SSB variants and the mutant show a large range
in prion stability. The t1/2 increased from 2.3 generations in Ch-SSB
(blue line, n=1,014), 3.2 generations in Lh-SSB (purple line, n=352),
4.4 generations in Chmut (red line, n=438) and 17.9 generations
in Ml -SSB (yellow line, n=135). b) Percentage of cells that lose
the prion at cell division (Chmut n=247/329, Ch-SSB n=692/893,
Lh-SSB n=229/288, Ml -SSB n=39/58). Error bars are the bootstrap
estimates of the standard error of the mean. c) The median normalized
partitioning error of cells that lost the prion state. The median was
calculated for the following orthologs using cell traces that had more
than 10 cell divisions occur at a single time point, Ch-SSB (blue line,
n=893), Chmut (red line, n=329) and Lh-SSB (purple line, n=288).
As the stability of the Ml -SSB prions result in very few loss events,
the median was calculated using cell traces that had at least 4 cell
divisions occur at a single time point (n=58 traces).
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3.4.1 The SSB mutant can re-form prion aggregates after loss

events

The mutant was found to form blue colonies on our indicator plates without ever
interacting with the New1 initiation factor. We hypothesized that the Chmut SSB protein
either aggregates at high concentration, or spontaneously folds into a prion conformation
at a much higher rate than the native Ch-SSB. In the plate assays, colonies were either all
in the aggregated state at high induction levels, or all in the non-aggregated state at lower
induction levels (unpublished results from the Hochschild lab). However, in our microfluidic
experiments we observed that the SSB mutant lost the prion state similarly to the other
orthologs (Figure 3.9), indicating that cells can be either in the aggregated or non-aggregated
state at the same concentration of protein. Additionally, during our previous experiment
with the mutant, we observed, on rare occasions, aggregates re-appearing several generations
after a loss event (Figure 3.10, iii). The reappearance of aggregates after a loss event was
not observed in any of the SSB orthologs. These particular traces were excluded from the
calculation of the loss rate in the previous section.

Figure 3.10: Spontaneous formation of prions in Chmut. Kymograph
showing three different cell traces. In the first two traces (i and ii) the
cells lose the prion (depicted by a pink triangle) and never regain
it. The bottom trace (iii) shows spontaneous formation of aggregates
(depicted by a blue triangle) several generations after a loss event.
Images are shown 88 minutes apart.

Taken together, these results suggest that the Chmut can spontaneously adopt a
prion conformation at a much higher rate than the SSB orthologs. Interestingly, human
genetic prion diseases have been linked to a mutation in the PrP gene that causes a higher
probability of spontaneous prion formation 128.
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3.5 Support for distinct prion strains

To show the reproducibility of our experimental setup, the same colony was imaged
and tracked in separate experiments on three different days. The prion loss distributions
from these three separate experiments were almost identical, with half-lives for the prion
state around 3 generations (Figure 3.11, colony A). There was no significant difference found
between the prion loss distributions for these three different experiments (Kruskal-Wallis
test, p=0.153). Using the same experimental setup, a different colony from the same plate
as colony A displayed drastically different loss kinetics, with the prion aggregate half-life
increasing four fold to ∼12 cell generations (Figure 3.11 colony B). The different loss kinetics
for two Lh-SSB colonies provides further evidence for the existence of SSB prion variants.
However, this would need to be investigated further.

Figure 3.11: Different colonies display vastly different loss kinetics.
a) Three different experiments (different days, different microlfuidic
chips) with the same Lh-SSB colony produce almost identical loss
curves (colony A, shades of red lines). The t1/2 for colony A from
experiments 1-3 is: 3.2 (n=352), 3.1(n=192), and 3.4 (n=309) cell
generations respectively. A different colony selected from the same
plate, colony B (blue line) displays stable prion propagation, with t1/2
increasing to 11.9 generations (n=197).
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3.6 Biological implications of the prion state

3.6.1 The impact of the prion state on doubling time

The yeast and bacterial prions identified thus far do not appear to cause major
toxicity for the cells that harbour them. However, it is unclear if the presence of prions have
an effect on the host’s overall physiology. To determine if prions impose a burden on the cells
that harbour them, we measured the doubling times (td) of cells with and without prions
in our microfluidic device (Figure 3.12). Cells harbouring the small aggregate prions have
a td ∼3% (1.7 minutes) longer than cells without prions, while the cells with the old-pole
aggregates grew with an additional ∼2% (1.1 minutes) longer td than cells with the small
aggregates (Figure 3.12). These results suggest that these prions confer a relatively small -
but non negligible - penalty on the growth rate of their host.

Figure 3.12: The Ch-SSB prion state confers a slight burden on
cells that harbour them. The td of all cells were estimated by fitting
an exponential growth rate for each division that occurred during the
experiment. Empirical distribution function curves, with the median
of the dataset represented by the grey dashed line on the y-axis (0.5).
Cells with no prions have the fastest median td (47.8 min, n=6,767 time
points, dark blue line), followed by cells harbour the small aggregate
phenotype (td=49.5 min, n=19,880 time points, light blue line). The
old-pole aggregate group has the longest median td at 50.6 minutes
(n=61,696 time points, dotted light blue line). The inset shows a
close up of when each group passes the median (grey dashed line),
with the confidence interval lines running vertically around each curve
in their respective colours.
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3.6.2 Prion aggregates could provide protection to proteotoxic

stress

Recently, cells containing non-specific protein aggregates were found to be more
resistant to proteotoxic stress, such as exposure to hydrogen peroxide (H2O2), streptomycin,
or heat shock, than cells without aggregates129. Govers et al. proposed this increase
in resistance was due to the higher levels of specific protein quality control machinery
(ClpB/P and DnaK/J) observed in cells containing protein aggregates 129. Because our
prion-containing cells display elevated ClpB expression, as observed using our transcriptional
reporter plate assays, we hypothesized that bacterial prions could provide protection against
proteotoxic stress.

To test this hypothesis, we treated prion-induced cells in our microfluidic device
with a growth medium supplemented with a sublethal concentration of H2O2 (5 mM) for 20
minutes, before switching back to the standard growth medium. During H2O2 exposure, all
cells stopped growing. This treatment was harsher than intended and resulted in very high
cell death (Figure 3.13).

Figure 3.13: Prion cells show increased resistance to H2O2 exposure.
Once half Lh-SSB cells had lost the prion state, they were exposed
to 5mM of H2O2 for 20 minutes. Cells are considered prion-free if
no aggregates were present in the cell for at least one division cycle
before H2O2 exposure. Of the cells containing no prions, 3.3% survived
treatment (n=6/180). 1.2% of cells containing the old-pole aggregates
(n=2/170), and 9% of the small aggregate sub-population survived
exposure to H2O2 (n=7/78), respectively. Numbers in white indicate
the number of surviving cells out of the total cells in each group.
Error bars are the bootstrap estimates of the standard error of the
mean percentage of cells surviving H2O2 exposure.
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Interestingly, the cells containing small prion aggregates were ∼2 times more likely
to survive than cells without prions, whereas cells containing old-pole aggregates were ∼3
times less likely to survive. However, the results were not statistically significant, likely
due to the small number of cells that survived. These preliminary results are nevertheless
suggestive that prions could provide a protective role against proteotoxic stress. In the
future, these experiments will be repeated with a sublethal stress that results in a ∼ 50%
survival, which will greatly increase statistical power.
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Chapter 4

Conclusion

In this thesis, we have presented the first characterization of prion propagation and
loss at the single cell level. In order to do this, we built and implemented a rendition of a
"mother machine" microfluidic device, enabling the tracking of hundreds of single bacterial
cells in constant growth conditions. This microfluidic setup was then used to characterize
and quantify prion loss in bacteria at the single cell level.

This thesis emphasizes the strength of our microfluidic platform for investigating
the dynamics of prion inheritance in bacteria. Our first observations in the mother machine
revealed two different SSB prion phenotypes: one with one large aggregate localized at the
old-pole, and the other with several smaller aggregates dispersed throughout the cell. The
old-pole sub-population displayed very stable prion propagation and an asymmetric division,
creating one old-pole aggregate cell and one progeny cell harbouring prions with the small
aggregate phenotype. This suggests that in a culture of growing cells, the old-pole phenotype
would make up a smaller fraction of the population over time, yet could propagate the prion
for long periods of time. These dynamics are obscured in the population-level stability
experiments (e.g. plates). The importance of the old-pole aggregates in the survival of the
prion phenotype in a growing population remains to be determined. We did not investigate
if the old-pole aggregates can convert into the small aggregate phenotype, or vice-versa. We
suspect that the old-pole aggregate is formed after an aggregate reaches a critical size, where
it can no longer diffuse freely through the nucleoid and has limited chaperone accessibility. As
there was not a complete separation between the two subpopulations using our classification
(peak/average fluorescence ratio), we suggest further analysis methods to characterize the
mobility of the prion state over time, thus enabling the investigation of the transition between
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these states. In the future, alternative reporters of the prion state that do not depend on
fluorescent protein fusion with the prion domain, such as transcriptional reporter, would
strengthen the biological relevance of the old-pole aggregate.

Quantifying the loss kinetics of the small aggregate sub-population for all the SSB
PrD orthologues (Ch-SSB, Ml -SSB, Lh-SSB) and Chmut showed that the small aggregate
prion state is lost following an exponential decay (i.e. a memoryless process). Investigating
the mechanisms of prion loss revealed that partitioning errors caused asymmetric segregation
of the prion aggregates into the progeny cell at or before the time of prion loss. The Ch-SSB
progeny cells that received prion aggregates after a loss event in the mother cell continued
to propagate the prion state for the time we could track them. Additionally, the majority
of loss events occurred at cell division in all of the SSB PrD orthologues and the mutant.
Therefore, we conclude that prion loss is caused by partitioning errors for the prion domains
studied. This is consistent with what was observed in yeast, where prion variants with
smaller but more numerous aggregates, which would be predicted to have smaller partitioning
errors, were more stable than prions with larger aggregates 27. In the future, we suggest
characterizing the distribution of aggregate size using partitioning errors or image analysis
methods such as Spatial Intensity Distribution Analysis (SpIDA) 130 and correlating it with
the stability, to further confirm the role of partitioning error in the stability of the prion.
Because bacteria are smaller and divide more rapidly the yeast, we would generally expect
bacterial prions to be more affected by partitioning errors, as these errors scale with the
inverse of the square root of the number of molecules? . This could tentatively explain why
the bacterial prions observed so far appear to be less stable than the yeast prions.

Our preliminary results that different cell colonies harbouring the Lh-SSB prions
displayed drastically different loss kinetics provided support for the existence of bacterial
prion variants. This suggests that the Lh-SSB protein can convert into structurally distinct
prion variants with varying stabilities, a phenomenon well documented in mammalian and
yeast prions16,20–22. The different prion stabilities observed within and across the SSB
orthologues likely result from different rates of elongation and fragmentation in the prion
propagation cycle, as observed with the yeast [PSI+] prion variants27. To further investigate
the existence of SSB prion variants, we suggest the following experiment. First, the variants
should be "purified", as multiple prion variants can co-exist temporarily in the cells upon
prion induction before one variant out-competes the others 84,131. To accomplish this, we
suggest re-plating several prion-positive colonies. The prion loss kinetics of the second round
of prion-positive colonies, which we call R2 colonies, could then be quantified using our
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microfluidic platform. We hypothesize that different R2 colonies will display different loss
kinetics. The same colonies used in the microfluidic device will be passaged several more
times (e.g. to create R5 colonies), which will again have their loss kinetics measured. We
expect identical loss kinetics of each colony to its parent colony in the first experiment. This
would show that the different loss kinetics are self-propagating, thus confirming the existence
of SSB prion variants. We could then characterize the loss kinetics for each variant identified
in each orthologue, to see if, despite their very different amino acid sequence, the properties
of their prion domains are similar.

As expected, we observed that Chmut could spontaneously form aggregates after a
loss event, a phenomenon not observed in any of the SSB orthologs. We hypothesize that
this genetic mutant is similar to the genetic prion diseases, where a mutation increases the
probability of the spontaneous formation of a specific prion variant 128. We thus hypothesize
that the SSB mutant also adopts one specific strain. To provide further evidence for the
prion properties of the mutant and the existence of prion variants, we suggest analysing the
loss kinetics for several different colonies. If the properties of Chmut are similar to that of
genetic prion diseases, i.e. it spontaneously adopts one specific prion aggregate structure,
we expect different Chmut colonies to always display the same loss kinetics.

We observed that the Ch-SSB small aggregate prions impose a small yet meaningful
cost on the growth rate of their host, with a slightly larger burden imposed for cells
harbouring the old-pole aggregates. With the biological function of many prions currently
unknown, we investigated if the slight burden imposed on cell growth could be a trade-off for
a selective advantage in the population. To that end, we attempted to recreate the fitness
experiments conducted by Govers et al. on the role protein aggregates play in resistance to
proteotoxic stressors129. Our preliminary results suggested that cells harbouring the small
aggregate prions were ∼2 times more likely to survive H2O2 exposure than prion-free cells,
indicating the SSB prion may provide a protective role against proteotoxic stress. Although
our sample size was too small, our observations provide motivation to continue to investigate
the resistance prion-containing cells may have to H2O2 and other proteotoxic stressors such
as heat shock and streptomycin exposure. In future experiments, we suggest measuring the
time to recovery from the stress (H2O2 or streptomycin) along with the survival rate, and
using stress that results in ∼ 50 % survival rate to increase the sample size.

With increasing evidence that prion inheritance is a conserved cellular process
across all domains of life52, future studies using our microfluidic platform will continue
to shed light on the mechanisms of prion propagation for both functional and pathogenic
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prions.
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Chapter 5

Materials and methods

5.1 Microfluidics

5.1.1 Photolithography

The finalized template designed by Giselle McCallum was sent to Toppan
Photomasks Inc. to create the quartz photomask required for standard photolithography.
The wafers used throughout this thesis were fabricated at the McGill Nanotools
microfabrication facility (Montréal, Canada), a class 100 cleanroom, to reduce particulate
contamination while maintaining constant humidity, pressure and temperature. The
following recipe was used to create the 1.0µm tall template:

Layer 1: Cell trenches

The 4 inch silicon wafer was washed with acetone, isopropyl alochol (IPA) and
deionized water, then dehydrated at 150◦C for 15 minutes. The wafer was then cleaned with
oxygen plasma in the DSB6000 Oxygen Asher. 5mL of photoresist (SU-8 2001, Microchem)
was poured on the wafer and spun at two speeds (rotations per minute/acceleration/time):
first at 500/87/10 then 1500/348/60 (Laurell Spin Coater). The wafer is then soft baked
(SB) for: 1 minute at 65◦C, 3 minutes at 95◦C, 1 minute at 65◦C before exposed to UV light
(42.5 mW/cm2) for 1.5 seconds using the EVG620 photomask aligner. UV exposure was
followed by a post exposure bake (PEB) of 1 minute at 65◦C, 20 minutes at 95◦C, 1 minute
at 65◦C. Excess SU-8 was washed away by swirling gently in dish filled with SU-8 developer
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for 30 seconds, then rinsed immediately with more developer followed by IPA for 10 seconds.
A final hard bake (HB) for 1 minute at 65◦C, 10 minutes at 150◦C, 1 minute at 65◦C sets
the first layer, allowing the height to be measured using the Ambios XP200 profiler.

Layer 2: Feeding channel

A second coating of photoresist (5mL SU-8 2015, Microchem) was applied at
two speeds (rotations per minute/acceleration/time): first at 500/87/10 then 3000/348/60
(Laurell spin coater). SB for: 1 minute at 65◦C, 4 minutes at 95◦C, 1 minute at 65◦C. A
developer soaked swab was used to clean off the photoresist from the alignment markers,
followed by a second SB for the same amount of time. The second photomask was aligned
with the features on the wafer and exposed to UV light (42.5 mW/cm2) for 3.4 seconds
(EVG620 photomask aligner). PEB for 1 minute at 65◦C, 4 minutes at 95◦C, 1 minute at
65◦C. Washed away excess photoresist by swirling gently in dish filled with SU-8 developer
for 1 minute and 30 seconds, then rinsed immediately with more developer followed by IPA
for 10 seconds. A final HB for 1 minute at 65◦C, 15 minutes at 150◦C, 1 minute at 65◦C
completes the wafer/mold manufacturing.

5.1.2 Soft lithography

Soft lithography is the microfabrication technique of casting an elastomer onto a
completed wafer to imprint the microstructure design into it. As the master mold wafers
are designed to be reused, before the initial PDMS casting the wafer surface is modified by
a chlorosilane treatment (trichloro-1,1,2,2-perfluorooctyl-silane) forming a monoloayer with
super hydrophobic properties120. This ensures consistent easy release of PDMS slabs from the
wafer. The PDMS slab (Sylgard 184 Silicon Elastomer) was mixed at a 10:1 (monomer:curing
agent) ratio, poured on top of the 1.0 µm tall master mold and degassed for one hour at
room temperature before baking for an additional 1.5 hours at 65◦C. After careful remover
of the PDMS slab from the master mold/wafer, an individual device (PDMS chip) is cut out
with a razer blade. The inlet and outlet holes (for the media to flow though) were punched
with a 0.75 mm biopsy puncher (World Precision Instruments).
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5.1.3 Microfluidic device construction

The PDMS chip was sonicated in isopropyl alcohol for 30 minutes and dried in a
65◦C oven. The final step of manufacturing an individual microfluidic device is to create
a strong, watertight seal between the PDMS and a glass interface 120,132. Glass coverslips
(Fischer Scientific: 22x40 mm #1.5) are cleaned with potassium hydroxide, ensuring clear
microscopy images can be taken. To maintain biocompatibility between the glass and PDMS
structures the plasma treatment protocol from the Singh Center for Nanotechnology 133 was
followed: Oxygen flow rate at 45 sccm, power at 30W for 15 seconds (Tergeo Plasma Cleaner,
PIE Scientific). The completed microfluidic device is heated to reinforce the plasma bonding
at 100◦C for 10 minutes, then 65◦C for 30 minutes.

5.2 Experimental setup

5.2.1 Strain construction

With the goal of using these strains in the mother machine microfluidic device, the
motility gene motA was deleted from our background K-12 MG1655 E. coli strain to ensure
the bacteria cannot swim out of the cell trenches134. The PclpB − lacZ reporter used for
the prion detection assay was assembled on the F’ episome 65. Additionally our background
stain contains the PrpsL-mSCFP3A fusion integrated at the Tn7 site to constitutively produce
CFP, which was used to segment the cells during analysis.

Table 5.1: List of strains used in Chapter 3

Strain Parent Genotype Plasmids
LPT37 MG1655 PrpsL-mSCFP3, 4motA
BLS80 LPT37 PclpB − lacZ on F’,4lacYZA pNew1, pSSB
KLJ15 BLS80 PclpB − lacZ on F’,4lacYZA pChmut-SSB

The BLS80 strain and the plasmids used in this thesis were constructed
by Dr. Benjamin Lennart Springstein (Table 5.1). The New1-mScarlet fusion
containing plasmid has a temperature sensitive origin of replication (pSC101-ts) and the
isopropyl β-d-1-thiogalactopyranoside (IPTG) inducible promoter, tac (Ptac). All of the
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SSB-YFP(mEYFP) orthologues were constructed on the BR plasmid, and also have the
IPTG inducible tac promoter.

Table 5.2: List of plasmids used in Chapter 3.

Plasmid Ori Antibiotic resistance Genotype
pNew1 pSC101-ts Cam Ptac-New1-mScarlet-1

pCh-SSB pBR Carb Ptac-His6x-eYFP-Ch-SSB-PrD
pChmut-SSB pBR Carb Ptac-His6x-eYFP-Ch-SSB-PrD-mutant
pLh-SSB pBR Carb Ptac-His6x-eYFP-Lh-SSB-PrD
pMl -SSB pBR Carb Ptac-His6x-eYFP-Ml -SSB-PrD

5.2.2 Cell preparation and culturing

The backgrount strain BLS80 used in Chapter 3 was made chemically competent
following the transformation storage solution (TSS) method. Prior to every microfluidic
experiment, the appropriate SSB and New1 plasmids were co-transformed into the TSS
competent cells (heatshock at 42◦C for 30 seconds, incubate on ice for 2 minutes) with an
extended recovery time of two hours at 30◦C before plating on LB agar plates containing
the appropriate antibiotics. After overnight growth at 30◦C, a colony selected from the
transformation plate was grown in liquid LB containing antibiotics and 10µM IPTG to
induce the prion state, again at 30◦C. After 16 hours of growth, the cells are plated on
LB agar containing 10µM IPTG, X-gal (40µg/mL), Phenylethyl-β-D-thiogalactopyranoside
(TPEG) (500µM), and the antibiotics kanamycin and carbenicillin. As all cells express ClpB
to some extent, TPEG is included in the plates as a competitive inhibitor of the enzyme
β-galactosidase, making it easier to distinguish the prion containing (blue, which express
ClpB at a higher level) from the prion-free (pale) colonies. Without the addition of TPEG,
after 24 hours of growth at 37◦C (to lose the New1 plasmid) all of the colonies are a shade
of blue. Typically around 15 prion containing colonies (blue) were cultured for 16 hours in
imaging medium (M9 salts, 0.2% (w/v) glucose, 1 mM MgSO4, 0.1 mM CaCl2, 20µg/mL
uracil, 0.2 g/L casamino acids and 0.85 g/L Pluronic F-108 (Sigma Aldrich)) at 30◦C. Each
culture was checked using fluorescent microscopy to confirm SSB prion presence and the
absence of New1. After prion content was confirmed, cells were loaded into the main feeding
channel of a microlfuidic chip and then centrifuged into the cell trenches (5000g for 10
minutes). A syringe pump (New Era Pump System) was connected to the inlet hole via
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flexible plastic tubing (Tygon) to provide the cells with fresh imaging medium, pumped at
5 µl/min for the duration of an experiment (Figure 5.1).

Figure 5.1: Microfluidic chip loading overview. Cells are loaded into
the main feeding channel and then pushed into the cell trenches via
centrifugal force. A syringe pump is setup to pump fresh media though
the feeding channel for the duration of an experiment.

5.2.3 Imaging protocol

All microscopy was conducted using a Zeiss Axio Observer inverted microscope
equipped with a 63x Plan-Apochromat M27 oil objective (NA 1.40), an Orca Flash 4.0
LT camera (Hamamatsu), and an LED epifluorescence illuminator (Collibri 7), inside a
temperature controlled incubation chamber set at 30◦C. Exposure time (100ms) and light
intensity (10-20%) were low to reduce photobleaching, with 16-bit CZI (later converted to
TIFF) images taken every 8 minutes using the Colibri 7 (Zeiss) 91 HE filter set. Focal drift
was corrected automatically with the Definite Focus 2 (Zeiss) monitoring and compensation
system using an infrared laser (850 nm).

5.3 Data analysis
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5.3.1 Image segmentation and tracking analysis pipeline

All analysis was completed using MATLAB (Mathworks) with the segmentation
and tracking scripts provided by Dr. Laurent Potvin-Trottier. Once imaging finished, cell
segmentation and lineage tracing was completed using a previously described Matlab analysis
pipeline135 in which a pixel mask is created to define the boundaries of each cell based on
the constitutively expressed CFP. Within the pixel mask, data (cell size, fluorescence, etc.)
was extracted and the mother cells from consecutive frames were stitched together to create
a continuous time trace for each individual cell (Figure 5.2).

Figure 5.2: Image analysis pipeline overview. An example of a single
trench with the raw fluorescence image (grey) and the pixel mask
(pink), with the mother cell pixel mask overlaid on top of the raw
image (pink on green). Example time trace of cell size and average
fluorescence of a single cell over time.

We define the following values for the segmented data:

• Average fluorescence: The mean pixel value (YFP or CFP) within the cells
segmentation pixel mask.

• Peak fluorescence: The median value of the brightest 10% of pixels within the
segmentation pixel mask.

• Cell division: A division event occurs if the area of a cell dropped to less than 60 %
of its previous value.
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5.3.2 Prion spot finding and phenotype identification

Spots were identified within cells by finding peaks of YFP fluorescence using the
local maxima, which produced an (x,y) value for the center of a spot along with the number
of spots present in a cell. We use the peak finding open source function ’findpeaks’ (Nathaniel
C. Yoder), that uses a low pass Gaussian filter (5x5 pixel size, standard deviation of 0.95)
to emphasize point spread function-size features.

A prion loss event is defined as the first frame in a run of at least 8 consecutive
images without any spots. If the function finds a spot after 8 consecutive zero spot frames,
the entire trace is excluded from the analysis. These traces were typically found to contain
segmentation errors and pixels from other cells. Example kymographs in Figure 5.3 shows
the raw images of cells leading up to and after a loss event.

Figure 5.3: A spot finding algorithm correctly identifies cells in
the prion state. The first three kymographs show prion loss events
as identified by our analysis, symbolized with a pink triangle. The
bottom trace shows a cell that never had prions. Images were taken 8
minutes apart.

5.3.3 Determining the start time for the analysis

Analysis of our raw data revealed a delay at the beginning of the experiment before
cells start to lose the prion state (Figure 5.3a). Indeed, cells need time to adjust to growing
in the microfluidic device, resulting in many ’mother machine’ microfluidic experimental
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procedures waiting several hours (e.g. 2-14) before starting imaging after the cells are
loaded98,136–139. As we did not want to risk missing prion loss events, imaging started almost
immediately after loading in all of our microfluidic experiments. Additionally, as stationary
phase culture was used, there is a lag time in cell growth and transcriptional activity as
cells exit stationary phase in the device98,140, which may contribute to the delay of prion
loss events at the beginning of an experiment. We observed that the concentration of the
prion domain (YFP) was much higher at the beginning of the experiments, likely due to cells
exiting stationary phase, and its levels stabilized after a few generations. To accommodate
for these transitions, the first few generations of data collected during an experiment were
excluded from the prion loss kinetics analysis. The analysis start time was determined from
the mean residual lifetime trace of the prion state, as previously described 135, where the
mean residual lifetime R at time t determines the expected time left (T − t) in the prion
state given a cell has propagated them for a time period t :

R(t) = E[T − t|T > t]

Memoryless processes produce a horizontal flat residual lifetime, whereas a
deterministic timer-like behaviour produces a linearly decreasing curve with a slope of -1,
as seen at the beginning of the experiment when cells are coming out of stationary phase
(Figure 5.4b)135.
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Figure 5.4: Delaying analysis start times based on the residual
lifetime estimate. a) Fraction of cells in the prion state at the time of
imaging (left), and at 360 minutes after imaging began (right). The
plot starting at 360 minutes is the same plot as in Figure 3.6a. b) The
residual lifetime at the above start times. Plots with a start time of 0
minutes are red, and plots with a start time of 360 minutes are blue.

Every experiment’s start time was slightly different as imaging would begin at
varying times after loading cells into the device and cells were grown for slightly different time
periods overnight. Therefore, the start time for each microfluidic experiment was determined
following the process described above (Table 5.3).

Table 5.3: List of the analysis start times for different experiments
and the associated figures.

Strain Experiment Start time (image number) Figures
Ch-SSB MM27 45 3.3-3.9, 3.12

Chmut-SSB MM28 36 3.9
Lh-SSB MM29 32 3.11
Lh-SSB MM30 40 3.11

Lh-SSB, Ml -SSB MM31 42 3.9, 3.11
Lh-SSB MM33 29 3.11
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Chapter 6

Appendix: Supplementary figures

Figure 6.1: Prion visualization via fluorescence microscopy.
Fluorescent image of E. coli cells containing both New1 and SSB
plasmids
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Figure 6.2: Microscopy confirmation of New1 loss. Fluorescent
image of E. coli cells cured of New1 with no red fluorescence
detectable. Cells continue to produce SSB aggregates (yellow foci).
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Figure 6.3: Western blot confirms presence of prion aggregates
in blue colonies. a) Blue colonies contain SDS-insoluble Ch-SSB
aggregates whereas pale colonies contain only soluble Ch-SSB proteins.
b) An extended exposure reveals that all of the blue colonies have
at least a pale SDS-stable smear. The SDD-AGE from cell lysates
was prepared by Dr. Benjamin Lennart-Springstein according to
Fleming et al. (2019) with SDS-stable smears detected using anti-His
antibody65.
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