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Abstract

Accurate representation of electronic information on the Internet underlies a solid foundation for
precise information retrieval. However, the existing search systems tend to generate misses and false
hits due to the fact that they attempt to match the specified search terms without context in the target
information resource. It is clear that using traditional keywords-based methods for representing semantics
of information items has become a major obstacle to high precision. In this paper, we propose the notion
of Semantic Header to replace keyword indexing in extracting the meanings of information resources
that marks explicitly the logical structure of a document. The information from the Semantic Header
could be used by the search system to help locate appropriate documents with minimum effort. We also
introduce an automatic tool, called Automatic Semantic Header Generator (ASHG), used for generating
the meta-information for some significant fields of Semantic Header.

1 Introduction

Rapid growth in data volume, user base and data diversity render Internet-accessible information increasingly

difficult to use effectively. At this time, a number of information sources, both public and private, are

available on the Internet. They include text, computer programs, books, electronic journals, newspapers,

organizational, local and national directories of various types, sound and voice recordings, images, video clips,

scientific data, and private information services such as price lists and quotations, databases of products and

services, and speciality newsletters [12]. There is a need for an automated search system that allows easy

search for and access to relevant resources available on the Internet. Proper functioning of this system

will require a proper indexing of the available information. Therefore, secondary information must be

extracted and used as an index to the available primary resource. Building this index requires information

extraction methods tailored to each specific environment. Unfortunately, the currently prevailing keyword-

based methods suffer some significant shortcomings in completely representing the semantic information.
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These defects lead most information search systems to have quite poor performance, that is, low precision

and low recall.

We propose the notion of Semantic Header to address these problems above. The Semantic Header

attempts to capture the semantics of information resource and relationship among different sections in a

given information item. The detailed structure of Semantic Header is described in Section 2. We argue that

using Semantic Header for supporting information retrieval systems has at least two major advantages over

the traditional keyword-based indexing methods: 1) it can represent information resource more completely

by including items such as title, author, keywords, subject, date, etc.; 2) it is capable to support flexible

retrieval schemes possibly used by search engines according to system interface to users. There is a potential

and dramatic increase in system response and retrieval precision.

This paper is organized as follows. Section 2 describes in detail the logical structure of Semantic Header.

Section 3 presents our proposed schemes for automatically generating the major information in a Semantic

Header. Section 4 tests the implemented system and analyzes the corresponding experimental results. We

draw our conclusions in Section 5.

2 Structure of Semantic Header

There is an urgent need for the development of a system which allows easy search for and access to resources

available on the Internet. Solving the problem of fast, efficient and easy access to the documents can begin

by designing a standard index structure and building a bibliographic system using standardized control

definitions and terms. Such definitions could be built into the knowledge-base of an expert system based

index entry and search interface. The purpose of indices and bibliographies secondary information is to

catalogue the primary information and allow easy access to it.

Preparing the primary source’s meta or secondary information requires finding the primary source, iden-

tifying it as to its subject, title, author, keywords, abstract, etc. Since it is to be used by many users, it has

to be accurate, easy to use and properly classified. Attempts to provide easy search of relevant documents

has lead to a number of systems including WAIS, and more recently a number of Spiders, Worms and other

creepy crawlers [9, 20, 28, 39, 65, 60, 68, 69, 70]. However, the problem with many of these tools is that

their selectivity of documents is often poor [12]. The chances of getting inappropriate documents and miss-

ing relevant information because of poor choice of search terms is large. These problems are addressed by

Concordia INdexing Discovering System, CINDI for short, which provides a mechanism to register, manage

and search the bibliographic information.

For cataloguing and searching, CINDI uses a meta-data description called a Semantic Header to describe

an information resource. The Semantic Header includes those elements that are most often used in the search

for an information resource. Since the majority of searches begin with a title, name of the authors (70%),
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subject and sub-subject (50%) [27], CINDI requires the entry for these elements in the Semantic Header.

Similarly, the abstract and annotations are relevant in deciding whether or not a resource is useful, so they

are included too.[56, 12]. A brief descripton of the semantic header elements follows:

• Title, Alt-title: The title field contains the name of the resource that is given by the creator(s). The

alternate title field is used to indicate a secondary title of the resource.

• Subject: The subject and sub-subjects of the resource are indicated in the next field which is a

repeating group. This field contains a list of possible subject classifications of the resource.

• Language, Character Set: The character set and the language are the ones used in resource.

• Author and other responsible agents: The role of the person associated with the document, for

instance, author, editor, and compiler. This includes fields such as name, postal address, telephone

number, fax number, and email address.

• Keyword: This field contains a list of keywords mentioned in the resource.

• Identifier: The identifiers for the document. Example of identifiers are, ISBN(International Standard

Book Number), URL (Universal Resource Locator) of the document. This is a multi-valued slot in

case the document is available in many formats or is electronically stored at more than one site.

• Date: The date on which the document was created, catalogued, and the date on which the document

will expire, if any.

• Version: The version number, and the version number being superseded, if any, are given in these

elements.

• Classification: The legal, security or other type of classification of the document. For each, nature

of classification is specified.

• Coverage: It indicates the targeted audience of the document or it may indicate cultural and temporal

aspect of the document’s content.

• System Requirements: The document being an electronic one requires certain system requirements

for it to be displayed or used. The components are the hardware, the software or the network and for

each the minimum needs.

• Genre: It is used to describe the physical or electronic format of the resource. It consists of a domain

and the corresponding value or size of the resource.
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• Source and Reference: The Source indicates the documents being referenced or which were required

in its preparation. It could also be the main component for which the current document is an addendum

or attachment.

• Cost: In case of a resource accessible for a fee, the cost of accessing it is given.

• Abstract: The abstract of the document is either provided by the author or by ASHG.

• Annotations: Annotations put in by readers of the document.

• User ID, Password: A Provider ID of at least six characters and a password of four to eight

characters. More than one semantic header by the same provider can have the same ID and password.

In the next section, we present a tool for automatically generating semantic information for the Semantic

Header.

3 ASHG: Automatic Semantic Header Generator

In this section, we present the Automatic Semantic Header Generator (ASHG) of the CINDI system. This

is an important step in building the Semantic Header. The design goal of ASHG is to automatically build a

reliable Semantic Header, which includes classifying a document under a list of subject headings. ASHG’s

scheme measures both the occurrence frequency and positional weight of keywords found in the document.

Based on the selected document’s keywords, ASHG assigns a list of subject headings by matching those

keywords with the controlled terms found in the Controlled Term Subject Association. The major steps

applying ASHG are:

1. Document Type Recognition: In order to apply the correct ASHG to a document, the type of the

document has to be recognised. The system currently understands HTML, LATEX, RTF, PDF, and

plain text documents. The PDF documents are first handled by using a converter to convert the PDF

documents into text format and then applying the plain text converter.

2. ASHG’s Extractor Application: The summariser corresponding to the type of document is applied to

the input document.

3. ASHG’s Document Classification: Each document is assigned a list of subject headings. The procedure

of classification consists mainly of:

(a) Word stemming: The system applies the stemming process to map the words found in the ex-

tracted fields onto a base root word.

(b) A Look up into the Controlled Term Subject Dictionary.

4. Semantic Header Validation: The generated Semantic Header is presented to the user to validate.
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3.1 Document Type Recognition

When a document is submitted to the ASHG, the system tries to recognize type of the document through the

file-naming conventions. If it fails, the system will then examine this document’s contents. The semantics of

the ASHG’s types are exploited when attempting to recognize the file type. In the case of such content anal-

ysis can not reveal the type of document, the author(s) of document recognized is asked to enter mannually

the contents of Semantic Header.

3.2 Applying ASHG’s Extractors

Based on the document’s type uncovered in the document type recognition step, ASHG applies the type

specific extractor to documents to extract meta-information for documents, such as title, keywords, dates

of creation, author, author’s information, abstract and size, etc.. In both HTML and LATEX documents, the

author might explicitly tag some of the fields to be extracted. In case that these fields were not explicitly

tagged, ASHG attempts to extract them using some heuristics. For example, rds, dates of creation, author,

author’s information, abstract and size extracting the keywords in an HTML document, The HTML extractor

extracts words that are found in the meta tag field, if they were included by the author. However, if the

explicit keywords were not found in the document, then words found in the title, abstract and other tagged

words would be used to extract an implicit list of keywords.

3.3 Generating an implicit list of keywords and words used in Document clas-
sification

ASHG generates an implicit list of keywords in case that explicit keywords were not found in the document.

It also derives a list of most significant terms, which is used in the document classification scheme. If

keywords were not found in the document, the system derives a list of words from those found in the title,

abstract, and other tagged fields. This list of derived words will also be used in classifying the document.

However, if the keywords were explicitly stated in the document, then ASHG will include these as well the

title, abstract, keywords and other tagged fields. This list is used in generating a list of subject headings for

the document.

Generating both lists of words relies on the stemming process that will map the words into their root

words, the stemmed word frequency of occurrence and the word location in the document. It uses the

following algorithm in generating the list of implicit keywords, in case the keywords were not found in the

document, and the words used in the classification scheme:

1. Extract the title, abstract and other tagged fields. If the document wasn’t tagged such as in a plain

text document, words found in the first two and last paragraphs and in the first sentence of each

paragraph are selected. If given, the explicitly provided keywords are also appended.
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2. English Noise words constitute usually around 30 to 50 per-cent of a document. The Information

Retrieval community calls them the Stop List. These words are dropped from the extracted words.

3. The remaining words are sent to the stemming process. This process will remove the words’ suffixes

and prefixes. For example, the words: cycled, cycler, cycling and cycles are stemmed to the root term,

cycle. The aim of the stemming process is to generate base word class, which include all the forms

that could be generated from it.

4. Because the terms are not equally useful for content representation, it is important to introduce a term

weighting system that assigns high weights for important terms and low weight for the less important

terms [55]. Therefore, the weights constitute the importance of a word. The system assigns weights to

both lists of root words. The weight assignment uses the following scheme:

(a) If a word appears in the explicitly stated keywords, it is assigned a weight of five. Since authors

explicitly state the keywords to convey some important terms, which their document covers, it is

assigned the highest weight.

(b) Usually, words found in the abstract are the second most important words, because this is where

the author tries to convey his/her idea. Therefore, words found in the abstract are the second

most significant and they convey the idea of the article more than any words found in other

locations [51]. If the word appears in the abstract, it is assigned a weight of four.

(c) If the word appears in the title, it is assigned a weight of three. For example, if the word compute

is found in the title, it is assigned a weight of three.

(d) If the word appears in the other tagged words, it is assigned a weight of two.

5. Each numeric weight is a class by itself defining the words’ location. The system has the following

classes:

(a) A class weight of two defines the OTHER WORDS class. This class contains the terms found in

only the Other Words field.

(b) A class weight of three defines the TITLE class. This class contains all the terms found only in

the Title field.

(c) The class weight of four contains all the terms found only in the Abstract field, which therefore

defines the ABSTRACT class.

(d) A class weight of five includes all the terms found in either the Keywords’ field or in the Title and

Other Words fields.

(e) A class weight of six includes all the terms found in both the Abstract field and the Other Words

field.
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(f) A class weight of seven includes all the terms found in either the Keyword and Other Words fields

or the Abstract and Title fields.

(g) A class weight of eight contains all the terms found in Keywords and Title fields. For example, if

the word compute appears in both the title and explicitly stated keywords, it is assigned a weight

of eight. The word compute will be an element of the class weight of eight.

(h) A class weight of nine contains all the terms found in either the Abstract, Title and Other Words

fields, or Abstract and Keywords fields.

(i) A class weight of ten contains all the terms found in the Other words, Title and Keywords fields.

(j) A class weight of eleven contains all the terms found in the Other Words, Abstract and Keywords

fields.

(k) A class weight of twelve contains all the terms found in the Title, Abstract and Keywords fields.

(l) A class weight of fourteen contains all the terms found in the Other Words, Title, Abstract and

Keywords fields.

A term appearing in Other Words field is less important than the one appearing in the Abstract

field. Furthermore, a term appearing in both Title and Other Words fields is less significant than the

one appearing in the Keywords, Abstract and Title field. We would want to extract more terms in

higher weighted. We also limit the number of extracted terms using term’s frequency of occurrence.

Significant terms are those which have the highest frequency of occurrence. On the other hand, as the

class weight increases, more of its terms should be regarded as significant ones.

Based on the above assumption, we set the maximum occurrence frequency of all terms found in that

class the Maximum Class Frequency. For instance, if, in class four, there are three terms having occur-

rence freqency two, four and six, respectively, system would select six as Maximum Class Frequency

for class four. Each word’ frequency is then compared with its associated Maximum Class Frequency

for significancy. For low weighted classes such as two and three, significant terms have the Maximum

Class Frequencies. Thus, limiting the number of significant terms. However, all terms found in class

eight and more are significant regardless of their frequency of occurrence.

6. Two lists of words will be generated. The first one containing only the root words or controlled terms

found in CINDI’s thesaurus. This list of controlled terms is used in the document’s subject classification

scheme. The second list contains the most significant root words not found in CINDI’s thesaurus.

7. If no keywords were found in the document, ASHG extracts words having a term weight more than

four and their corresponding frequencies of occurrence is the same as the ones tabulated. These words

are the document’s keywords.
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Term Weight Term Frequency

2 Maximum Class 2 Frequency
3 Maximum Class 3 Frequency
4 Greater or equal to Maximum Class 4 Frequency minus 1
5 Greater or equal to Maximum Class 5 Frequency minus 1
6 Greater or equal to Maximum Class 6 Frequency minus 2
7 Greater or equal to Maximum Class 7 Frequency minus 3
8 or more All

Table 1: Weights and Frequency numbers used in extracting terms

8. In generating a list of controlled terms used to classify the document, terms having weight of two

or more are extracted. The extracted words should have the frequencies of occurrence as the ones

tabulated.

3.4 ASHG’s Stemming Process

Stemming consists of processing a word so that only its stem or root form is left. Plural stemming attempts

to identify and index the singular form of a term. Stemming attempts to identify and index the word stem.

If a word and its stem are different, only the word stem is indexed. The stemming algorithm developed

by Porter [44] at Cambridge uses weak stemming to remove common plural endings and other grammatical

suffixes like -ing and -ed and implements strong stemming to remove derivational suffixes like -ent, -ence,

and -ision. Many searchers use right hand truncation to find different variations of a search term that is of

interest. The problem with right hand truncation is that it indiscriminately adds words to the query [72]. For

example, if a searcher were to search for the truncated form of the word cover, the searcher would not only

retrieve instances of the terms covers, covering and covered but also the terms covert, coverall, coversheet and

coverage. QPAT-US [72] helps avoid extraneous right hand truncation terms by automatically performing a

process called stemming. First, QPAT-US evaluates the terms for common suffixes that indicate plurality,

verb tense, etc. If QPAT-US discovers these suffixes, it will strip them to find the root form of the term. For

instance, if QPAT-US finds the term covering it will strip the suffix to obtain the root word of cover. Next,

QPAT-US takes the root form of the search terms and, using sophisticated linguistic rules, creates a set of

word variants. If the original term is covering, QPAT-US will also search for cover, covers and covered.

ASHG‘s stemming process implements the removal of both suffixes and prefixes of a given word in order

to get the root of the word. For example, applying the stemming process on the words simulation and

analogies, the words simulate and analogy are generated as their root words respectively. ASHG stores the

root forms of the words.

Suppose the word impressionists is in a document for which meta-information is to be extracted. Without

stemming, this would match only the keyword impressionists and not the singular form. Now suppose that
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the word impressionist was in CINDI’s list of controlled terms, then that document will miss that term

and will not have it as a keyword. Following stemming, documents having the word impressionistic and

impressionism will match the root term that is found in CINDI’s list of controlled terms. We have mainly

used the spell unix command in our system in extracting the root of a word. The spell command collects

words from an input file and looks them up in a dictionary list. Words that neither occur among nor are

derivable (by applying certain inflections, prefixes, and/or suffixes) from words in the spelling list are printed

on the standard output. Two options were used along the spell unix command in our system: the -v option,

in which all words not literally in the spelling list are printed, and plausible derivations from the words in

the spelling list are indicated, and the -x option, in which every plausible stem is displayed, one per line,

with = preceding each word. The steps of the ASHG stemming process are:

1. Using the sort unix command, sort the input words.

2. Apply the uniq unix command to filter out duplicate words.

3. Apply the spell command with the -x option. Thus, all the plausible stems are stored in an output file.

4. Apply the spell command with the -v option. Thus, all words not found in the spelling list are stored.

5. Create a file which contains the words found in step 3 but not in step 4.

6. Apply the spell command with the -v option to each word found in the file that resulted from the

previous step. If the resulting output is empty, this means that this root word is found.

3.5 ASHG’s Document Subject Headings Classification scheme

An important step in constructing the semantic header is to automatically assign subject headings to the

documents. The title, explicitly stated keywords, and abstract are not enough by themselves to convey

the ideas or subjects of the document. Since the author tries to convey or to summarise his ideas in the

previously mentioned fields, there is a need to use all English none noise words found in those fields. To

assign the subject headings, ASHG uses the resulting list of significant words generated from the previous

section and CINDI’s controlled term subject association. The subject heading classification scheme relies on

passing weights from the significant terms to their associated subjects, and selecting the highest weighted

subject headings.

3.6 The ASHG Subject Generation

Having the keywords, title words, abstract words and other tagged words, will help us select the most

appropriate subjects for a given document. The following algorithm is used:-
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1. Three lists of subject headings are to be constructed. The list of Level 0 subject headings, the list of

Level 1 subject headings and the list of Level 2 subject headings.

2. For each term found in both CINDI’s controlled terms and the generated list of words, the system

traces the controlled term’s attached list of subjects (list of level0, level1 and level2) headings, and

adds the subject headings to their corresponding list of possible subject headings.

3. Weights are also assigned to the subject hierarchies. The weight for a subject is given according to

where the term matching its controlled term was found. A subject heading having a term or set of

terms occuring in both title and abstract, for instance, gets a weight of seven. The matched terms’

weights are passed to their subject headings.

4. The system extracts Level 2, Level 1 and Level 0 subject headings having the highest weights from the

three lists of possible subject headings.

5. After building the three lists for the three level subject headings, the system :

(a) selects the subjects using the bottom-up scheme.

(b) Having selected the highest weighted level 2 subject headings, the system derives their level 1

parent subject headings.

(c) An intersection is made between the derived level 1 subject headings and the list of the highest

weighted level 1 subject headings. The common level 1 subjects are the document’s level 1 subject

headings.

(d) The system uses the same procedure in selecting level 0 subject headings.

4 Analysis of ASHG’s Results

In this section, we illustrate how the ASHG system extracts the meta-information from the HTML, Latex

and text documents, and we demonstrate ASHG’s automatic subject headings classification. For each of

these document types, we apply ASHG and show the results. We compare the subject classification generated

by ASHG with that of INSPEC for the same set of documents. We also compare the results with what the

papers’ authors would regard as good subject classifications and poor ones.

4.1 Reduction of Controlled Terms

Salton et al [55] introduces the term weighting system that assigns high weights to terms deemed important

and lower weights to the less important terms. The term weighting system favours terms with high frequency

in particular documents but with a low frequency overall in the collection.

10



ASHG’s controlled terms favours the terms that have low frequency in the ASHG’s subject headings over

the terms having high frequency. Controlled terms having high frequency are dropped from the ASHG’s

list of controlled terms. Terms having lower frequency distinguish the subject headings associated for the

document. The controlled term system occurs two hundred and eleven times in the ASHG’s subject headings,

which is the highest frequency control term. Therefore, it is dropped from the ASHG’s list of controlled

terms. Other control terms such as section, two, three, function, and method were dropped due to their

ambiguity. The following table shows the words that are dropped and their corresponding frequencies.

Words Frequency

system 211
power 115
design 106
electric 100
circuit 96
application 93
language 87
device 84
measure 83
general 72
manage 71
information 70
analysis 69
miscellaneous 58
other 47

Table 2: Words Dropped from the list of controlled terms

4.2 Two Experiments

The experiments presented below are designed to test accuracy of contents contained in Semantic Headers

generated by ASHG. Of which, the field of Subject Headings is primarily focused on because of its difficulty

to extract. Two relevant experiments on two different collections of documents are conducted: one collection

consisting of papers submitted by professor at Concordia University, another choosing from autholoty of

ACM. The corresponding experimental results are evaluated and tabulated.

4.2.1 Experiment on HTML, LATEXand Text Documents

This experiment was conducted on thirty three documents, which had been submitted in HTML, LATEX, or

text format, by professors at Concordia University. Due to less number of documents submitted, we convert

them into three different format sets: HTML, LATEX, and text, and then apply the corresponding extractor

to them. ASHG can extract all the explicitly stated fields such as title, abstract, keywords, and author’s
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information with a hundred percent accuracy. If the abstract was not explicitly stated, ASHG was able

to automatically generate an abstract that would describe the paper. However, ASHG’s implicit keyword

extraction generated a list of words which included some words that are insignificant. These insignificant

words in turn lead to the diversion in subject classification.

We have consulted the authors of papers on the ASHG’s subject classification results. Their response

was divided into three categories: good, OK/Not sure and poor subject hierarchy selection. Good subject

hierarchy selection implied that the authors would have chosen them as subject hierarchies for the documents.

OK/Not sure subject hierarchy selection implied that the authors doubt the results and they would not choose

them. Finally, the poor subject hierarchy selection implied that the selected subject hierarchies described

another different subject. We compared the ASHG’s subject classification results against the INSPEC’s

classification done by expert cataloguers and thesaurus. Some of the ASHG’s subject classification had

different words than INSPEC’s even though they described the same subject. That was due to the fact that

our computer science subject classification was built from ACM and not from INSPEC. The tabular results

of experiment are presented by three tables, each of which corresponds to the specific docuement format.

4.2.2 Experiment on PDF Documents from ACM

It is evident that the PDF format is becoming the dominant one for document publishing since its quality,

flexibility, and readiness. Processing documents stored in PDF format is therfore a necessary functionality

for an applicable inforamtion system. Given the facts above, we apply a collection of five hundreds of PDF

documents from ACM archive [73]. The major procedure of experiment includes:

• Picking a PDF document from ACM authology

• Converting the selected PDF document into a text one using PDF-to-Text converter

• Applying ASHG to the converted document to generate Semantic Header

• Evaluating experimental results with original documents and INSPEC’s results

The PDF-to-Text converter adopted in this experiment is Xpdf-2.01, an open source sofeware package.

We have also made some modifications to enhance converting quality, which include consistent word spacing,

more suitable two-column conversion, and superscript/subscript seperation. These improvements made help

ASHG extract more precise contents for each field of Semantic Header.

The experimental results are eventually evaluated using two methods: 1) for fields of Title, Author, Ab-

stract, keywords, we compare manually the generated contents with their couterparts on original documents

using distinct notations for performance indication. For example, we put for field of Abstract a notation

”G=E” representing case that the generated abstract is exactly the same as one stated on document. A

thorough explanation for all notations used in evaluation is given at end of subsection; 2) for field of Subject

12



Headings, we compare with INSPEC’s classification results. These results are given by domain experts and

therefore are viewed as being authoratative. However, CINDI’s subject hierarchy has a different struture

from one used in INSPEC. We judge the coverage of subject headings generated for those given by INSPEC

at our discretion.

We excerpt a frame of experimental results for tewenty-two documents for presentation. Evaluation data

in the table shows a significant accuracy on fields of Title, Abstract, Author in Semantic Header. Nonetheless,

Subject Heading field give a relative low percentage of correctness, which is 38.9. The main reason is that

subject hierarchy in ASHG differs from one in INSPCT. It leads to a different collection of control terms to

make a classification decision. One possible approach to improving classification accuracy is to adopt the

current subject hierarchy in INSPCT.

AS completeness, we give explanation for all notations used in evaluation statistics:

1. Title

”G=E” means that title generated is exactly the same as title stated;

2. Author

”m/n” means that m authors are extracted while there are n authors stated;

3. Abstract

”G=E” means that abstract generated is exactly the same as one stated;

”G” means that ASHG generates an abstract while no abstract on document;

4. Keywords

”G=E” means that keywords generated is exactly the same as one stated;

”G” means that ASHG generates a set of keywords while no keywords explicitly stated on document;

5. Subject Headings

”m/n” means that m subjects headings are judged being suitable in comparision with n subject headings

given by INSPEC.

5 Conclusions

In this paper, we present a method and its implementation, known as ASGH, for automatically generating

Semantic Headers for documents in HTML, LATEX, Text, and PDF format. We also construct CINDI’s

three-level subject hierarchy for domains of Computer Science and Electrical Engineering, under which

documents are properly classified (categorized) by ASHG. CINDI’s computer science subject hierarchy is

13



Average Number of Average Average Accuracy Average
Format Subject Headings Author’s Opinion A: Author OK/Good’s

Generated by ASHG Good OK/Not Sure Poor I: INSPEC Accuracy
HTML 5.38 1.27 2.00 2.11 23.9% (A) 66.1%

20.7% (I)
LATEX 6.31 0.95 2.00 3.36 15.1% (A) 46.8%

24.6% (I)
Text 8.91 1.29 1.86 5.76 14.5% (A) 35.4%

18.7% (I)

Table 3: Test Results of 32 Documents Submitted by Authors and Converted into Different Formats

Document No. Title Author Abstract Keywords Subject Headings
D001 G=E 3/4 G=E G=E 1/3
D002 G=E 1/2 G=E G=E 1/4
D003 G=E 1/1 G=E G=E 2/3
D004 G=E 1/2 G=E G=E 1/2
D005 G=E 1/3 G G=E 1/4
D006 G=E 1/2 G=E G=E 1/3
D007 G=E 1/2 G=E G=E 1/4
D008 G=E 1/1 G=E G 1/3
D009 G=E 2/2 G=E G 1/5
D010 G=E 1/1 G=E G=E 1/3
D011 G=E 0/3 G=E G=E 2/4
D012 G=E 3/4 G G=E 2/5
D013 G=E 3/4 G G=E 1/4
D014 G=E 3/3 G=E G=E 1/3
D015 G=E 1/2 G=E G 1/1
D016 G=E 2/2 G=E G=E 2/2
D017 G=E 4/4 G=E G=E 1/3
D018 G=E 3/4 G G=E 1/3
D019 G=E 2/2 G G=E 1/4
D020 G=E 0/2 G=E G=E 2/5
D021 G=E 1/2 G=E G=E 1/3
D022 G=E 4/4 G=E G=E 1/2

Average 100% 78% 100% 100% 38.9%

Table 4: Table of Evaluating Accuracy of PDF Documents’ Semantic Header Generated by ASHG
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Document Title Journal Volume
D001 Broadcast Protocols to Support Efficient Re-

trieval from Database by Mobile Users
TODS Vol 24, 1999

D002 Database Design for Imcomplete Relations TODS Vol 24, 1999
D003 Temporal FDs on Complex Objects TODS Vol 24, 1999
D004 Optimization of Queries with User-Defined Pre-

dicts
TODS Vol 24, 1999

D005 GIOSS: Text-Source Discovery over the Internet TODS Vol 24, 1999
D006 Distance Browsing in Spacial Database TODS Vol 24, 1999
D007 Supporting Valid-Time Indeterminacy TODS Vol 24, 1999
D008 Safe Query Language for Constraint Databases TODS Vol 24, 1999
D009 Safe Stratified Datalog with Integer Order Does

Not Have Syntax
TODS Vol 24, 1999

D010 Optimizing Techniques for Queries with Expen-
sive Methods

TODS Vol 24, 1999

D011 Multi-View Access Protocol for Large-Scale
Replication

TODS Vol 24, 1999

D012 Ensuring Consistency in Multi databases by Pre-
serving Two-Level Serialization

TODS Vol 24, 1999

D013 An Access Control Model Supporting Periodicity
Constraints and Temporal Reasoning

TODS Vol 24, 1999

D014 Conceptual Schema Analysis: Techniques and
Application+N31

TODS Vol 24, 1999

D015 An Efficient Method for Checking Object-
Oriented Databases Schema Correctness

TODS Vol 24, 1999

D016 Information Gathering in the World Wide Web:
The W3QL Query Language and the W3QL Sys-
tem

TODS Vol 24, 1999

D016 Information Gathering in the World Wide Web:
The W3QL Query Language and the W3QL Sys-
tem

TODS Vol 24, 1999

D017 Towards a Theory of Cost Management for Digi-
tal Libraries and Electronic Commere

TODS Vol 24, 1999

D018 Inverted Files Versus Signature Files for Text In-
dexing

TODS Vol 24, 1999

D019 Extended Ephemeral Logging: Log Storage Man-
agement for Applications with Long-Lived Trans-
actions

TODS Vol 24, 1999

D020 Outerjoin Simplification and Recording for Query
Optimization

TODS Vol 24, 1999

D021 An Axiomatic Model of Dynamic Schema Evolu-
tion in Objectbase Systems

TODS Vol 24, 1999

D022 Logical Design for Temporal Databases with Mul-
tiple Granularities

TODS Vol 24, 1999

Table 5: Table of Source of Documents Used in PDF Experiment
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based on ACM and CINDI’s electrical engineering subject hierarchy is based on INSPEC. LCSH is used to

augment both subject hierarchies. We derive control terms from CINDI’s subject headings. These control

terms were associated with their subjects in CINDI’s thesaurus. In addition, we presented a method of

generating a Semantic Header, called ASHG. This scheme automatically extracts and generates an index or

meta-information.

ASHG exploits the file naming conventions and the data within a document to determine the document’s

file type. ASHG exploits the semantics of the document’s types in extracting the meta-information. It also

applies automatic abstracting proposed by Luhn in generating document’s abstract. It also assigns weights

for terms depending on their location in the document. Both term weight and occurrence frequency were

used in assigning terms for a document. These extracted terms were used to classify a document using the

association between CINDI’s controlled term and their subject headings in the thesaurus.

Finally, we apply ASHG to two collections of documents for evaluation. For the contents of Subject

Headings, We compare the results with actual assignments made by INSPEC. We also consulted the papers’

authors on ASHG’s subject classification results. The results show hundred percent accuracy in extracting

the explicitly stated fields such as the title, abstract, author and keywords. They also showed some level of

accuracy in generating the abstract.

Because our controlled terms were composed of terms found in CINDI’s subject headings, ASHG’s results

showed a low degree of accuracy in classifying a document. The main reason was that some of the extracted

terms were misleading. For example, the term wire should not be extracted unless it is followed by another

term such as wire grid. The classification scheme used by ASHG showed some ineffectiveness, because it

was based on term frequency and location information. For example, term-based retrieval cannot handle the

following properties:

1. Different words may be used to convey the same meaning.

2. The same words may be used but they can have different meanings.

3. Different people may have different perspectives on the same single concept.

4. The same words may have different meanings in different domains.

Another weakness with ASHG is that it has not considered the issue of synonymity between words or

between the subject headings.

In conclusion, we believe that resolving word senses and determining the relationships that those words

have to one another will have the greatest impact on refining the ASHG’s subject classification scheme.

Therefore, the semantic level language processing should be handled by ASHG in the future.
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