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ABSTRACT

Leveraging 6G Technologies to Optimize Information Freshness for

Time-Sensitive Applications

Ali Muhammad, Ph.D.

Concordia University, 2022

Next-generation wireless networks (Beyond 5G, 6G) aim to provide tremendous

improvements over previous generations by promising a massive connectivity, ultra-

reliable and low-latency communications, and soaring broadband speeds. Such trans-

formation will give rise to a wide range of propitious Internet-of-Things (IoT) ap-

plications such as intelligent transportation systems (ITS), tactile internet, aug-

mented/virtual reality, industry 4.0, etc. These applications possess stringent re-

quirements of fresh and timely information updates to make critical decisions. Out-

dated or stale information updates are highly undesirable for these applications as

they may call forth unreliable or erroneous decisions. The conventional performance

metrics such as delay and latency may not fully characterize the freshness of infor-

mation for time-critical IoT applications. Recently, information freshness has been

investigated through defining a new performance metric termed as Age of Information

(AoI). AoI offers a rigorous way to quantify the information freshness as compared

to other performance metrics and is deemed suitable for real-time IoT applications.

In reality, the limited energy and computing resources of IoT devices (IoTDs) is a

significant challenge towards realizing the timely delivery of information updates. To

address this challenge, the first aim of this dissertation is to examine the capability

of multi-access edge computing (MEC) towards minimizing the AoI. In fact, MEC

offers an expedited computation of resource-intensive tasks, which, if processed locally

at the IoTDs, may experience excessive computational latency. In this context, an

optimization problem is setup to determine the optimal scheduling policy with the

goal of minimizing the expected sum AoI of multiple IoTDs, while considering the

combined impact of unreliable channel conditions and random packet arrivals.
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Another acute challenge is the high randomness and uncontrollable behaviour of

wireless communication environments, which may severely impede the timely and

reliable delivery of information updates. Towards addressing this challenge, recon-

figurable intelligent surface (RIS) is leveraged to mitigate the propagation-induced

impairments of the wireless environment and enhance the quality of wireless links to

preserve the information freshness. First, a wireless network consisting of a base sta-

tion (BS) that is forwarding information updates of multiple real-time traffic streams

to their destinations is studied. The considered multiple access technique is frequency

division multiple access (FDMA), which is an orthogonal multiple access (OMA) tech-

nique. A joint user scheduling and phase-shift matrix (passive beamforming) opti-

mization problem is formulated with the objective of minimizing the expected sum

AoI of the coexisting multiple traffic streams. The resulting problem is a mixed in-

teger non-convex optimization problem. To evade the high coupling of the invoked

optimization variables, the bi-level optimization technique is utilized, where the orig-

inal problem is decomposed into an outer traffic stream scheduling problem and an

inner RIS phase-shift matrix problem. Owing to the stochastic nature of packet ar-

rivals, a deep reinforcement learning (DRL) solution is employed to solve the outer

problem. To do so, the traffic stream scheduling is modeled as a Markov Decision

Process (MDP) and Proximal Policy Optimization (PPO) is invoked to solve it. On

the other hand, the inner problem that determines the RIS configuration is solved

through semi-definite relaxation (SDR).

Due to the limitations of OMA techniques in terms of the number of served

IoTDs and the spectral efficiency, the focus of this dissertation shifts to explore non-

orthogonal multiple access (NOMA) scheme towards achieving the goal of minimizing

the AoI in an uplink setting. In this context, an optimization problem is formulated

to optimize the RIS configuration, the transmit power of IoTDs and their cluster-

ing policy. To solve this mixed-integer non-convex problem, the RIS configuration

is obtained first by resorting to difference-of-convex (DC) along with successive con-

vex approximation (SCA). On the other hand, the bi-level optimization is used to

solve the power allocation and the clustering problems. Optimal closed-form ex-

pressions are derived for the power control scheme and the one-to-one matching is

employed to solve the clustering problem. Aiming to further improve the information

freshness in time-critical IoT applications, an extended version of NOMA, termed as
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Cooperative-NOMA (C-NOMA), is adopted. In C-NOMA, the cooperation between

IoTDs through device-to-device (D2D) communication and full-duplex (FD) relaying

is invoked within the NOMA scheme. In this context, the integration of RIS and

C-NOMA is investigated towards achieving the goal of minimizing the average sum

AoI. Precisely, it is investigated how much performance gain in terms of AoI reduc-

tion can be brought by the RIS-enabled uplink C-NOMA system compared to the

conventional C-NOMA and NOMA schemes, both with and without RIS. Results

elucidate the superiority of our proposed approaches against other baseline schemes.

The findings in this dissertation shed light on the choice of effective design of wireless

communication networks leveraging the core future enabling technologies.
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1.1 Motivation

Future generations of wireless communication networks are envisioned to provide

tremendous improvements over previous generations by offering soaring broadband

speeds (up to 1 Tb/s), a super-low latency (less than 1 msec), and a massive connec-

tivity [1]. Such transformation is anticipated to bring forward a myriad of disruptive

services, such as intelligent transportation systems (ITS), tactile internet, and in-

dustry 4.0 to name a few, which are enabled by a plethora of Internet of Things

(IoT) devices. The crux of these applications is the critical decisions that rely on

real-time information updates. For example, in cooperative autonomous driving sys-

tems, which is a potential ITS application, information updates, such as speed and

vehicle position, along with other sensory data must be timely disseminated to other

vehicles so that decisions, such as changing lanes or merging maneuvers, must be

taken. Similarly, in remote surgery applications [2], the position of surgical tools and

hand movements of the surgeon are the information updates that must be delivered in

real-time otherwise may have serious consequences. Likewise, other related examples

can be extracted from monitoring and control systems in smart industry [3], where

fleet of collaborative robots (cobots) update the control center to carry out task as-

signment and other decisions. The above examples show that status updates must

be disseminated in a timely manner to ensure that fresh data is always available at

the receivers when critical decisions are made. Thus, reliability and timeliness in de-

livering status updates are of primordial importance for these real-time applications.

Out-dated information updates are undesirable as being inconsistent with the current

state of the system and may provoke unreliable/erroneous decisions. Unfortunately,

the conventional performance metrics, such as delay and throughput, may not fully

characterize the freshness of information for time-critical applications [4][5].
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Information freshness has been investigated recently through defining a new per-

formance metric, termed as Age of Information (AoI) [6–10]. AoI quantifies the fresh-

ness of status updates from the perspective of a destination and it is defined as the

elapsed time since the most recent delivered status message was generated. AoI has

brought a sheer novelty in specifying the information freshness against other metrics,

such as delay and latency, for time-critical applications. Motivated by this, infor-

mation freshness should be deeply investigated through the AoI metric in real time

wireless networks, such as IoT networks [11], vehicular ad hoc networks (VANETs) [6],

flying ad hoc networks (FANETs) [7], and mobile edge computing assisted networks

[9], which is the focus of this dissertation. Specifically, the objective of this thesis is

to propose novel solutions and frameworks to optimize the information freshness for

real time applications through the AoI metric by leveraging 6G enabling technologies,

such as non-orthogonal multiple access (NOMA), cooperative communication, recon-

figurable intelligent surface (RIS), and multi-access edge computing (MEC). These

technologies will be defined in details in the Background chapter 2.

1.2 State of the Art: Overview and Limitations

1.2.1 AoI Based Data Transmissions

AoI metric, owing to its applications in time-sensitive systems, has widely at-

tracted the research community. The AoI problem has been addressed for a variety

of applications, such as vehicular networks [6][12], Unmanned Aerial Vehicle (UAV)

assisted communications [13, 14], edge caching [8, 15, 16], device-to-device (D2D)

communications [17, 18], etc. The studies that investigated AoI minimization prob-

lem with stochastic arrivals are more relevant to this research and are briefly discussed

in this section. In [10], a lower bound on the average age of information performance

3



is derived for networks with stochastic arrivals under three queuing systems: i.e., i)

No queue, ii) Single packet queue and ii) First-in first-out queue. However, the remote

processing of computation intensive tasks was not considered. The authors of [19] in-

vestigated the AoI in a carrier-sense multiple access (CSMA) based system employing

the stochastic hybrid systems technique. They aimed to optimize the average AoI by

adjusting the back-off time for each link. The authors of [20] discussed a system model

where multiple sources update a single destination and the update frequency was op-

timized to minimize the age in first-come, first-served queueing system. In [21], the

authors proposed near-optimal solution to address the optimization of AoI in wireless

communication networks wherein Whittle’s index was used to capture the transmis-

sion urgency of terminals. The authors of [22] considered various sampling periods

and sample sizes for each source node and proposed a low-complexity scheduling al-

gorithm that achieves near-optimal performance when there is no synchronization

among the nodes during the sampling process. The authors of [7] investigated AoI

problem in the context of cellular Internet of UAVs and formulated a joint sensing,

transmission time, UAV trajectory and scheduling optimization problem. The prob-

lem, being NP-hard, was decoupled into two subproblems and was solved using an

iterative algorithm and a dynamic programming approach. The authors of [23] in-

vestigated the impact of first-come-first-serve (FCFS) and last-come-first serve with

preemption (LCFS-PR) protocols under an ALOHA channel access scheme. It was

observed that LCFS-PR outperforms FCFS in terms of minimizing both the peak and

average AoI. The impact of channel access control (ALOHA) on age were monitored

in both dense and sparse networks.
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1.2.2 MEC-Assisted Networks

Recent years have seen a large number of studies dedicated to MEC systems as

they provision computation resources in close proximity to end users. This approach

results in better computation and improves the capabilities of end devices to run real-

time applications [24]. Different objectives well studied in the literature are minimiz-

ing total energy consumption in a multi-user MEC system [25], the power-delay trade

off [26], minimizing the execution latency by leveraging the load balancing between

the mobile device and the server [27]. Nevertheless, the quality of service and quality

of experience of the real-time applications highly depend on the freshness of infor-

mation. Whereas, the computation offloading policies with conventional metric such

as delay, cannot capture the timeliness of status update messages. Consideration of

information freshness or AoI adds another dimension to the traditional MEC resource

optimization problems. The studies that have addressed the challenges pertaining to

age of information in the context of MEC systems are particularly relevant to this

dissertation. For example, in [28], the AoI for computation intensive messages was

studied with status update scenarios in MEC system. However, a single-source-single-

destination system was considered and the closed-form average AoI was derived for

exponentially distributed computing time. The authors of [29] studied the joint task

generation and computation offloading policy and proposed a lightweight structure-

based status update algorithm. Further, a Q-learning-based status update algorithm

is proposed for unknown channel conditions. The authors of [30] studied the AoI

minimization problem under energy constraints. Considering that prior knowledge

of network dynamics is unavailable, an online algorithm based on stochastic gradient

descent is proposed by jointly considering the randomness in energy arrivals, and the

stochasticity of transmission and computing processes. In [31], the joint optimization
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of energy spectral efficiency and average age of information of the network was inves-

tigated. The authors of [32] studied the AoI in MEC network and demonstrated that

remote computing outperforms local computing when edge server has much higher

computation capacities than that of the local device. The authors of [9] discussed

MEC infrastructure utilization and provided a lower peak age of information for vul-

nerable road user information messages. The authors of [33] investigated the benefits

of utilizing MEC in a medical IoT system. The task offloading problem with AoI

and energy consumption constraints was modelled as a weighted game considering

the cost of computation for each user and nash equilibrium is achieved among users

in a decentralized manner. The authors of [34] studied the AoI in UAV-aided IoT

network where UAVs were deployed as MEC servers for task computation. A one-

node multi-source FCFS queuing model was presented where the AoI depends on the

arrival rate of packets and the computation time of MEC node.

Most of the works in the literature for AoI in MEC systems either consider the

deterministic arrivals or assumed that the communication channel is reliable between

BS and destinations. This motivates us to study the AoI for computation inten-

sive messages in an MEC system and concentrate on addressing the link scheduling

optimization with stochastic packet arrivals under unreliable transmission conditions.

1.2.3 RIS-Assisted Networks

Due to its effectiveness, integration of RIS for enhancing the wireless communica-

tion has recently drawn a significant attention from the research community. In [35],

the authors addressed the minimization problem of total transmit power at the trans-

mitter by jointly optimizing the transmit beamforming through the active antenna

array of the transmitter and the passive beamforming through the phase-shift ele-

ments of the RIS. The authors of [36] developed different free-space path-loss models
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for RIS-assisted wireless communications, with the goal of enhancing the network cov-

erage in a cost-effective and energy-efficient way through optimizing the phase-shifts

of the RIS elements. Considering the potential challenges pertaining to spectrum and

energy usage in D2D communication, the authors in [37] focused on an RIS-assisted

uplink D2D-enabled cellular networks and investigated the joint power allocation and

RIS phase-shift optimization problem with an objective to maximize the sum rate.

The authors of [38] investigated the resource allocation problem for multi-user commu-

nication leveraging the RIS. More specifically, the total transmit power is minimized

through an optimal design of the transmit power at the base station (BS) and the

passive beamforming at the RIS. In [39], the authors proposed a two-way communi-

cation model assisted by an RIS, where the objective was to maximize the minimum

received signal-to-interference-plus-noise ratio (SINR) at the cellular users by opti-

mizing the RIS configuration. The paramount security performance of multi-input

and multi-output wireless communication systems is probed by invoking the RIS in

[40], where the aim was maximizing the secrecy rates through a proper design of the

RIS configuration and the transmit power. However, none of these works studied the

effect of the RIS on improving the AoI.

Recently, the authors of [41] addressed the AoI problem in UAV-assisted RIS

networks with an objective to minimize average sum AoI by optimizing the altitude

of UAVs, the RIS configuration and the scheduling decisions. Although the work

in [41] is the first that studied the AoI minimization problem through the use of

RIS, it considered the scheduling of only a single user within a given time-slot and

ignored the direct channels from the BS to the users. To the best of our knowledge, the

integration of RIS in time-sensitive applications, where the freshness of information is

of critical importance, is still far from being mature. This motivated us to investigate

the integration of RIS towards optimizing the information freshness in IoT networks.
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1.2.4 NOMA/Cooperative-NOMA(C-NOMA) Enabled RIS

Networks

The integration of RIS in NOMA-based systems has recently drawn a significant

attention from the research community. The authors of [42] studied the joint power

allocation, RIS phase-shift and hybrid beamforming problem to maximize the sum-

rate in RIS-assisted millimeter wave NOMA system. The authors of [43] investigated

the joint active and passive beamforming for RIS aided system to minimize the total

transmit power. The problem was investigated under the assumption of two-user

NOMA clusters. The authors of [44] studied the problem of maximizing the mini-

mum achievable rate in order to ensure user fairness through joint active and passive

beamforming optimization. In [45], integration of RIS with mmWave-NOMA system

was considered. The authors investigated the optimization of power allocation join

with active and passive beamforming. The resulting non-convex problem was decom-

posed into sub-problems which were solved by leveraging alternative optimization and

SCA. The focus of other related works to explore the benefits of RIS in NOMA-based

systems had been on maximizing the sum data rate [46], augmenting the spectral

efficiency [47], improving the network coverage range [48], enhancing the secrecy per-

formance [49], and boosting the energy efficiency [50]. Moreover, the investigation

of integrating RIS with Cooperative-NOMA(C-NOMA) is still in its infancy [51, 52].

Specifically, the authors of [51, 52] have studied the integration of RIS in downlink C-

NOMA systems with the objective of minimizing the total transmit power. However,

the above proposed approaches may not be necessarily optimal neither for the fresh-

ness of information nor for uplink transmissions. This fact is the main motivation

to study the impact of RIS on NOMA/C-NOMA based networks towards optimizing

the information freshness.
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1.3 Contributions

The main goal of this dissertation is to address the limitations of the state-of-the-

art. In this context, the main contributions are summarized as follows:

1.3.1 AoI Optimization in MEC-Assisted IoT Networks

IoT applications such as Augmented/Virtual reality, tactile internet, immersive

gaming, etc., are currently experiencing an unprecedented growth in their demand.

IoTDs devices (IoTDs) are constrained by limited computation and power features

and might experience excessive computational latency to support resource-intensive

tasks. MEC appears to be a promising solution in this regard to expedite the compu-

tations of resource-intensive tasks by offloading them to the edge of the network. In

this context, this contribution considers a scenario where a BS serves traffic streams

from multiple IoTDs. The packets from each stream arrive at the BS (following a

stochastic process) and then forwarded to their respective destinations after they are

processed by the MEC node. The scheduling decisions are aimed to keep the informa-

tion fresh at the destination and the information freshness is captured by AoI metric.

We aim to minimize the expected sum AoI for the MEC-assisted IoT network and

provide mathematically traceable expressions for the AoI. An optimization problem

is formulated to find the optimal scheduling policy in order to minimize the expected

sum AoI considering the joint impact of stochastic arrivals and unreliable channel

conditions. We also propose low-complexity algorithms to obtain results for larger

networks. Finally, through extensive simulations, we demonstrate the effectiveness of

our proposed methods as compared to other existing strategies. Our finding for this

aim were published in [53].
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1.3.2 AoI Optimization in RIS-Assisted IoT Networks

In the previous contribution, we discussed the AoI problem evaluating the com-

bined impact of stochastic packet arrivals, scheduling policy and unreliable channel

conditions. As a next step, we aim to leverage the RIS to preserve the information

freshness. In this regard, this contribution considers a wireless network consisting

of a BS that is serving multiple real-time traffic streams forwarding information up-

dates to their destinations. Since the wireless channels may be unreliable due to the

impurities of the propagation environments, such as deep fading, blockages, etc., we

integrate RIS to the wireless system in order to mitigate the propagation-induced

impairments, enhance the quality of the wireless links, and ensure that the required

freshness of information is achieved. For this network set-up, we investigate the joint

optimization of the traffic streams scheduling and the RIS phase-shift matrix with

the goal of minimizing the long-term average AoI. The formulated optimization prob-

lem is a mixed integer non-convex optimization problem, which is difficult to solve.

To circumvent the high-coupled optimization variables, and with the aid of bi-level

optimization, we decompose the original problem into an outer traffic stream sched-

uling problem and an inner RIS phase-shift matrix problem. For the outer problem,

owing to its complexity and stochastic nature of packet arrivals, we resort to deep

reinforcement learning (DRL) solution where the traffic stream scheduling is modeled

as a Markov Decision Process (MDP), and Proximal Policy Optimization (PPO) is

invoked to solve it. Whereas, the inner problem that determines the RIS configu-

ration is solved through semi-definite relaxation (SDR). Finally, we show through

extensive simulations that our approach evaluates the combined impact of scheduling

policy and RIS configuration on the long term average AoI, where we demonstrate

its superiority against other baseline schemes. Our finding for this aim in parts were

published in [54] and are submitted for possible publication in [55].
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1.3.3 AoI Optimization in RIS-Assisted NOMA/ C-NOMA

Based IoT Networks

The previous contribution showed that RIS can counter the propagation-induced

impairments of the wireless links and can enhance the channel quality to ensure that

the required freshness of information is achieved. However, the considered system

model focused on orthogonal multiple access (OMA) scheme, where a single traffic

stream may transmit its information update on a particular resource block (time

and/or frequency) [56]. Now that we have established an RIS-assisted system model,

we want to explore the potential benefits of other multiple access schemes (i.e., NOMA

and C-NOMA) towards the objective of minimizing AoI. This contribution first inves-

tigates the benefits of integrating RIS on minimizing the average sum AoI in uplink

NOMA-based IoT networks. A problem is formulated to optimize the RIS config-

uration, the transmit power of IoTDs and their clustering policy. The formulated

problem is a mixed-integer non-convex one, and in order to solve it, we obtain first

the RIS configuration by resorting to difference-of-convex (DC) and successive convex

approximation (SCA). Afterwards, the joint power allocation and clustering problem

is solved using the concept of bi-level optimization and is decomposed into an outer

IoTDs clustering problem and an inner power allocation problem. Optimal closed-

form expressions are derived for the inner problem and the one-to-one matching is

employed to solve the outer one. As a second part of this contribution, we investigate

the potential of integrating RIS and C-NOMA scheme in preserving the freshness of

information. In this setup, an optimization problem has been formulated to mini-

mize the average sum AoI by optimizing the transmit power of the IoTDs and the

RIS phase shift matrix. A closed-form solution has been derived for the power control

sub-problem and the SDR approach is adopted for the RIS configuration sub-problem.

Simulation results demonstrate that our proposed RIS-empowered uplink C-NOMA
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scheme achieves higher AoI-reduction compared to all baseline schemes. Our finding

for this aim were submitted for possible publication in [57], [58], [59].
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1.5 Thesis Organization

This thesis is organized as follows. Chapter 2 presents a background of the emerg-

ing technologies. Chapter 3 provides our contribution of solving the AoI minimiza-

tion problem in MEC-assisted IoT Networks. Chapter 4 discusses how the RIS can

be leveraged to minimize AoI in wireless communication network. Chapter 5 pro-

vides our third contribution, where NOMA and C-NOMA schemes are investigated

in uplink settings with and without RIS. Finally Chapter 6 concludes this thesis with

future directions.
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Chapter 2

Background
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This chapter succinctly discuss related concepts and notions that are used in this

thesis. We present the concepts of age of information, multi-access edge computing,

reconfigurable intelligent surface, and non-orthogonal multiple access scheme.

2.1 Background

2.1.1 Age of Information

Emerging IoT applications require efficient, timely and reliable delivery of infor-

mation updates to make necessary decisions. Referring to an IoT network, where a

single or multiple IoTDs are deployed to monitor and sense some physical processes

e.g., environment monitoring in sensor networks [60]. Then, the sensed information

updates are sent to the respective destinations to extract useful information from

these updates to make critical decisions. Indeed, the accuracy and correctness of

these decisions largely depend on the freshness of the information at the destination.

However, depending on the application, the duration over which the information can

still be considered as fresh could vary. For example, applications that are directly re-

lated to human safety, such as lane changing in autonomous driving system, will have

this duration much smaller than the ones dedicated to temperature monitoring [61].

AoI is fundamentally different from other performance metrics such as the delay

or latency as the latter measure the information freshness from the perspective of

individual packets. However, AoI quantifies the information freshness from the des-

tination’s perspective where the timeliness is counted from the time, the information

is generated (or sampled) until its delivery to the destination. More precisely, AoI

measures the time elapsed since the most recent delivered status message was gener-

ated, whereas the delay measures the time elapsed from the generation of a packet

to its delivery. Figure 2.1 illustrates the evolution of AoI of a single IoTD, which

16



Figure 2.1: AoI evolution vs. time. [61]

is given by a solid line, whereas the dashed line denotes the elapsed time since the

status update of the IoT device was generated. In this illustration, it is assumed

that a single packet can be transmitted in a given time-slot and IoTD transmits n

packets towards a destination. Xn denotes the inter-arrival time between packets n

and n− 1, tn and t′n denote the transmission and reception time instances of a packet

n, whereas, Tn represents the time elapsed since the packet n was generated until it is

received at the destination. It can be observed from the Figure 2.1 that AoI linearly

increases in each time-slot until the successful delivery of a packet, where the AoI is

decreased.

2.1.2 Multi-Access Edge Computing

Multi-access Edge Computing (MEC)[62], previously termed as Mobile Edge Com-

puting, is a paradigm that extends the cloud computing resources to the edge of the

network. MEC was introduced by European Telecommunications Standards Insti-

tute (ETSI) realizing the mobile communication, but since then its benefits reach
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Figure 2.2: MEC applications in wireless networks [63].

beyond mobile and into the fixed access technologies [63]. The main idea of MEC is

to bring computation and data storage closer to the user devices. Imagine a video

surveillance camera connected with a Long Term Evolution (LTE) network that is

forwarding the video streams to MEC server in order to perform real-time processing

and anomaly detection. The MEC operation is indeed beneficial for both users and

network operators. From a user’s perspective, resource-constrained devices could be

free from running computation-intensive and delay-constrained applications locally.

On the other hand, a network operator may reduce its core network congestion by

moving applications on the network edge. MEC enhances the capabilities of end de-

vices and allows them to offload their computation intensive tasks onto the edge of

the network. The MEC servers are equipped with intelligent functions to process the

resource-intensive tasks which are offloaded by the IoTDs. This can be achieved by

first assigning a processing task of an IoTD to an MEC server through an uplink

channel. Then, the required computing resources are allocated at the MEC server

for the resolution of the task. Once done, the computation result is fed back to the

IoTD through a downlink channel. This three step process is termed as ”offloading”
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and this task-offloading may result in significant reduction of computing time of the

tasks, which, if processed locally at IoT devices, may experience excessive compu-

tational latency. However, optimal resource assignment is a key challenge towards

realizing the potentials of MEC [64]. Precisely, the core benefits of MEC architecture

are reduced network congestion, enhanced bandwidth utilization, and lower latency-

communication. Figure 2.2 illustrates different use cases of MEC in critical IoT

applications, massive IoT applications, long range IoT applications and short range

IoT applications, where the benefits of MEC such as low latency communication,

improved reliability, enhanced security and privacy of IoTDs can be fully realized.

2.1.3 Reconfigurable Intelligent Surfaces (RIS)

RIS has been proposed as a new paradigm that will enable the next-generation

networks by achieving smart and reconfigurable wireless channel propagation environ-

ments [65]. Generally, the wireless propagation suffers from impurities such as deep

fading, blockages, etc. In this regard, the RIS has been envisioned as a revolutionizing

technology to circumvent the impairments of the wireless propagation environments

and enhance the spectrum and/or energy efficiency of the wireless communication

networks. This can be achieved by reshaping and re-configuring the wireless envi-

ronment, i.e., constructing a strong channel between the source and destination by

recognizing the alternative propagation routes through which the information-bearing

signal can be received at the point-of-interest [66]. From the construction’s aspect,

a typical architecture of RIS consists of three layers and a controller as shown in

Figure 2.3. The outermost layer is composed of passive elements which are printed

on a dielectric substrate to interact with the incident signals. The intermediate layer

is composed of a copper plate which aims to minimize the signal energy leakages. The

innermost layer is a control circuit board which is responsible for tuning and exciting
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Figure 2.3: RIS architecture [67].

the reflective elements triggered by a smart controller attached to RIS. The controller

can be implemented by a field-programmable gate array (FPGA) and considered as

a gateway to coordinate/communicate with other components such as base station,

access point, or a user terminals [67]. Precisely, RIS is a planar surface consisting of

an array of passive elements. Each element receives the superposed multi-path signals

from the BS (transmitter) and the combined signal is then scattered with adjustable

phase and/or amplitude leading to a multiplicative channel model. Therefore, the

signals transmitted within the wireless propagation environments can be controlled,

and through a proper adjustment of the phase shifts of all the RIS elements, the

desired signals at the points of interest can be enhanced [68]. RIS carry several prac-

tical advantages as compared to contemporary technologies such as active relay and

backscatter communication, which are briefly discussed here. First, the RIS reflect-

ing elements do passively reflect the impinging signals without the need of any active

transmit module (i.e., power amplifier). Second, the RIS operates in full-duplex mode

where it is free of any noise amplification/processing and self-interference. Third, the

RIS has lightweight and low profile structures which can be easily mounted on walls

and facades of buildings [67].
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Figure 2.4: RIS applications in wireless networks [69].

Figure 2.4 depicts that RIS can be used to support various applications, for ex-

ample, consider a user at a dead zone with no coverage as the direct link between the

user and its serving base station is blocked due to an obstacle. In this case, RIS can

be deployed at a place where it has clear links between the user and the BS and it

will help to create a virtual line of sight link through smart reflection to bypass the

obstacle. Another application is physical layer security, where RIS can be used to

reduce information leakage by canceling out the impact of the reflected signals of the

eavesdropper. Moreover, in another application RIS can help the cell-edge user to

not only enhance the desired signal power but may also reduce the interference from

the neighbouring BS. In the light of the above discussion, it is evident that RIS can

empower wireless communication networks for bypassing obstacles, improving cover-

age extension, reducing information leakage, enabling massive communication, and

improving the power transfer efficiency. For more details on RIS, interested readers

are referred to [70] [71].
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2.1.4 Non-Orthogonal Multiple Access (NOMA)

NOMA is deemed as a promising multiple access scheme for future wireless net-

works due to its ability to allow multiple users to simultaneously access the same

wireless resources. Contrary to OMA schemes, where only a single user can transmit

its information on a specific resource block, NOMA empowers multiple users to utilize

the same time/frequency resource to transmit their information and achieves supe-

rior spectral efficiency performance [72]. Figure 2.5(a) illustrates OMA scheme, where

each user’s information is transmitted over the available time/frequency resource in

an orthogonal manner (resource allocated to different users is colored differently).

Despite that, there is no interference among users, the total number of served users is

limited. Figure 2.5(b) depicts that with NOMA, different user’s information can be

multiplexed in the same time/frequency resource by assigning different power levels.

(2.5.a) OMA.

(2.5.b) NOMA.

Figure 2.5: Multiple access techniques [73].
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However, this is achieved by adopting a superposition coding (SC) at the transmit-

ter side with proper power allocation and by performing a successive interference can-

cellation (SIC) at the end receivers to cancel the inter-NOMA user interference [74].

For example, in downlink setting, the BS schedules different users on the same re-

source but the messages of different users are transmitted using different power levels.

In order to decode its own message, each user can apply SIC by exploiting the power

differences. The operation of NOMA in uplink and downlink are different, relevant

to this dissertation, we now discuss the working of uplink NOMA.

In uplink NOMA systems, each user transmits its own message over the same

resource as other users towards the BS. All the signals despite causing interference to

each other, are the desired signals for the BS. In order to decode each user’s individ-

ual signal, BS adopts SIC. In this context, the signal from the user with the highest

channel gain is likely the strongest one and decoded first. Hence, the user with the

highest channel gain experiences the interference from rest of the users. Next, the

user with the second highest channel gain will be decoded and so forth. Consequently,

the user with the lowest channel gain will experience no interference.

Figure 2.6 demonstrates a 3-user uplink NOMA system where x1, x2, x3 denote

the messages and h1, h2, h3 denote the channel gains of user1, user2, and user3 re-

spectively, where h1 > h2 > h3 and w0 denotes the additive white Gaussian noise.

As discussed earlier, the user’s signal with the highest channel gain will be decoded

first and will experience interference from the remaining users. Being said that, the

achievable data rate for each user i can be given as:

Ri = ωBlog2
(
1 +

Piγi∑3
j=i+1 Pjγj + ω

)
, (2.1)

where γi =
hi

N0B
is the normalized channel gain, N0 is the noise spectral density, ω

is the total number of channels, B is the transmission bandwidth of each channel,
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and Pi is the transmission power of user i. The power allocation primarily depends

on the performance metric, such that rate maximization, AoI minimization, etc., and

the corresponding operating constraints.

Figure 2.6: Illustration of an uplink NOMA system [75].

To further enhance the performance of NOMA systems and realizing the demand-

ing requirements of 6G wireless networks [76] [77], the integration of NOMA, cooper-

ative relaying techniques and device-to-device (D2D) communication, which is known

as cooperative NOMA (C-NOMA), has been proposed [78]. In C-NOMA, the user

with typically good channel conditions may act as a relay to aid the transmission

of the user with the bad channel conditions. Figure 2.7 illustrates a system which

consists of one BS, one far user and one near user. There are three links in the pre-

sented system model, first one is the direct transmission (DT) link from near user to

the BS, second DT link is between far user and the BS. The third one is a coopera-

tive transmission (CT) link between the far and near user. In the presented uplink

C-NOMA system, the far user transmits its signal to the BS and to the near user
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Figure 2.7: Illustration of a C-NOMA system.

simultaneously, while the near user, upon receiving the signal of far user decodes it

first and then forwards this decoded signal of far user along with its own signal using

SC to the BS. Generally, there are two possible decode and forward (DF) relaying

modes that near user can adopt, either a half-duplex (HD) relaying mode or a full-

duplex (FD) relaying mode. In HD mode, the DT phase and the CT phase occur

in two consecutive time-slots, whereas, in FD mode, the direct transmission and the

cooperative transmission both occur in the same time slot.

According to NOMA principle, both users will be served simultaneously within

the same time/frequency resource block to provide their information to the BS. There

are two possible decoding orders at the BS, either decode the far user first or decode

the near user first. Assume that decoding order is to decode the far user first. In this

case, the BS will employ maximum-ratio combination (MRC) to combine the signal

that is directly transmitted by far user with the superimposed signal that is directly

transmitted by near in order to decode far user. Once achieved, the signal of the far

user will be subtracted from the total received signal at the BS to obtain the signal

of near user[79]. For more details, readers are refer to [80], [81].
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Chapter 3

AoI Optimization in MEC-Assisted

IoT Networks
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3.1 Motivation and Contributions

Real-time applications demand intensified computing capabilities to process status

update messages but IoT devices are usually on low-budget for energy and comput-

ing resources. This might cause excessive computational delays to process resource-

intensive tasks which may inversely impact AoI. MEC [62] appears to be a promising

solution in this regard to enhance the capabilities of end devices by allowing them

to offload their computation intensive tasks onto the edge of the network. The MEC

servers are equipped with intelligent functions to process the resource-intensive tasks

which are offloaded by the IoT devices. This task-offloading may result in significant

reduction of computing time of the tasks, which, if processed locally at IoT devices,

may experience excessive computational latency.

In this chapter, we study scheduling algorithms that attempt to minimize the

expected sum AoI in a network with multiple traffic streams of IoTDs (deployed for

critical applications). The packets from these traffic streams arrive to the base sta-

tion following a stochastic process and are forwarded to their respective destinations

over unreliable channels after they get processed by an MEC host. Note that an

application in the MEC host executes compute-intensive functions with much higher

performance on behalf of IoT users. The time is divided into time-slots and at each

time-slot, the algorithm performs two scheduling decisions, i.e., schedule a packet

from its queue to the MEC node, and schedule a processed packet from its queue

to its relative destination with a goal to to keep the information fresh at each desti-

nation. In short, we aim to answer the following questions: How the expected sum

AoI can be minimized in this computation-intensive information-update system under

probabilistic arrivals? How to properly allocate the packets of input streams to the

MEC node and in which order? How to efficiently schedule packets to their respective

destinations under unreliable transmission conditions?
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We can summarize the main contributions as:

• Formulation of an optimization problem to find the optimal scheduling policy

under single packet queue system with an objective to minimize the expected

sum AoI by jointly considering the stochastic arrivals, processing at MEC node

and unreliable channel conditions.

• Following that the optimization problem is difficult to solve, we provide a more

traceable expression for the expected sum AoI and propose two low-complexity

algorithms, (i) Alternating Dual Minimization algorithm (ADM), and (ii) Age-

based Modified Greedy algorithm (AMG).

• The proposed solution is assessed by comparing it with other existing ap-

proaches. Through experimental analysis, we verify that a careful scheduling of

the streams results in a lower expected sum AoI.

3.2 System Model

We consider a wireless network with a BS that serves packets from I traffic streams

down-link to I destinations as shown in Figure 3.1. 1 The time is slotted with time-

slot index t ∈ {1, 2, .... , T} where T is the time-horizon of this discrete-time system.

At the beginning of every time-slot t, a packet from the stream i ∈ {1, 2, .... , I}

arrives at its respective in-queue (i.e., Qi) with probability λi ∈ (0,1], ∀ i. This arrival

of packets follows a Bernoulli process which is independent and identically distributed

over time, and independent across different streams. The packet from stream i stays

in the in-queue until the BS schedules it for processing at the MEC node. In each

time-slot t, the BS either idles or schedules a packet from queue i to be processed

1In this work, each information update message generated by a source is represented as a packet
[32] [82][83] and once processed by MEC node can be successfully transmitted in a given time-slot
to the respective destination if the channel is ON.
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by the MEC node. The packets scheduled by the BS are processed by a softwarized

network function hosted by the MEC node that is co-located with the BS. (Note

that according to 5G system architecture and MEC [84], there are multiple options

for physical deployment of the MEC hosts which are based on different operational,

performance or security related requirements. Out of the several possible options,

MEC is considered feasible to be collocated with the BS). The processed packet from

stream i stays in the out-queue (i.e., Q̂i) before it is scheduled for transmission to the

destination. The Q̂i is a single packet queue, hence a packet waiting in Q̂i would be

pre-empted by a new processed packet.

We assume a single packet queue system such that when a new status packet is

arrived in the queue, the older one is replaced by the new one. The reason being that

destination will not benefit from receiving an outdated status update. So, at any

time, if there are two status update packets in the system, one packet carrying the

most recent state and the other one with old information. The packet with the recent

information must be delivered. The similar approach has been adopted in [85–87].

We consider that MEC node can process one packet at a time. However, at any time-

slot more than one packets of a traffic stream i could be available in the system; e.g.,

one packet of stream i available in Qi (i.e., a
t
i = 1, where ati indicates the arrival of a

packet) while another packet after completing its processing at MEC node arrives to

Q̂i to get transmitted to the destination.

The processed packets are transmitted to their respective destination nodes by

the BS. The channel between BS and the destinations is unreliable and hence loses

packets, which indeed demands the BS to hold the outgoing packet in its queue

until the successful reception of the packet at the destination, otherwise the packet

is replaced by a new processed packet. In this work, it is assumed that we have a

statistical description of the channel gain rather than having a deterministic fixed
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Figure 3.1: An illustration of the system model.

value. The channel gain here is random variable that follows a certain probability

distribution which is known. With this assumption, our channel is considered as an

ON-OFF channel [83, 88–90] and that reliability of transmission medium is depicted

by the probability of successful transmission at each time unit. In this ON-OFF

channel, the channel is considered to be ON, if the SNR is above the predefined

threshold and OFF otherwise. Precisely, a packet is successfully received at the

destination with probability pi = Pr[SNRi ≥ γ], where γ is a predefined threshold.

Please note that any small scale fading channel (Rayliegh, Rician, Nakagami) can

be mapped to an ON-OFF channel. The only thing that we need to know is the

distribution of the channel. For example, Rayleigh channel is widely used in LTE

networks [91][92] can be mapped to an ON-OFF channel, which can be obtained as

follows. First, we need to find the SNR, which is as follows.

SNRi =
P × |hi|2 × d−α

i

N0

, (3.1)
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where P is the transmission power of the BS, di is the distance between the BS and

the destination i, the hi is the channel gain between the BS and the destination i, α

is the path loss factor and N0 is the thermal noise. Note that hi is a random variable

that follows an exponential distribution with a mean equals to 1 and we use it to

determine the Bernoulli random variable which is the channel state. As we know the

packet size, the threshold as well as the distance between the BS and the destination

is fixed. We then need to find Pr as:

pi = Pr[channel is on] = Pr[SNRi ≥ γ] = Pr[
P × |hi|2 × d−α

i

N0

≥ γ] = e
−γ×N0×d−α

i
P

(3.2)

Given, all these configuration parameters (P, γ,N0, α and di) are fixed, we can con-

clude that Pr is fixed through the time. It is noteworthy that the same assumption

to consider the ON-OFF channel has been largely utilized in the literature [88][83]

[89] [90].

The AoI measures the time that elapsed since the generation of the freshest packet

that is received by the destination. Let At
i be the AoI associated with the destination

i at the beginning of the time t. Let τ ti be the time-stamp of the recent packet received

at the destination i by the time t. Then, the AoI is defined as At
i := t − τ ti . In the

context of MEC assisted network discussed here, this time is composed of waiting

time in the first queue + waiting time in the second queue + computation time at

the MEC node. The value of At
i increases linearly over time when no fresh packet is

arrived at the destination which represents that the information is getting older. The

moment a packet arrives at the destination, the value of τ ti is updated and the Age is

reduced accordingly. For convenience, all symbols used throughout this chapter are

summarized and defined in Table 3.1.
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Symbol Explanation
I Set of traffic streams
T Time horizon
λi Probability with that a packet from stream i arrives

to the system.
pi Probability that the channel is ON for destination i
ati Indicator that a packet from traffic stream i arrives

in slot t in the queue.
âti Indicator that a processed packet of stream i

arrives in slot t at the queue Q̂i.
zti System time of the packet in Qi of user stream i

at the beginning of slot t.
βt
i Indicator with value 1 if the selected stream

has a non-empty queue.
I ti Inter-arrival time of currently scheduled packet

and the last scheduled packet of stream i at time-slot t
cti Channel state associated with the destination i

during slot t with value 1 if the channel is ON
and 0 otherwise

ti[m] Index of the time-slot in which mth

packet of stream i arrives to the system
xt
i 1: if traffic stream i is scheduled by BS to

MEC in slot t and 0 otherwise.
x̂t
i 1: if processed packet of stream i is scheduled

by BS to destination i in slot t and 0 otherwise.

β̂t
i Indicator with value 1 if the selected stream

from the Q̂i has a non-empty queue.

ẑti System time of the packet in Q̂i of
stream i at the beginning of slot t.

At
i Age corresponding to destination i.

Table 3.1: Table of notations.

3.3 Illustrative Example

To better understand the definition of AoI and how it is calculated, we provide

an example in Figure 3.2. The figure illustrates the evolution of AoI associated with

traffic stream i represented by solid purple line; the evolution of ẑti (the system time

of a packet of stream i in the out-queue, defined in section 3.4) represented by a red

dotted line; and the evolution of zti (the system time of a packet of stream i since its
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Figure 3.2: The evolution of AoI.

arrival in the in-queue, defined in section 3.4) shown by blue dotted line. Keeping a

track of age is not trivial in this case due to multiple challenges: (i) Different arrival

times of the packets must be carefully realized. (ii) The status of in-queue must

be considered upon arrival of a fresh packet that would lead to discard any existing

packet. (iii) The status of out-queue must be considered upon arrival of a fresh packet

that leads to dropping any existing packet in the queue. (iv ) The status of the out-

queue must be checked upon the failure of the delivery of a packet. In this example,

we consider five packets i1 to i5 that arrive in the system at different times and that

the system is running for some time already (i.e., ẑti and At
i have initial values 2 and

3 respectively). A complete record of the events along with the evolution of age in

each time-slot is demonstrated by Table 3.2.

The first packet i1 arrives at Qi when there was no other packet in the system.

(i.e., Q̂i is empty and xt−1
i = 0). The value of zti is hence 0 at time-slot 1. At t = 2,
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t Event Ii zti ẑti At
i

1 i1 arrives at Qi. 0 0 2 3
2 i1 is waiting in Qi. 0 1 3 4
3 i2 arrives at Qi (i1 is dropped) 0 0 4 5
4 i2 is scheduled. 3-0 = 3 1 5 6

5 i2 arrives at Q̂i | i3 arrives at Qi 3 2 2 7
6 i3 is scheduled | i2 sent to dst 5-3 = 2 3 3 8

7 i2 is delivered | i3 arrives at Q̂i 2 4 4 4
8 i4 arrives at Qi | i3 sent to dst 2 3 3 5
9 i4 is scheduled | i3 is delivered 8-5 = 3 4 4 4

10 i4 arrives at Q̂i 3 2 2 6
11 i5 arrives at Qi. 3 3 3 7
12 i5 is scheduled. 11-8 = 3 4 4 8

13 i5 arrives at Q̂i (i4 is dropped) 3 2 2 9
14 i5 is sent to dst 3 3 3 10
15 i5 is delivered 0 4 4 4

Table 3.2: The calculation of AoI.

i1 was waiting in the Qi to get scheduled by the BS. At t = 3, a fresh packet i2

arrives at Qi. The arrival of i2 causes i1 to get discarded from the system since we

are using a single packet queue and we assume that when a new packet is arrived,

the existing packet is discarded. According to the definition of zti , its value becomes

0 when a new packet arrives and there is no other packet in the system belonging

to the same stream. Hence at t = 3, the value of zti becomes 0. Even so, At
i and

ẑti increase linearly. At t = 4, i2 is scheduled and gives rise to the value of Ii that

is the inter-arrival time between the recent scheduled packet and the last scheduled

packet. The value of Ii changes to 3 as i2 arrives at t = 3 and the value of Ii for

last scheduled packet is 0. At t = 5, i2 arrives at Q̂i and results in ẑti getting equal

to zti . We observe that whenever a packet is scheduled, the value of Ii is updated.

At t = 6, Ii becomes equal to 2. At t = 7, i2 gets delivered, hence, the value of At
i

drops to the value of ẑti . The values of zti and ẑti are updated in the next time-slot in

which a packet is delivered. As we can see, at t = 8 and t = 10, the value of zti and

34



ẑti is decreased by Ii. Moreover, when a new packet arrives at the non-empty Q̂i, the

values of zti and ẑti are decremented by Ii as shown at t = 13 (upon arrival of i5, i4

is dropped). At t = 15, At
i gets a value 4 and Ii drops to 0. To summarise, we can

say that AoI increases linearly at every time-slot between two successfully received

updates and drops down to the elapsed time, ẑti , when the update is received by the

destination. The inter-arrival time Ii helps to update the elapsed time, zti and ẑti , in

order to obtain the correct value of age.

3.4 Problem Formulation

This chapter aspires to solve the problem of minimizing AoI in MEC-assisted IoT

networks. Two scheduling decisions give a concise account of this problem. The first

defines the scheduling of computation-intensive packets from BS to the MEC node

and the later entails the scheduling of processed packets from BS to the destination

nodes. Given that packet arrival follows a stochastic process and the channel from

BS to the destinations is unreliable and undergoes random packet loss, we derive

the expression for the expected sum AoI under the single packet queue system. The

detailed formulation is given as follows:

3.4.1 Preliminary Definitions

Let ati be the indicator that a packet from traffic stream i arrives at Qi in time-

slot t and ati= 0 otherwise. Let xt
i be the indicator that is equal to 1 when the BS

schedules a packet from stream i during slot t, and xt
i= 0 otherwise. Let x̂t

i be the

indicator that is equal to 1 when the BS transmits a packet from Q̂i to its respective

destination during time-slot t, and x̂t
i= 0 otherwise. Let βt

i be a binary variable that

is equal to 1 if the selected stream from Qi has a non-empty queue at the beginning
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of time-slot t and 0 otherwise. Let β̂t
i be a binary variable that is equal to 1 if the

selected stream of Q̂i has a non-empty queue in time-slot t and 0 otherwise. If a

packet of stream i arrives at Qi in time-slot t (i.e., ati = 1), then βt
i = 1. Besides,

the value of βt
i changes to 0 only when the packet of stream i is scheduled to the

MEC node (i.e., xt
i = 1) and there is no newly arrived packet in the same queue (i.e.,

ati = 0). The βt
i can be written as.

βt+1
i =


1 if at+1

i = 1,

0 if xt
i = 1 ∧ at+1

i = 0, ∀i, t,

βt
i otherwise.

(3.3)

3.4.2 Scheduling Constraints

The adopted access technique in this paper is time division multiple access (TDMA)

which means that only one transmission can be occurred per time-slot. Moreover,

different traffic streams may have at most one fresh update packet at any time slot

available for transmission. That’s why at any time-slot, BS is assumed to transmit

a single packet. Considering that BS can schedule at most one packet at any given

time-slot t from the in-queue to MEC node. We have:

N∑
i=1

xt
i ≤ 1, ∀t. (3.4)

Moreover, a packet of stream i cannot be scheduled (i.e., xt
i = 0) if the Qi is empty

(i.e., βt
i = 0) . This is given as following:

xt
i ≤ βt

i , ∀i, t. (3.5)

The BS can transmit at most one packet at any given time-slot t from out-queue
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to the destination. Hence, we have:

N∑
i=1

x̂t
i ≤ 1, ∀t. (3.6)

Also, a packet of stream i cannot be transmitted to its destination if Q̂i is empty

(i.e., β̂t
i = 0). This is given as follows:

x̂t
i ≤ β̂t

i , ∀i, t. (3.7)

Recall that a packet processed by MEC node of stream i (i.e., xt−1
i = 1) arrives

at Q̂i in time-slot t (i.e., âti = 1), then β̂t
i = 1, as given below.

β̂t
i ≥ âti, ∀i, t. (3.8)

The value of β̂t
i changes to 0 only when the packet is successfully delivered to the

destination (i.e., x̂t
i.c

t
i = 1) and there is no newly arrived packet (i.e., âti = 0) in the

same queue (i.e., no packet was scheduled to MEC node in the previous time-slot).

The β̂t
i can be written as.

β̂t+1
i =


1 if ât+1

i = 1,

0 if x̂t
ic

t
i = 1 ∧ ât+1

i = 0, ∀i, t.

β̂t
i otherwise.

(3.9)

The channel state process is independent and identically distributed over time and

independent across different destinations, with P (cti = 1) = pi, ∀i, t. Note that, the

probability pi is fixed in time but may differ across destinations.
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3.4.3 Computation Offloading Constraint

We consider that each packet scheduled to MEC node takes 1 time-slot of pro-

cessing time before it arrives at Q̂i. Let âti be the indicator that a packet of traffic

stream i processed by MEC node arrives at Q̂i in time-slot t and âti= 0 otherwise.

The âti is defined as follows:

ât+1
i = xt

i, ∀i, t. (3.10)

3.4.4 Mathematical Definition of Age of Information

Let ti[m] be the index of the time-slot at which mth packet of stream i arrives at

the system. We define Ii := ti[m]− ti[m−1] as the inter-arrival time of the currently

scheduled packet m and the last scheduled packet m − 1 of stream i with ti[0] = 0.

The value of Ii is only updated when a packet is scheduled in time-slot t (i.e., xt
i = 1).

Ii is set to 0 in two potential cases:

Case1: When there are no packets of stream i in the system (Qi and Q̂i are empty).

Case2: A packet of stream i is delivered in time-slot t (i.e., dti = 1) and a new packet

is arrived (i.e., ati = 1). This case is realized when (i) a packet is delivered in slot t,

(ii) a new packet arrives at Qi in the same slot (i.e., βt
i = 1), and (iii) Q̂i is empty

(i.e., β̂t
i = 0). Note that when Ii = 0, ti[m− 1] = 0, the inter-arrival time is given as

follows:

I ti =


0 if (βt

i = 0 ∧ β̂t
i = 0) ∨ (βt

i = 1 ∧ β̂t
i = 0 ∧ x̂t

ic
t
i = 1),

ti[m]− ti[m− 1] if xt
i = 1, ∀i, t.

I t−1
i otherwise.

(3.11)
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We define zti as the system time of a packet in queue i at the beginning of slot t.

By definition, we have zti= t − τ ti , where τ ti is the arrival time of the packet in the

in-queue i. The value of zti becomes 0 when: (i) a new packet of stream i arrives in

Qi (i.e., a
t
i = 1) when no other packet exists in Q̂i (i.e., β̄

t
i = 0) and also no packet

was scheduled to MEC node in the previous time-slot (i.e., xt−1
i = 0), (ii) a new

packet of stream i arrives in Qi (i.e., a
t
i = 1) when there exists another packet in

Qi (i.e., β
t
i = 1). The value of zti in time-slot t is dropped by the inter-arrival time

when: (i) a packet had been successfully delivered to its destination in the previous

time-slot (i.e., x̂t−1
i ct−1

i = 1) or (ii) a new packet arrives in Q̂i (i.e., â
t
i = 1) when Q̂i

is not empty (i.e., β̂t
i = 1), otherwise the value of zti is linearly increased by 1 in each

subsequent time-slot. The evolution of zti is given as following:

zti =


0 if ati = 1 ∧ β̂t

i = 0 ∧ x̂t−1
i = 0,

zt−1
i + 1− I ti if (β̂t−1

i = 1 ∧ âti = 1 ∧ x̂t−1
i = 0), ∀i, t.

zt−1
i + 1 otherwise.

(3.12)

We define ẑti as the total system time for a packet i until it is processed and queued

in the Q̂i at the beginning of time-slot t. The moment when (i) a packet arrives

to Q̂i (i.e., âti = 1), or (ii) a packet was delivered in the previous time-slot (i.e.,

x̂t−1
i ct−1

i = 1), the value of ẑti becomes equal to zti , otherwise its value linearly increases

in each time-slot. The evolution of ẑti can be written as:

ẑti =


zti if âti = 1, ∀i, t.

ẑt−1
i + 1 otherwise.

(3.13)

We define At
i as the AoI associated with destination i in time-slot t. Some studies

in literature, [93] [94], considered a certain threshold of AoI, which is termed as

risk level such that the system’s AoI should not be exceeded by this threshold value.
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However, in this work, we consider that whenever a successful packet is received at the

destination, the AoI is updated by ẑti . Similarly, if no fresh packet is received in time-

slot t, the information gets one time-slot older, which is represented by At+1
i = At

i+1.

The evolution of At
i of destination i can be written as:

At+1
i =


ẑti + 1 if x̂t

ic
t
i = 1, ∀i, t.

At
i + 1 otherwise.

(3.14)

Let us denote X1 = {xt
i, ∀i, t},X2 = {x̂t

i, ∀i, t}, the optimization model to mini-

mize the expected AoI is given as follows.

OP1: min
X1,X2

1

I

1

T
E
[ T∑

t=1

I∑
i=1

At
i|A0

i = 0
]

s.t. C1 : xt
i ∈ {0, 1}, ∀i, t

C2 : x̂t
i ∈ {0, 1}, ∀i, t

C3: Eq. (3.1) - (3.12)

Problem OP1 is an integer linear programming problem which is hard to be solved

as a result of the intractability of the objective function, Eq. (3.3), Eq. (3.9), Eq.

(3.11), Eq. (3.12) and Eq. (3.13), for which an exact derivation is difficult to obtain

due to a large number of non linear terms. To overcome this issue, we will reformulate

the problem in another fashion as follows. According to the definition of evolution of

age, when a packet of stream i is received by its destination, the age is decreased by

the factor of system time of the delivered packet. Otherwise, the age is increased by

one. This condition can be modelled by constraint 3.16.
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E[At+1
i ] = E[(1− x̂t

i)(A
t
i + 1) + x̂t

ic
t
i(t−H t

i + 1) + x̂t
i(1− cti)(A

t
i + 1)] (3.16)

The term H t
i captures the system time of packet i at time-slot t. It ensures that

the most recent packet is scheduled in each time-slot such that the expected age is

minimized. The term at2i is the indicator that gives the arrival time-slot of the most

recent packet in the queue, whereas y
(t,t1,t2)
i is a binary variable that ensures that in

each time-slot the most recent packet is considered for each stream i.

E[H t
i ] = E

∑
t1<t

∑
t2<t1

[xt1
i y

(t,t1,t2)
i at2i × t2], ∀i, t. (3.17)

∑
t1<t

∑
t2<t1

y
(t,t1,t2)
i = 1, ∀ i, t. (3.18)

Table 3.3 shows the evolution of AoI for the presented formulation. For demon-

stration purpose we consider that channel is always ON, i.e., cti= 1 and At
i= 1 at t =

1. There are two packets of stream i i.e., i1 and i2 that arrive at the system during a

time horizon of T = 5. As shown in Table 3.3, a packet arrives at time-slot 1 raises age

to 2 in time-slot 2. However, another packet arrives in the same queue. As expected,

the previous packet is discarded. At time-slot 3, the packet i2 is scheduled to MEC

node. At time-slot 4, this packet arrived at its respective queue and since this was

the only packet in the queue, BS scheduled it in time-slot 4. Finally, at time-slot 5,

i2 was delivered and hence the age is dropped to 3.
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t Event ati t1 t2 xt
i x̂t

i H t
i At

i

1 i1 arrives to Qi. 1 0 0 - 0 0 1
2 i2 arrives to Qi (i1 is dropped). 1 <1 0 - 0 0 2
3 i2 is scheduled to MEC node 0 <2 <1 1 - 1 3
4 i2 is scheduled to destination 0 <3 <2 - 1 2 4
5 i2 is delivered 0 <4 <3 - - 2 3

Table 3.3: An example to demonstrate the evolution of AoI.

3.5 Algorithmic Methods

We observe that the optimization problem presented in Section 3.4 is hard to

solve due to the existence of binary variables xt
i, x̂

t
i and y

(t,t1,t2)
i . Moreover, the Linear

Programming (LP) methods might be very expensive in terms of computing times for

large scale problems. Hence, we provide different algorithmic solutions in search of

the best policies to schedule the IoT traffic streams from in-queues to the MEC and

between the out-queue and the destinations via BS.

3.5.1 Alternating Dual Minimization Algorithm

We propose an iterative scheme to solve the optimization problem by applying

alternating dual minimization (ADM) algorithm. The ADM algorithm has two steps.

The first step consists of dividing the set of optimization variables into two blocks of

variables. The second step iteratively optimizes over each block of variables, while

keeping the remaining variables fixed. The ADM algorithm is presented as Algo-

rithm 1.

Following the steps of ADM algorithm, the expected sum AoI problem can be

divided into two subproblems. In the first subproblem, the set of decision variables

i.e., xi(t) is considered fixed and the optimization problem is solved considering the

other set of decision variables i.e., x̂i(t). Conversely, in the second subproblem, the set

of decision variables x̂i(t) is considered fixed and the optimization problem is solved
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Algorithm 1 ADM Algorithm

1: Input: I, T , K(number of iterations), λi, pi
2: Output: Expected sum age of information
3: xi(t)← random
4: for k ← 1 : K do
5: x̂i,k(t)← Subproblem 1 (xi,k(t))
6: xi,k(t)← Subproblem 2 (x̂i,k(t))

7: Obtain expected sum age from Subproblem 2 (x̂i,K(t))

considering xi(t). The two subproblems are defined as follows:

3.5.1.1 Subproblem 1

OP2: min
X2

1

I

1

T
E
[ T∑

t=1

I∑
i=1

At
i

]
C1 : x̂t

i ∈ {0, 1}, ∀i, t

E[Ai(t+ 1)] = E[(1− x̂t
i)(A

t
i + 1) + x̂t

ic
t
i(t−H t

i + 1) + x̂t
i(1− cti)(A

t
i + 1)] (3.20)

E[H t
i ] = piλi

∑
t1<t

∑
t2<t1

xt1
i y

(t,t1,t2)
i t2, ∀i, t. (3.21)

∑
t1<t

∑
t2<t1

y
(t,t1,t2)
i = 1, ∀ t ≤ T i ∈ I. (3.22)

∑
i∈I

x̂t
i ≤ 1, ∀ t ≤ T. (3.23)

3.5.1.2 Subproblem 2

OP3: min
X1

1

I

1

T
E
[ T∑

t=1

I∑
i=1

At
i

]
C1 : xt

i ∈ {0, 1}, ∀i, t.

E[At+1
i ] = E[(1− x̂t

i)(A
t
i + 1) + x̂t

ic
t
i(t−H t

i + 1) + x̂t
i(1− cti)(A

t
i + 1)] (3.25)
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E[H t
i ] = piλi

∑
t1<t

∑
t2<t1

k
(t,t1,t2)
i t2, ∀i, t. (3.26)

∑
t1<t

∑
t2<t1

y
(t,t1,t2)
i = 1, ∀ t ≤ T i ∈ I. (3.27)

∑
i∈I

xt
i ≤ 1, ∀ t ≤ T. (3.28)

Both optimization sub-problems are non-linear and will be linearized by introducing

new variables. The rti , s
t
i and k

(t,t1,t2)
i are the new variables that are introduced to

linearize the products x̂t
ih

t
i, x̂

t
iA

t
i, and xt

i ∗ y
(t,t1,t2)
i respectively. Equation 3.16 can be

simplified as follows:

E[At+1
i ] = E[(1 + At

i) + cti{x̂t
i ∗ t−H t

i x̂
t
i − At

ix̂
t
i}] (3.29)

where E[x̂t
i] = x̂t

i. Also we have a non linear term here: x̂t
i ∗E[At

i], where the first term

is binary and the second term is continuous. The linearization is given as follows:

Suppose we can give a finite upper bound for E[At
i] called M . Then this constraint

can be linearized by using the so-called big M method. We introduce a new variable

r that should take the same value as the product x̂t
i ∗E[At

i]. The linearization is given

as follows:

rti ≤ x̂t
iM (3.30)

rti ≥ 0 (3.31)

rti ≤ E[At
i] (3.32)

rti ≥ E[At
i]− (1− x̂t

i)M (3.33)

E[H t
i ] =

∑
t1<t

∑
t2<t1

xt1
i y

t,t1,t2
i E[at2i × t2] (3.34)
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E[H t
i ] = λi

∑
t1<t

∑
t2<t1

xt1
i y

t,t1,t2
i t2 (3.35)

we have a non linear term here: xt
iy

t,t1,t2
i as a product of two binary variables. The

linearization can be performed by introducing a new variable kt,t1,t2
i .

kt,t1,t2
i ≤ xt1

i ∀i, t (3.36)

kt,t1,t2
i ≤ yt,t1,t2i ∀i, t (3.37)

kt,t1,t2
i ≥ yt,t1,t2i + xt1

i − 1 ∀i, t (3.38)

The ADM is an iterative algorithm. In the beginning of the first iteration, the xt
i

values are randomly generated and given as input to the subproblem 1. The optimiza-

tion problem is solved and x̂t
i values are collected from the solution. These resultant

values are now provided as input to the subproblem 2 and the optimization problem

is solved such that xt
i values are collected from the solution. The two optimization

problems are solved iteratively to improve the overall objective value.

3.5.1.3 ADM Complexity Analysis

For the ADM algorithm, the complexity of the OP1 problem largely depends on

the solver that is used to solve this problem. Realizing that OP1 is a convex problem

any interior-point solver can be used to solve it. We take on a number of Newton

steps, denoted by Cs to measure its complexity. The Newton steps rely on two main

aspects, (i) number of recursive iterations till convergence from a given initial point,

and (ii) the problem size. As given in [95], the worst-case Cs to obtain a local solution

in OP1 can be written as:

Cs ∼
√

problem size (3.39)
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where problem size is the total number of variables of the OP1 problem. As given,

the OP1 is divided into two subproblems and each subproblem in every iteration

will update IT variables in the worst case. This results in the overall complexity of

K
√
IT + IT where K is the finite number of iterations.

The complexity of ADM algorithm as shown above, directly depends on the number

of iterations. In order to achieve a better solution, the two subproblems must be

solved for reasonable number of times. The ever-increasing demands of real-time

applications require high quality solutions that take smallest possible computation

time to satisfy the latency constraint of these applications. Keeping that in mind,

we present a low-complexity algorithm in the quest of obtaining high quality solution

with small computation time.

3.5.2 Age-Based Modified Greedy Algorithm (AMG)

In AMG approach as given by Algorithm 2, the BS iteratively checks the instan-

taneous age of all the traffic streams in each time slot and selects the stream that can

potentially achieve the highest drop of age in subsequent time-slot. This is shown by

line 4 of Algorithm 2. Once, the stream with the largest age reduction is identified,

the age of the rest of the streams will be increased by one in the next time-slot as

given by line 5-7. Following this, the age of the identified stream can be easily deter-

mined from the expected drop of age as shown by line 8. The next step is to calculate

generation time of the most recent packet in the out-queue for each traffic stream

as given by lines 9-11. The generation time, once calculated, helps to determine the

stream with the most recent packet available as shown by line 12. Finally, the lines

13-16 signify that the stream with the highest drop of age by generation time should

be scheduled to transmit its packet to the destination.
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Algorithm 2 AMG Algorithm

1: Input: I, T , λi, pi (i ∈ I), Ai(0)←0
2: Output: Expected sum age of information
3: for t← 1 : T do
4: maxi ← argmaxi A

t
i + 1− pi ∗ (t−H t

i + 1)− (1− pi) ∗ (At
i + 1)

5: for i← 1 : I do
6: At+1

i ← At
i + 1

7: At+1
maxi
← pmaxi

∗ (t−H t
maxi

+ 1) + (1− pmaxi
) ∗ (At

maxi
+ 1))

8: for i← 1 : I do
9: GTi ← (t− 1) ∗ λi

10: maxi ← argmaxi A
t+1
i + 1− pi ∗ (t−GTi + 2)− (1− pi) ∗ (At+1

i + 1)
11: for i← 1 : I do
12: H t+1

i ← H t
i

13: H t+1
maxi
← GTmaxi

3.5.3 Deep Reinforcement Learning (DRL) Based Solution

We present our approach where the problem is first modelled as an MDP and

then a DRL based on Proximal Policy Optimization (PPO) algorithm is leveraged to

determine the policy that governs the two scheduling decisions for traffic streams in

each timeslot. An MDP is a 4-tuple (S,V ,R,P ), where: S is a finite set of states st

at any time-slot t, where st ∈ S; V is a set of all actions vt at any time-slot t, where

vt ∈ V ; R is the reward distribution, given by a measurable function P (rt|st, vt), to

give immediate reward rt ∈ R after an action vt ∈ V is taken in a state st ∈ S at time-

slot t; P is a Markovian transition model, where P (st+1|st, vt), st, st+1 ∈ S, vt ∈ V

represents the probability of advancing to state st+1 from state st when an action vt

is taken.

The state, action and reward functions under the MDP framework are given as

follows:

• State S: The system state is defined as s(t) = (AAAt,νt,ρt,χt,κt) at time t,

where st ∈ S. The AAAt = (At
1, A

t
2, ......., A

t
I) is a vector of size I for the AoI

of all traffic streams at time-slot t, νt = (βt
1, β

t
2, ......., β

t
I) is a vector of size I
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Algorithm 3 Proposed DRL for Minimizing the expected sum AoI

1: Input: Number of users (I), Number of time-slots (T ), Learning Rate, Episodes
K.

2: Output: Scheduling policy.
3: Initialize policy π with random parameter θ
4: for k ← 1 : K do
5: for t← 1 : T do
6: Get (AAAt,νt,ρt,χt,κt) from the environment.
7: sample action vt ∼ πθold .
8: Take action vt that specifies the two scheduling decisions.
9: Obtain the sum AoI, rt and new state st+1.
10: Store (st, at, rt, st+1) as one transition in the experience replay.

11: Compute advantage estimate Â for all epochs.
12: Optimize surrogate loss function using Adam optimizer.
13: Update current policy πθold ← πθ.

containing the status of queue Qi, ∀i ∈ I at time-slot t, ρt = (β̂t
1, β̂

t
2, ......., β̂

t
I)

is a vector of size I containing the status of Q̂i, ∀i ∈ I at time-slot t, χt =

(zt1, z
t
2, ......., z

t
I) is the vector of time spent in the queue Qi ∀i ∈ I related to

the I streams at time slot t. and κt = (ẑt1, ẑ
t
2, ......., ẑ

t
I) is the vector of size I

containing the time spent in the queue Q̂i associated with all traffic streams at

time slot t.

• Action V : An action vt is executed by BS at each time-slot t denoted by

vt ∈ V consists of scheduling decisions. The current composite action vt is

denoted by vt = (ωt,ηt), where ωt = [xt
1, x

t
i, ......., x

t
I ], where xt

i represents the

scheduling decision for traffic stream towards MEC and each element xt
i = 1

shows that traffic stream i is scheduled to transmit its packet to MEC in time-

slot t, whereas xt
i = 0 means that traffic stream i is not scheduled in time slot t

to transmit its packet. The row vector ηt = [x̂t
1, x̂

t
i, ......., x̂

t
I ], where x̂

t
i represents

the scheduling decision of streams from Q̂i to the respective destinations and

each element x̂t
i = 1 shows that a processed packet from out-queue i is scheduled

to be transmitted to its respective destination in time-slot t, whereas x̂t
i = 0
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means that traffic stream i is not scheduled in time slot t to transmit its packet.

• Reward R: The immediate reward rt at time slot t is the negative summation

of AoI, rt = −
∑I

i=1 A
t
i, where r

t ∈ R. Considering the objective of minimizing

the expected sum AoI, the RL-agent aims to optimize the scheduling decisions

that lead to minimize the AoI.

3.6 Simulation and Numerical Analysis

3.6.1 Simulation Setup

We evaluate the performance of proposed algorithms by conducting a series of

simulations. We compare the expected age obtained by the ILP and AMG algorithm

with ADM, DRL, and other benchmarks, i.e., round robin and random policy. We

use CPLEX to solve the ILP solution, C++ to simulate the proposed algorithms and

Python to implement DRL model. The experiments are run on a machine with Intel

Xeon (R) X5670 2.93 GHz CPU, 12-GB RAM and 64-b operating system.

3.6.2 Simulation Parameters

Figure 3.3 shows the simulation results with varying arrival rate, in particular, λ ∈

{0.1, 0.2, 0.4, 0.6, 0.8, 1} with p ∈ {0.1, 0.5, 0.9}. Figure 3.5 presents the results on

network with different number of IoT devices, namely, I ∈ {10, 15, 20, 25, 30, 35,

40}, whereas T = 250 and λ = p = 0.7. In the simulation of Figure 3.6, we set the

I = 15 and T = 250. Figure 3.7 simulates the network with p ∈ {0.1, 0.3, 0.7, 1}, λ

= 0.75, T = 500, and I ∈ {3, 15}. Other simulation parameters related to DRL are

given by Table 3.4.
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Table 3.4: Simulation parameters.

Parameter Values
Activation functions Softmax and Tanh
Number of Neurons 64

Number of Hidden layers for Networks 3
Learning Rate 0.002

Optimizer technique Adam
Clip function, ϵ 0.2

Total number of Epochs 3000
Reward Discount 0.9

3.6.3 Benchmark Schemes

To the best of our knowledge, there is no existing approach that solves the similar

problem of minimizing AoI in MEC-assisted IoT network considering the impact of

stochastic arrivals and unreliable channel conditions. Thus, for the sake of compari-

son, we develop two other baseline approaches:

3.6.3.1 Round Robin scheduling scheme (RR)

In the RR scheme, at each time-slot, the BS alternately selects an input stream

i ∈ I (starting from the first stream and so on) to upload its status update packet to

the MEC node. This is done irrespective of the knowledge that the selected stream

has any status update packet available or not. In case, if there is no status update

packet in the selected stream’s in-queue, a time-slot is lost. The same approach is

adopted for the out-queue scheduling from BS to each destination.

3.6.3.2 Random scheduling scheme

In the random scheme, instead of alternatively selecting the streams, at each time-

slot, the BS randomly selects a stream to upload its status update packet to the MEC

node. Similar to the RR approach, the scheduling decision is taken irrespective of the

knowledge that the queue of the selected stream is empty or has a packet to deliver.
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3.6.4 Results and Discussions

We start by analyzing the impact of variable network load on the age of in-

formation. Figure3.3 delineates the impact of increasing network load on AoI and

compares the proposed heuristic algorithm against the optimal solution and bench-

mark methods. The impact of increasing the load is simulated by varying arrival

rate of the packets from 0 to 1 with an increasing factor of 0.2. The results are plot-

ted for the expected sum age of information versus the arrival rate with five traffic

streams competing for system resources to update their respective destinations with

the fresh information. The time-horizon used for this experiment is 10. We observed

a significant improvement in the expected age of information with the proposed AMG

algorithm as compared to the other methods. The AMG algorithm outperforms other

algorithms by obtaining the same solution as obtained with the ILP method. How-

ever, the computation time of AMG is significantly lower than the computation time

of ILP (results given by Table 3.5). The system first runs to capture the expected sum

age of information by varying the network load with a very low channel reliability

value, i.e., p = 0.1 as shown by Figure 3.3(a). We observe that when the channel is

highly unreliable, the expected age for all the methods increases. This is because, if

channel conditions are not favorable, the number of re-transmissions will increase and

packets will spend more time in queues, waiting to get scheduled to their respective

destinations. This will increase the staleness of packets and that would eventually

lead to an increase in the expected age. However, as the arrival rate is increased,

more fresh packets will arrive to the system. This increases the chance of getting

scheduled and delivered to the destination. It can be observed from Figure 3.3(a)

that, when λ = 1, the expected age is minimum for all the methods. Nonetheless, the

AMG solution is better than the baseline methods. The performance of round-robin

approach was the worst in this experiment. The reason is its policy to schedule the
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(3.3.a) Results for p = 0.1.
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(3.3.b) Results for p = 0.5.
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(3.3.c) Results for p = 0.9.

Figure 3.3: Expected sum AoI for different arrival rates λ.

streams sequentially without taking into account if there is an update packet available

at the selected stream. The ADM method performs better than random and round

robin approaches in this experiment.

Figure 3.3(b) shows the impact of arrival rate on the expected age when the chan-

nel conditions get slightly better, i.e., p = 0.5. It is noticed that in this experiment,

the expected age significantly decreased. Again, the AMG outperformed all the other

methods by providing the same solution as the exact method. Finally, Figure 3.3(c)

presents the results with p = 0.9 for the channel from BS to all the destinations. It

can be seen that the curves of the expected age of information for all the schemes
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decrease as the arrival rate increases. The reason being that more fresh packets are

expected to arrive to the system and replace the old ones. For example when the

arrival rate is increased from 0 to 0.8, the expected sum age is decreased by 17.63%

for the AMG solution which has the same value as the ILP solution. We observe

that the round robin and random both get close results for the small values of the

arrival rates, but when the arrival rate reaches to 1, the random outperforms the

round robin method. The reason being that, random method, instead of scheduling

in-turns like round robin, selects one stream randomly in each time-slot and schedules

it. However, the streams are selected without considering if they have any update

packet available for transmission. It can be seen that when the arrival rate is 1, the

ADM algorithm gives 6.13% worst performance than the AMG. This is because the

number of iterations of ADM are set to 10 in this experiment. If the number of iter-

ations is increased, the quality of ADM solution may increase but at the cost of large

execution time which might make it unsuitable for real-time networks.

It can be observed from Figure 3.3 that DRL algorithm performs better than ADM

and other baseline methods in all the experiments. This is understandable since, the

DRL agent learns over the time how to schedule the traffic streams effectively such

that the expected sum AoI is reduced considering the impact of arrival rate and

channel quality. Obviously, the number of lost status-update packets is high with

baseline approaches as the scheduling decisions are taken irrespective of the knowledge

of the packets arrival and channel condition. For example, when p = 0.9 and arrival

rate is 1, DRL achieves around 18.5%, 14.05%, 3.5% reduced expected sum AoI than

the round robin, random, and ADM approaches respectively. On the other hand, in

the same experiment, the DRL gets 2.86% higher expected sum AoI as compared to

the proposed approach. To get insights, let’s understand that action-space affects

the performance of the DRL algorithm. The DRL agent, in this case, is trained for
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Figure 3.4: Accumulated reward over time.

multiple actions per time-slot. Due to the large action space, it is difficult for DRL

agent to learn the value of each true action when multiple actions are to be taken

per time-slot. Next, we study the behavior of DRL agent and verify the convergence

of the proposed algorithm. As depicted in Figure 3.4, the cumulative reward, which

is the opposite value of the minimum average sum AoI, is significantly improving as

the number of episodes is increasing. Basically, it can be observed from this figure

that the cumulative reward increases relatively quickly and then the increase gets

relatively slow. The reason being that, in the beginning of episodes, many traffic

streams are not properly scheduled to transmit their packets to the MEC node and

from the out-queue to the destinations. However, as the agent gets trained and starts

to efficiently adapt the scheduling policies, the improvements become less obvious.

Next, we studied the impact of a number of IoT devices on the expected sum age.

This experiment was conducted with 250 time-slots and the arrival rate and channel

reliability both are set to 0.7. As shown in Figure 3.5, the number of IoT devices

is varied from 10 to 40 and the expected sum AoI is reported. It also depicts that

AMG algorithm is able to minimize the expected sum AoI with higher performance as

compared to the other schemes. As the number of IoT devices increases, the expected

sum AoI also increases. This is to note that as the waiting time for arrived packets
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Figure 3.5: Impact of number of IoTDs on expected sum AoI.

increase, more scheduling is required to decrease the expected sum age. The round

robin approach is shown to perform better than the random policy. This is because,

the round robin approach handles scheduling in a circular order without any priority.

Each IoT device gets scheduled turn by turn which results in decreasing the overall

age. The random approach, in each iteration, selects a random traffic stream to be

scheduled at both in-queue and out-queue and hence results in the worst performance

as the number of traffic streams are increased.

In Figure 3.6, the AoI evolution is presented for AMG, round robin and random

approaches for a selected set of three IoT devices in a network of 15 IoT devices.

Figure 3.6 depicts that the AoI evolution is substantially different for the different

policies. It is observed that by leveraging AMG, the AoI of the three IoT devices

is considerably smaller than that of the baseline methods. Due to the reason that

AMG aims to minimize the expected age of all the streams by choosing the stream

to be schedule in each iteration that gives the maximum drop in age by realizing

generation time of the most recent packet in the out-queue. It is interesting to see

that round robin policy gives better results than random as the number of time-slots
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(3.6.a) AMG
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(3.6.b) Round Robin Approach
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(3.6.c) Random Approach

Figure 3.6: Expected sum AoI for different arrival rates λ.

are increased. The random scheme decreases age for some IoT devices. On the other

hand, it significantly increases the age to maximum for other IoT devices. This is

because random approach schedules the traffic streams from in-queue and out-queue

irrespective of each other. As the name implies, the scheduling decisions are totally

random and hence result in worst performance.

Figure 3.7 compares the curves of age of information for a single destination with

a fixed arrival rate i.e., λ= 0.75 under different channel conditions. The two cases

are presented in Figure 3.7(a) and 3.7(b) to evaluate the performance of AGM algo-

rithm. In our first experiment as presented by Figure 3.7(a), three IoT devices are
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Figure 3.7: AoI comparison under different channel conditions.

considered sending their information update messages to the destinations. We report

the evolution of age with respect to a single destination which is randomly selected.

It is observed that when the channel conditions are worst, i.e., p = 0.1, age has the

largest value. This is true because when the channel conditions are bad, the number

of re-transmissions will increase, and that will increase the overall age. It can be

seen that when channel is considered fully reliable, i.e., p = 1, age attains the lowest

possible value. The second experiment as shown by Figure 3.7(b) is performed on 15

IoT devices which are competing to get their resource-intensive information messages

processed by an MEC node before they are sent to their respective destinations over

unreliable channel. It can be observed that the age of information attains higher

values in this experiment as compared to the one shown in Figure 3.7(a). This is

understandable since, at any time-slot t, the BS can schedule a packet from a single

traffic stream and rest of the streams will have their age of information increased by

one. Similarly, BS can schedule a single stream to transmit its packet to the desti-

nation. Consequently, when the number of traffic streams are increased, the age of

information will be increased. Nevertheless, a good scheduling policy will ensure that

expected sum age of information is minimized.
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Table 3.5: Execution time (msec) (λ = 1, p = 1)

I T ILP AMG ADM RR Random
2 10 644.88 <1 586.46 <1 <1
5 10 2599.9 <1 671 <1 <1
2 20 22765 <1 1522 <1 <1
5 20 > 7h < 1 1108000 < 1 < 1
10 100 >7h 0.15 >7h 7.97 7.46
20 500 >7h 0.34 >7h 2043.68 2042.75

Finally, we report the computation times of the different approaches. Table 3.5

shows that the computation time for ILP grows exponentially as the time horizon

increases. For example when T= 20 for only 2 streams, the ILP takes around 22.76

seconds to execute while the computation time for AMG is negligible. Moreover,

when the problem is solved for I= 5 streams and 20 time-slots, the ILP runs for more

than 7 hours. Besides, AMG obtains the same solution in fraction of milliseconds

(negligible time). Interestingly, for large instances when T= 500 and I= 20, AMG

only takes 0.34 milliseconds which makes our AMG algorithm eligible to solve real

network problems.

3.7 Conclusion

This chapter studied the AoI for computation-intensive messages in an MEC-

assisted IoT network where a BS serves multiple traffic streams to forward their

messages to the destinations. The status-update messages arrive at the BS with a

stochastic arrival process and are selected following a scheduling policy to be for-

warded to the MEC node which is equipped with an intelligent function. The MEC

node processes each packet which then arrives at its respective queue at the BS. The

BS decides, in each time-slot, which stream to select in order to transmit its packet

to the destination over an unreliable channel. The scheduling decisions are aimed

to keep the information fresh at the destination. Our main contributions include:
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(i) formulating an optimization problem to find the optimal scheduling policy under

single packet queue system that minimizes the expected sum AoI evaluating com-

bined impact of stochastic packet arrivals, scheduling policy and unreliable channel

conditions. (ii) proposing an AMG algorithm that achieves a significant reduction

of computation time which makes it a suitable candidate to solve the age minimiza-

tion problem for real-time networks. Numerical results show the effectiveness of our

proposed algorithm, that is also verified through extensive comparisons with other

existing approaches.
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Chapter 4

AoI Optimization in RIS-Assisted

IoT Networks
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4.1 Motivation and Contributions

In reality, the timely delivery of information update messages is challenging due to

the behaviour of wireless communication environments, which may be highly random

and uncontrollable. Typically, a strong communication link between a source and

destination cannot be guaranteed due to channel impairments and blockages. Thus,

the question that arises here is the following: how can one guarantee reliable wire-

less communication links in highly random and uncontrollable environments?. RIS

technology has been envisioned as a key solution which provides the answer to this

question. It is worth mentioning that the benefits of introducing RIS to enhance the

QoS performance of communication networks have been unveiled in the literature

for real-time applications. For example, in vehicle-to-everything (V2X) applications

[96][97], RIS has proven to improve the QoS in harsh transmission environments.

Similarly, in smart industry application [98], RIS offers promising signal strength

and quality over longer distances. Motivated by these facts, it is foreseen that the

information freshness can be significantly improved through the integration of RIS,

especially for time-sensitive applications and services, which is indeed the focus of

this chapter.

The main contributions of this chapter are summarized as follows:

• We formulate a joint user scheduling and phase-shift matrix (passive beamform-

ing) optimization problem with the objective of minimizing the expected sum

AoI of multiple traffic streams.

• Owing to the stochastic nature of arrival of packets, the combinatorial na-

ture of the user scheduling task, and the non-convexity of the different system
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constraints, it is extremely challenging to solve the formulated problem. Al-

ternatively, with the aid of bi-level optimization, the original problem is refor-

mulated into an outer user scheduling problem and an inner phase-shift matrix

optimization problem. Owing to the complexity and stochastic nature of the

packet arrivals, the outer problem is formulated as a MDP and solved through

the DRL technique. For the inner problem, an efficient algorithm based on SDR

is proposed.

• The performance of the proposed approach is assessed through extensive simu-

lations, where different baseline methods were considered for comparison pur-

poses. We demonstrate that our proposed scheme achieves the minimum ex-

pected sum AoI in contrast with the other considered methods.

4.2 System Model

4.2.1 Network Model

We consider a downlink wireless network consisting of one BS, equipped with

a single antenna, that is serving I traffic streams to forward their status-update

messages to I destinations as depicted in Figure4.1. We assume that the BS is

equipped with I virtual queues, within which the BS only stores the most recent

packet of each stream. The time dimension is slotted into time-slots, where each is

represented by a time-slot index t ∈ [1,∞). Let T denote the time horizon of this

discrete-time system. In addition, let T = {1, 2, . . . , T} denote the set of time slot

indices within the time interval [1, T ] and let I = {1, 2, . . . , I} denote the set of the

traffic streams. In this setting, at the beginning of every time-slot t ∈ T , a packet

from stream i ∈ I arrives to the system with a probability λi ∈ (0, 1]. Accordingly,

for all t ∈ T and i ∈ I, let ui(t) be the binary variable that indicates whether a packet
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Figure 4.1: An illustration of our system model.

from the ith traffic stream arrives to the BS at the tth time-slot or not. Based on its

definition, for all i ∈ I, the arrival process ui(t) is a Bernoulli arrival process that is

i.i.d over time, where P (ui(t) = 1) = λi. Moreover, the arrival processes (ui(t))1≤i≤I

are independent across the different streams.

Due to the obstacles of the wireless propagation environment, the existence of a

strong direct line-of-sight (LoS) communication link between the BS and each des-

tination is difficult to obtain. For this purpose, an RIS equipped with L reflecting

elements is assumed to be deployed within the considered wireless network to assist the

transmission from the BS by passively relaying the status update information to the

destinations. The BS continuously controls the phase-shift of the reflecting elements

in order to maintain the quality of service (QoS) required by the destinations. In this

context, for all t ∈ {1, 2, . . . , T}, let Φ(t) = diag (exp [θ(t)]) ∈ CL×L denotes the L×L

phase-shift matrix of the RIS, where θ(t) = [θ1(t), θ2(t), . . . , θL(t)]
T is the L× 1 vec-

tor that contains the phase-shifts of the RIS, such that, for all l ∈ L ≜ {1, 2, . . . , L},

θl(t) ∈ [0, 2π) is the phase-shift of the lth reflecting element of the RIS.

The total bandwidth available at the BS is divided into N channels, where each
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channel consists of one spectrum resource. The channel diversity exists between dif-

ferent channels and BS can schedule different traffic streams to at most N channels

where each traffic stream is assumed to be allocated to only one channel [22]. Let

N = {1, 2, ....N} denote the set of the N channels. Moreover, for all t ∈ T , i ∈ I

and n ∈ N , let xi,n(t) be the indicator whether the ith stream has been scheduled by

the BS on nth channel in the tth time-slot or not.

xi,n(t) =


1 if traffic stream i is scheduled on channel n in time-slot t,

0 otherwise,

(4.1)

Based on this, the transmission scheduling constraints are given as follows.

I∑
i=1

N∑
n=1

xi,n(t) ≤ N, ∀t ∈ T . (4.2)

N∑
n=1

xi,n(t) ≤ 1, ∀t ∈ T , i ∈ I. (4.3)

4.2.2 Channel Model and SNR Analysis

For all t ∈ T , i ∈ I, and n ∈ N , the channel coefficients between the BS and the

RIS, the RIS and the ith destination, and between the BS and the ith destination on

the nth spectrum resource are denoted, respectively, by hb→R,n(t) ∈ CL×1, hR→i,n(t) ∈

CL×1 and hb→i,n(t) ∈ C. All channel coefficients consist of both the small-scale fading

and the large-scale fading. In fact, for all t ∈ T , i ∈ I, and n ∈ N , the channel

coefficients hb→R,n(t), hR→i,n(t) and hb→i,n(t) are expressed, respectively, as

hb→R,n(t) = ĥb→R,n(t)∆b→R (4.4)

hR→i,n(t) = ĥR→i,n(t)∆R→i (4.5)

hb→i,n(t) = ĥb→i,n(t)∆b→i (4.6)
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where ĥb→R,n(t), ĥR→i,n(t) and ĥb→i,n(t) represent the small-scale fading coefficients

between the BS and the RIS, between the RIS and the ith destination, and between

the BS and ith destination on the nth frequency resource, respectively, whereas ∆b→R,

∆R→i and ∆b→i represent the large-scale fading coefficients between the BS and RIS,

between the RIS and the ith destination, and between the BS and the ith destination

respectively. Additionally, for all i ∈ I, and n ∈ N , the large-scale fading coefficients

can be modeled as

∆b→R =

√
γ0d

−ηbR
B→R (4.7)

∆R→i =

√
γ0d

−ηRi

R→i (4.8)

∆b→i =

√
γ0d

−ηbi
B→i (4.9)

where γ0 is the path-loss average channel power gain at a reference distance d0 =1m,

ηk is the path-loss exponent for the wireless link k ∈ {bR,Ri, bi}, dR→i represents the

distance between the RIS and ith destination, dB→i represents the distance between

the BS and ith destination, and dB→R represents the distance between the BS and

RIS. The small scale fading of the direct links between the BS and the destinations is

modelled as a Rayleigh fading channel with zero mean and unit variance [52]. Mean-

while, the communication links between the BS and the RIS and between the RIS

and the destinations are considered to have LoS components. These links experience

small-scale fading that is modelled as Rician fading [52]. Accordingly, for all t ∈ T

and n ∈ N , the small-scale fading ĥb→R,n(t) between the BS and the RIS on the nth

frequency resource is defined as:

ĥb→R,n(t) =

√
K1

K1 + 1
h̃b→R,n(t) +

√
1

K1 + 1
h̄b→R,n(t), (4.10)
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where K1 is the Rician factor, and h̃b→R,n(t) and h̄b→R,n(t) are the deterministic LoS

and Rayleigh fading components respectively. Similarly, for all t ∈ T , i ∈ I, and

n ∈ N , the small-scale fading ĥR→i,n(t) between the RIS and the ith destination on

the nth frequency resource is given as:

ĥR→i,n(t) =

√
K2

K2 + 1
h̃R→i,n(t) +

√
1

K2 + 1
h̄R→i,n(t), (4.11)

where K2 is the Rician factor and h̃R→i,n(t) and h̄R→i,n(t) are the deterministic LoS

and Rayleigh fading components respectively. Additionally, similar to other works in

literature [44, 99, 100], we assume that the channel state information (CSI) of the

considered wireless links is perfectly estimated at the BS. Although, obtaining the

perfect CSI is quite challenging, recent studies [101, 102] have provided means to

obtain efficient channel estimation techniques for RIS-enabled networks that can be

embraced with our system model to obtain accurate CSI.

Based on the above discussion, and for all t ∈ T , i ∈ I, and n ∈ N , the signal-

to-noise ratio (SNR) at the ith destination at the t time-slot and for the nth channel

can be expressed as

γi,n(Φ(t)) =
P |hH

b→R,n(t)Φ(t)hR→i,n(t) + hb→i,n(t)|2

σ2
, (4.12)

where σ2 is the noise power experienced at each destination and P is the transmit

power of the BS. So far, we have discussed the main components related to the SNR

at each destination. Next, we will discuss the main elements for the AoI problem.
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4.3 Age of Information

The AoI illustrates how old the information is from a destination’s perspective

and is defined as the time elapsed since the most recent successful transmission of

the valid information update [4]. For all t ∈ T and i ∈ I, let Ai(t) denote the

AoI for a destination i in time-slot t. In addition, it is important to mention that a

successful delivery of a packet at the destination in a given time slot t, for all t ∈ T ,

is conditioned on two realizations:

1. The stream selected by the BS for scheduling in time-slot t has a packet available

in its queue.

2. The SINR of the channel between the BS and the destination including the

impact of both the direct and indirect links is above a given threshold.

Precisely, for all i ∈ I and t ∈ T , if a packet of the ith traffic stream is scheduled by the

BS and it is successfully delivered at the tth time-slot1, then the corresponding AoI in

the subsequent time-slot will be given by Ai(t+ 1) = zi(t) + 1, where zi(t) represents

the system time of the packet in queue i at the beginning of slot t. Conversely, if the

transmission remained unsuccessful, then the AoI in the subsequent time-slot will be

given by Ai(t+ 1) = Ai(t)+1. Hence, for all i ∈ I, the evolution of AoI of destination

i [10] is given as

Ai(t+ 1) =


zi(t) + 1 if xi,n(t) = 1, βi(t) = 1, andγi,n(Φ(t)) ≥ γth,

Ai(t) + 1 otherwise,

(4.13)

where Ai(0) = 0 and βi(t) is a binary variable that indicates whether the ith stream

has an available packet for transmission at the beginning of time-slot t or not. It is

1In this work, we considered that the transmission of each packet occupies one time-slot from BS
to each destination [103].
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worth mentioning that, for all i ∈ I, the value of zi is reset to 0 when a new packet

of the ith stream arrives in its queue. However, if no new packet is available at the

ith queue, then the value of zi is linearly increased by 1 in the subsequent time-slot.

Based on this, for all i ∈ I, the evolution of zi [10] is given as

zi(t+ 1) =


0 if ui(t+ 1) = 1, ∀i, t.

zi(t) + 1 otherwise.

(4.14)

In addition, it is important to mention that, for all i ∈ I, the value of βi(t) changes to

0 only when the packet of stream i is scheduled and successfully delivered and there

is no new arrival in the same queue, i.e., ui(t) = 0. Based on this, for all i ∈ I, the

evolution of βi(t) [104] can be written as:

βi(t+ 1) =


1 if ui(t+ 1) = 1,

0 if βi(t)xi,n(t) = 1 ∧ γi,n(Φ(t)) ≥ γth,

βi(t), otherwise.

(4.15)

which can be rewritten as

βi(t+ 1) = ui(t+ 1) + βi(t)(1− xi,n(t))(1− ui(t+ 1)). (4.16)

For the sake of tractability, the AoI can be explained by the following [104]:

Ai(t+ 1) = 1 + xi,n(t)βi(t)zi(t) + (1− xi,n(t)βi(t))Ai(t) (4.17)

γi,n(Φ(t)) ≥ xi,n(t)βi(t)γth, (4.18)
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4.4 Problem Formulation

In this section, we leverage the communication model and the AoI definition pre-

sented in the previous sections to formulate a joint optimization of packets scheduling

and RIS configuration to minimize the AoI of the system.

4.4.1 Problem Formulation

To ensure the freshness of the received information at each destination, we aim to

minimize the expected sum AoI for the I streams over the time horizon of T . Let X

and R denote the sets of the scheduling policies and the RIS configurations over the

time horizon T , which are defined, respectively, as

X = {xi,n(t)| ∀t ∈ T , i ∈ I, n ∈ N} , (4.19)

R = {Φ(t)| ∀t ∈ T } . (4.20)

Hence, the optimization problem can be formulated as:

OP : min
X ,R

1

I

1

T
E
[ T∑

t=1

I∑
i=1

Ai(t)|Ai(0) = 0
]
, (4.21a)

s.t. (4.2), (4.3), (4.16)− (4.18),

θf (t) ∈ [0, 2π), ∀t ∈ T , l ∈ L, (4.21b)

xi,n(t) ∈ {0, 1}, ∀t ∈ T , i ∈ I, n ∈ N , (4.21c)

In problem OP , the objective function in (4.21a) seeks to minimize the expected sum

AoI. On the other hand, constraint (4.2) ensures that no more than N traffic streams

are scheduled for transmission in a given time-slot and constraint (4.3) guarantees

that each traffic stream is scheduled on at most one frequency channel. Moreover,
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Figure 4.2: An illustration of the proposed solution.

constraint (4.16) shows the current status of the queue of each information stream

at each time slot whether it is empty or has a packet available for transmission. In

addition, constraints (4.17) and (4.18) ensure the correct evolution of AoI over the

time horizon T considering that the received SNR is above a certain threshold at

each time slot. Furthermore, constraint (4.21b) restrains the range of the phase shift

at each RIS element. Finally, constraint (4.21c) ensures the binarity of the traffic

streams scheduling variables over the available frequency channels at each time slot.

Given the uncertainties in the arrival of packets from each traffic stream at a given

time-slot, OP is a stochastic optimization problem over the time horizon T . We

further observe that OP is a mixed-integer non-convex optimization problem which

is difficult to be solved. This is due to the existence of both binary decision variables

for packet scheduling and the RIS phase shift optimization. Therefore, we solve the

OP by using the concept of bi-level optimization [105].
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4.4.2 Solution Approach

In this section, we present our roadmap to solve the joint scheduling and RIS

phase shift optimization problem with the objective of minimizing the expected sum

AoI. Leveraging the concept of bi-level optimization, we decompose the above prob-

lem into an outer traffic stream scheduling problem and an inner phase shift matrix

optimization problem. The stochastic arrival of the traffic into each stream makes

the outer problem quite challenging. Hence, we resort to DRL to observe the environ-

ment and train an agent that performs scheduling. While, the inner problem of phase

shift matrix optimization is solved using SDR technique. The schematic illustration

of our proposed solution approach is presented by Figure 4.2. We now discuss the

two problems in detail:

4.4.2.1 Traffic streams scheduling problem

The outer problem aims to obtain the traffic stream scheduling having the RIS

phase shift matrix obtained from the OP inner problem is modelled as an MDP. A DRL

based on PPO algorithm is hereby proposed to determine the policy that governs the

scheduling of traffic streams. The OPouter can be written as:

OPouter : min
X

1

I

1

T
E
[ T∑

t=1

I∑
i=1

Ai(t)|Ai(0) = 0
]
, (4.22a)

s.t. (4.2), (4.3), (4.16), (4.17), (4.21c)

R = OPInner, (4.22b)

An MDP is generally defined as a 4-tuple (S,Y ,R,P ), where: S is a finite set of all

possible states s(t) at any time-slot t, where s(t) ∈ S; Y is a set of all feasible actions

a(t) at any time-slot t, where a(t) ∈ Y ; R is the reward distribution, given by a

measurable function P (r(t)|s(t), a(t)), which grants immediate reward r(t) ∈ R after
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an action a(t) ∈ Y has been chosen in a state s(t) ∈ S at time-slot t; P is a Markovian

transition model, where P (s(t+ 1)|s(t), a(t)), s(t), s(t + 1) ∈ S, a(t) ∈ Y represents

the probability of going from state s(t) to state s(t+ 1) with action a(t). We will

next elaborate the state, action and reward functions under the MDP framework as

under:

• State S: The system state at time t is defined as s(t) = (AAA(t),β(t),Z(t)),

where s(t) ∈ S. The AAA(t) = (A1(t), A2(t), ......., AI(t)) is a vector of size I con-

taining the AoI of all traffic streams at time-slot t, β(t) = (β1(t), β2(t), ......., βI(t))

is a vector of size I containing the indicator that traffic streams have packets

available for transmission and Z(t) = (Z1(t), Z2(t), ......., ZI(t)) is the system

time related to the I streams at time slot t.

• Action Y : An action a(t) is executed at each time-slot t denoted by a(t) ∈ Y

consists of channel allocation decisions. The a(t) is a vector of size α, where α

represents the number of channels to be assigned to users.

• Reward R: The immediate reward r(t) at time slot t is the negative summation

of AoI, r(t) = −
∑I

i=1 Ai(t), where r(t) ∈ R. Considering the objective of

minimizing the expected sum AoI, the RL-agent aims to optimize the scheduling

decision that leads to minimize the AoI.

Algorithm 1 presents our proposed approach with DRL exploiting the PPO to de-

velop the agent. The agent based on PPO is usually implemented in Actor-Critic

framework. We now summarize the steps of algorithm. The agent first initializes a

random sampling policy and a value function for neural networks as given by (line 3

and line 4). Further, at each episode, the agent observes the environment which is

composed of current AoI of all the destinations, the current system time in each queue
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up to t slot. Then at each time-slot, the agent selects an action which is a vector car-

rying the channels in a specific order to be mapped with the traffic streams that have

a packet available for transmission. The action results to invoke the SDR (Algorithm

2) in order to configure the RIS phases shift matrix to maximize the channel gain.

Eventually, the time step reward is calculated which is the negative sum of age of in-

formation of all the streams. Once the set of samples have been gathered and rewards

have been computed, the agent determines the advantage function (line 15) which is

the resultant of the difference of the expected value function from the actual reward.

This is to note that the advantage estimate helps the system to analyze how good it

is performing based on its normal estimate function value. Regarding the complex-

ity, based on [104], the total computational complexity of DRL frameworks such as

PPO algorithm can be expressed as the number of multiplications: O(
∑P−1

p=1 np.np−1),

where np is the number of neural units in the p-th hidden layer.

4.4.2.2 SDR for RIS phase shift coefficients

Referring to the definition of AoI given in Section (4.3), if no successful status

update is delivered, the age will increase linearly with the time axis. Therefore,

if the updated packets of a stream are scheduled by the BS but the corresponding

channels do not satisfy the SNR constraints, the total AoI in T time-slots will increase.

Therefore, the phase shifts of the reflective elements should be configured to maximize

the SNR of the channels corresponding to the selected streams. The SDR technique

is applied to obtain θ that can maximize the overall channel gain.

OP inner: max
θ
|hH

b→R,n(t)Φ(t)hR→i,n(t) + hb→i,n(t)|2 (4.23a)

s.t.

0 ≤ θl(t) ≤ 2π, ∀l ∈ J1, LK (4.23b)
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Algorithm 4 Proposed solution approach for minimizing the expected sum AoI

1: Input: Number of users (I), Number of time-slots (T ), Learning Rate, Episodes
K, threshold (γth).

2: Output: User scheduling, Resource allocation and Phase shift matrix.
3: Initialize policy π with random parameter θ
4: Initial value function V with random parameters ϕ
5: for k ← 1 : K do
6: for t← 1 : T do
7: Get (AAA(t),β(t),Z(t)) from the environment.
8: sample action a(t) ∼ πθold .
9: Take action a(t) that specifies the channels (in a specific order).
10: Obtain the resource allocation by mapping the top N traffic streams that

have a packet available for transmission.
11: Configure Φ(t) that maximizes the SNR of the mapped users to the re-

spective channels using SDR approach using Algorithm 2.
12: Perform the feasibility check to determine if SNR threshold constraint is

satisfied.
13: Get relevant reward r(t) and s(t+ 1).
14: Store (s(t), a(t), r(t), s(t+ 1)) as one transition in the experience replay.

15: Compute advantage estimate Â for all epochs.
16: Optimize surrogate loss function using Adam optimizer.
17: Update current policy πθold ← πθ.

Let us define, v = [v1, v2, ...., vL]
H , where vl = ejθl , ∀l. Thus, the constraints in

(4.23b) are equivalent to the unit-modulus constraints, i.e., |vl|2 =1 ∀l ∈ L. By ap-

plying the change of variables, hH
b→R,n(t)Φ(t)hR→i,n(t) can be represented as vHW(t),

where W(t) = diag(hH
b→R,n(t))hR→i,n(t). Thus, we have

|hb→R,n(t)Φ(t)hR→i,n(t) + hb→i,n(t)|2 = |vHW(t) + hb→i,n(t)|2 (4.24)

An expression of overall channel gain denoted by Z can be given as:

Z = |vHW(t) + hb→i,n(t)|2,

= vHW(t)WH(t)v + hb→i,n(t)WH(t)v

+ vHW(t)hb→i,n(t) + |hb→i,n(t)|2 (4.25)
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Algorithm 5 Design of Phase Shift Matrix via SDR

1: Input: Number of users, Number of RIS elements
2: Output: Phase shift matrix, i.e. Φ.
3: Initialize the maximum generation of candidate random vector as ξ
4: Solve the relaxed SDR problem (4.27).
5: if rank(V ) = 1 then
6: With the obtained V , calculate the eigenvalue ω and eigen vector u according

to V u = ωu.
7: Update the value of the phase-shift matrix Φ∗ := diag(

√
ωu).

8: else
9: obtain the eigenvalue decomposition using Eq. (4.28)
10: for x← 1 : ξ do
11: Generate a Gaussian random vector rx, i.e., rx ∼ CN(0; IF+1)
12: Obtain a candidate solution Θx using Eq. (4.29) and Eq. (4.30).

13: find the optimal Θ∗ := Θx that maximizes the combined channel gain for all
users.

The above equation can be written as follows

Z = v̄HΦv̄ + |hb→i,n(t)|2, (4.26)

where

Φ =

 W(t)WH(t) W(t)hb→i,n(t)

hb→i,n(t)WH(t) 0


,

v̄ =

v
1


Note that v̄HΦv̄ = tr(Φv̄v̄H). Additionally, we define V = vv̄H , which needs to

satisfy rank(V )=1 and V ≥ 0. This rank constraint (rank(V )=1) is non-convex [35].
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By dropping this constraint, the problem OP inner can be rewritten as:

P1: max
Φ
Z(Φ) (4.27a)

s.t.

V ≥ 0, (4.27b)

[V ]L,L = 1. (4.27c)

After the proposed transformation, the above problem can be solved by any convex

optimization solver such as CVX[35]. Generally, the optimal V obtained by solving

problem P1 does not satisfy the rank one constraint. This implies that the optimal

solution of the P1 only serves as an upper bound for the problem OP inner. Therefore,

other steps are needed to construct a rank one solution. The rank one solution is

hence achieved by applying the Gaussian randomization scheme. We now describe it

in detail. Firstly, we obtain the eigenvalue decomposition of V as

V = UΣUH , (4.28)

where U = [u1, u2, ...., uL+1] is a unitary matrix and Σ= diag(ω1, ω3, ....., ωL+1) is a

diagonal matrix, respectively. Next, a random vector is generated as follows,

v̄ = UΣ1/2r, (4.29)

where r is a random vector that follows a circularly symmetric complex Gaussian

(CSCG) distribution with a zero mean and a co-variance matrix equal to the identity

matrix of order L + 1, denoted by IL+1 i.e., r ∼ CN(0; IL+1) . Furthermore, we

generate the scalar v
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v = exp

[
j arg(

[v̄]1:L
[v̄]L+1

)

]
, (4.30)

where [v̄]1:L represents the vector with first L elements in v. It is significant to

highlight that the SDR approach followed by a large number of Gauss randomization

can guarantee a minimum accuracy of π/4 of the optimal objective value [35]. The

core details of the phase shift matrix optimization is given by Algorithm 2. Regarding

the complexity of Algorithm 2, obtaining the phase-shift matrix is a semi-definite

programming (SDP) problem which can be solved by the interior point method and

its order of computational complexity with m SDP constraints that contain an n× n

positive semi-definite matrix is given as O(
√
nlog(1/ϵ)(mn3 + m2n2 + m3)), where

ϵ >0 is the solution accuracy [52]. The approximate computational complexity to

solve SDP can be written as O(log(1/ϵ)(L4.5) with m = L and n = L+1. Meanwhile,

let w be the maximal number of generated Gaussian random vectors and TGR is the

complexity of performing one Gaussian random iteration. Hence, the approximate

complexity of obtaining phase shift matrix can be written as O(log(1/ϵ)(L4.5+wTGR)).

4.5 Simulation and Numerical Analysis

In this section, we present a series of simulations to evaluate the performance of

the proposed algorithm. The simulation parameters are first presented, followed by

the adopted benchmark schemes and then the results and discussions.

4.5.1 Simulations Setup

We consider a 3-D area where a BS is communicating with a set of spatially

dispersed destinations through an RIS. We assume that the global coordinate system

(X, Y, Z) is Cartesian. As shown in Figure 4.3, the BS is located at (0, 0, Hb) and
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Figure 4.3: Distance model.

the RIS is located at (xr, 0, Hr), where xr = dB,R is the distance from the BS to the

RIS, and Hb and Hr are the heights of the transmit antenna of the BS and of the

RIS, respectively. In addition, multiple destinations are randomly distributed at the

ground level within a given area in the network, where for all i ∈ I, the locations of

destinations are (xi, yi, 0). Precisely, based on Figure 4.3, the coordinates of the ith

destination, for all i ∈ I, are given by

xi = dU cos(θi) + dB,U,

yi = dU sin(θi) + dB,U,

(4.31)

where dU is the radius of the area where the destinations are located, dB,U is the

distance from the BS to the center of this area and, θi ∈ [π, 2π] is a polar angle.

Unless otherwise indicated, all the simulation parameters are given by Table 4.1.

4.5.2 Benchmark Schemes

To the best of our knowledge, there is no existing approach that aims to solve

the problem of minimizing the age of information in RIS-assisted wireless networks
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Parameter Values
Total number of time slots, T 100

Arrival rate, λ 0.5
Activation functions Softmax and Tanh
Number of Neurons 64

Number of Hidden layers for Networks 3
Learning Rate 0.002

dB,U 200 m
dU 10 m
dB,R 200 m
Hb 10 m
Hr 10 m
σ2 -110 dBm
ηbR -2.2
ηRi -2.2
ηbi -3.5

Rician factors (K1, K2) 2 dB
Optimizer technique Adam

Clip function, ϵ 0.2
Total number of Epochs 3000

γ0 -20dB
γth 45dB

Table 4.1: Simulation parameters.

by optimizing the scheduling of existing traffic streams and the design of the RIS

configuration considering the impacts of the stochastic arrivals of the packets and

the multi-user scheduling. Thus, for the sake of comparison, we develop three other

baseline schemes in order to assess the performance of the proposed scheme.

4.5.2.1 Greedy Scheduling with SDR (GS-SDR)

In this scheme, the scheduling problem is solved using a greedy approach, whereas

the RIS configuration problem is solved using the SDR approach. The greedy sched-

uling approach is explained as follows. At each time-slot t ∈ T , the traffic streams

are first ranked based on their current AoI. The top N streams are selected to get

scheduled and the RIS phase shift matrix optimization is performed to maximize the
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SNR of these selected streams. If the obtained SNR satisfies the given threshold, the

selected streams are assumed to be scheduled and the corresponding age is calculated

accordingly. However, the scheduling decisions are taken irrespective of the knowl-

edge that the queue of the selected streams are empty or not. In case, if there is no

status update packet in the selected stream’s queue, a time-slot is lost.

4.5.2.2 Round-Robin Scheduling with SDR (RRS-SDR)

This algorithm is based on round-robin scheme, where at each time-slot, the BS

alternately selects an input stream i ∈ I, starting from the first stream, to upload

its status update packet to the destination node. The RIS configuration optimization

is performed to maximize the channel gain of the scheduled streams. However, and

similar to the GS-SDR baseline, the scheduling decisions are taken irrespective of the

knowledge that the queue of the selected streams are empty or have packets to deliver

4.5.2.3 DRL with Random Phase-Shift Matrix (DRL-RPM)

In this approach, the proposed DRL algorithm is used to obtain the scheduling

of the traffic streams. However, the RIS configuration is not optimally designed and

instead, a random RIS phase shift matrix is employed.

4.5.3 Results and Discussions

We first attempt to observe the behavior of the DRL agent and to verify the con-

vergence of the proposed algorithm. As depicted in Figure 4.4, the cumulative reward,

which is the negative of the minimum average sum AoI, is significantly improving as

the number of iterations, or episodes, is increasing. Basically, it can be observed from

this figure that the proposed PPO algorithm starts to converge after 3000 iterations.

In the next experiment, the impact of varying the size of the RIS (number of ele-
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Figure 4.4: Accumulated reward vs. iterations.

ments) on the expected sum AoI under the different schemes is analyzed as shown in

Figure 4.5. The impact of RIS elements is simulated by varying the number of RIS

elements from 10 to 50 with a step size of 10. It can be seen from Figure 4.5.a that

the integration of the RIS has a significant impact on the AoI as compared to the

case when RIS is not utilized, i.e., when the direct links from the BS to destinations

are solely relied on to transmit time-sensitive information. Indeed, this shows that

the RIS can significantly improve the channel quality of the scheduled users, which

subsequently results in a high success rate of packets delivery. We observed that the

curves of the expected sum age of information for all schemes decrease as the number

of RIS elements increase. Obviously, the channel quality of the potential scheduled

users can be greatly enhanced by increasing the number of RIS elements as it improves

the chances of successful delivery at the destination and eventually end up decreasing

the AoI. From Figure 4.5.b, one can remark that the proposed algorithm achieves the

lowest expected sum AoI compared to other benchmark approaches. For example,

when the RIS elements is 50, the expected sum AoI obtained by the proposed algo-

rithm is around 22% lower than the one obtained by the RRS-SDR approach. This is
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due to the fact that the proposed PPO-based approach leverages the learning of the

packet arrivals of the traffic streams and adjusts the RIS configuration accordingly

for the streams that have packets to transmit. However, the other approaches do not

consider this important factor which eventually results in worse age performance.
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Figure 4.5: Impact of number of RIS elements on the AoI.

Although the expected sum AoI of the proposed algorithm is decreased by around
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35% when the number of RIS elements are increased from 10 to 50 elements, one can

further note from Figure 4.5 that the decrease in the AoI is not linear with the num-

ber of RIS elements, where the decrease in the AoI is not sharp when the number of

elements are increased from 40 to 50, which is 3% in this case. This can be explained

as increasing the number of RIS elements helps to improve the channel gains which

eventually leads to satisfy the SNR threshold constraint. However, once it is satisfied,

increasing number of RIS elements may not further bring the AoI down. We also ob-

serve that the GS-SDR scheme performs better than all other approaches except the

proposed approach. Indeed, the greedy approach opts to schedule the streams with

the worst AoI by ranking the streams with their AoI. However, since the scheduling

decisions are taken irrespective of whether the scheduled stream has a packet available

for transmission or not, a waste of resources occurs, which lowers the efficiency of the

method. Unlike that, our method learns the presence of packets for scheduling and

it is able to attain better performance through more informed scheduling decisions.

We next analyze the impact of a variable network load on the AoI, which is de-

picted in Figure 4.6, where the impact of increasing the network load on the AoI is

investigated. The impact of increasing the load is simulated by varying the arrival

rate of the packets from 0.1 to 0.5, with a step size of 0.1. The results are plotted for

the expected sum AoI versus the arrival rate. The time-horizon used for this exper-

iment is T = 100 time slots. As learnt from the theory of AoI, frequent information

updates along with their successful delivery results in keeping the information fresh

at a destination. Precisely, a low arrival rate leads to an increase in the expected

AoI. However, as the arrival rate increases, more fresh packets arrive to the system

and replace the old ones. Hence, under proper propagation environment through the

RIS and a proper packets scheduling, the AoI decreases when the packets arrival rate

increases. These facts are validated by Figure 4.6, where we observe that the curves
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Figure 4.6: Impact of arrival rate on the AoI.

of the expected AoI for all the schemes decrease as the arrival rate increases. On top

of this, our proposed method achieves the lowest AoI as compared to the other meth-

ods. For example when the arrival rate is increased from 0.1 to 0.5, the expected sum

age is decreased by 70% for the proposed method. We also observe that the GS-SDR

scheme performs better than the RR-SDR and the DRL-RPM schemes even when

the arrival rate is low. The reason is related to its scheduling policy and RIS phase

shift matrix optimization approach, since the GS-SDR scheme aims to schedule the

streams that give the largest decrease in the sum AoI, and hence, results overall in a

lower age than the other baseline approaches.

Figure4.7 illustrates the impact of the RIS location from the perspective of the

BS and the destinations. As delineated by Figure 4.7, the distance from the BS to

the RIS, dB,R is varied starting by placing it next to the BS (at 1m distance) then

increasing the distance up to 200m with an increment of 50m. Some interesting

observations can be collected here. First, since the destinations are at least 200m

apart from the BS, the direct link from the BS to each destination is expected to
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undergo severe fading which will result in very high AoI values for the case where the

RIS is not used. The same has been experienced through simulations. Next, with the

integration of the RIS, the quality of the transmitted signals can be greatly improved,

which will eventually result in decreasing the AoI. It has been observed that, when

the RIS is placed very close to the BS while the destinations were at least at 200m

away from the BS, the AoI values were considerably low. The reason being that is,

since the direct link was not sufficient to successfully transmit the information to the

respective destinations, the RIS played its role and with a well designed phase shift

matrix, the resultant AoI was low for all methods that employed RIS. On top of this,

our proposed approach performed better than other baseline approaches.

It can be seen that as the RIS is placed neither close to BS, nor close to destina-

tions, the resultant AoI values start to increase for all approaches. Once, the RIS is

installed close to the destinations, a significant improvement in terms of decreasing

AoI against the No-RIS case can be provided. Again, the proposed approach out-

performs the other baseline approaches. As explained earlier, the proposed approach
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Figure 4.8: The performance comparison of different algorithms for a sample of three
traffic streams.

takes advantage of the learning of the packets arrivals and also uses the SDR to effi-

ciently configure the phase shift matrix of the RIS in order to maximize the SNR of

the scheduled streams, which eventually results in reducing the AoI. To summarize, a

well reasoned placement of the RIS can definitely lead to improving the overall system

performance. The obtained results are in accordance with [52] which confirms that

the best location for the RIS is either besides the BS or the users of interest.

Finally, to understand the impact of different scheduling and phase shift opti-

mization techniques on the AoI evolution over time, the AoI evolution is presented in

Figure 4.8 for all the algorithms. For a fair comparison, we have simulated a system

86



where I = 5 traffic streams are competing to forward their information update packets

to the destinations and 3 traffic streams are selected to determine their AoI evolution

over time. Figure 4.8 depicts that the AoI evolution is substantially different for the

different methods. It can be observed that with the proposed approach, the AoI of all

the streams is considerably smaller than those of the baseline methods. This is due

to the fact that, as previously explained, the DRL agent learns how to schedule the

traffic streams with packets to transmit such that the SNR on the selected channel is

high enough to make the transmissions successful, which eventually reduces the AoI.

However, the baseline approaches may undergo transmission failures due to inefficient

scheduling, which results in packets’ loss and re-transmission by the BS that increases

the age. On the one hand, as delineated by Figure 4.8(b)-(d), it can be seen that

baseline approaches significantly decrease the AoI for some streams.

Furthermore, the AoI gets significantly increased to the maximum for other streams.

This is because (i) the RRS-SDR schedules the traffic streams in a round robin fash-

ion irrespective of looking at the current AoI or the arrival time of the packets in

the queue, (ii) the DRL-RPM utilizes the RIS agent to learn to do scheduling but

without a proper RIS configuration, which may not achieve the required SNR for the

selected streams and results in poor performance, and (iii) despite trying to schedule

the streams with the worst AoI in each time-slot and properly configuring the RIS for

the selected streams, the GS-SDR is limited due to the fact that it does scheduling

attempt without having any knowledge about the arrival of packets. That’s why,

optimizing the RIS phase shifts alone may not guarantee that the scheduled stream

would also have a packet to transmit and would increase the AoI.
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4.6 Conclusion

This chapter investigates the role of RIS in transmitting the status update mes-

sages of multiple traffic streams to their respective destinations in order to keep the

information fresh. The time-stamped status-update messages arrive to the BS with

a stochastic arrival process and are selected following a scheduling policy to be for-

warded to their respective destinations with the aid of RIS. We have formulated an

optimization problem to find the efficient scheduling policy that minimizes the ex-

pected sum AoI evaluating the combined impact of stochastic packet arrivals, sched-

uling policy and RIS phase shift. The formulated optimization problem is a mixed

integer non-convex optimization problem, which is difficult to solve. To circumvent

the high-coupled optimization variables, we decompose the original problem into an

outer traffic stream scheduling problem and an inner RIS phase-shift matrix prob-

lem. For the outer problem, owing to its complexity and stochastic nature of packet

arrivals, we resort to deep reinforcement learning solution where the traffic stream

scheduling is modeled as a MDP, and PPO is invoked to solve it. On the other hand,

the inner problem to determine the RIS configuration is solved through SDR. Numer-

ical results demonstrate the effectiveness of the proposed algorithm, which was also

verified through extensive comparisons with other algorithmic solutions.
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Chapter 5

AoI Optimization In RIS-Assisted

NOMA/C-NOMA Based IoT

Networks
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5.1 Motivation and Contributions

The ever-increasing massive connectivity and spectral efficiency requirements of

IoT applications brought forward NOMA as a promising scheme. To enhance the net-

work performance in terms of AoI, it is imperative to serve as many users as possible

while achieving their required Quality of Service (QoS). This can potentially be done

by invoking NOMA in the proposed network model on account of its superior spec-

tral efficiency performance against its contemporary OMA techniques [72]. Moreover,

the integration of NOMA, cooperative relaying techniques and D2D communication,

which is known as cooperative NOMA (C-NOMA), has been proposed to reinforce

the performance of NOMA systems [78].

Recent investigations aiming to unleash the full potentials of NOMA towards

optimizing the AoI in real-time applications unveiled that the timely delivery of in-

formation update messages can be severely compromised by the impact of the wire-

less channels [106, 107]. In a realistic sense, the highly random and uncontrollable

behaviour of wireless communication environments impede the timely delivery of in-

formation update messages. By leveraging RIS, a strong channel between the source

and destination can be constructed.

Motivated by the above, we aim in this chapter to investigate the envisioned

benefits of integrating RIS in NOMA-based systems. The main contributions of this

work are as under:

1. We formulate a joint RIS phase-shift matrix, IoTD-clustering policy, and IoTD

transmit power optimization problem with the objective of minimizing the av-

erage sum AoI.

2. The formulated problem is a mixed integer non-convex problem, which is diffi-

cult to solve. In order to tackle this issue, we first obtain the RIS phase-shift
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matrix that maximizes the minimum channel gains of all weak NOMA IoTDs.

Afterwards, the original problem is reformulated as a bi-level optimization prob-

lem, comprising an outer IoTD clustering problem and an inner power allocation

problem. The inner problem is a feasibility condition problem in which we derive

the feasible range for the IoTD transmit power. Meanwhile, the outer problem

is a classical linear assignment problem, which is solved through a one-to-one

matching game.

3. As an extension to NOMA, we explored the cooperative communication and in-

vestigated how much performance gain in terms of AoI reduction can be brought

by the RIS-enabled uplink C-NOMA system compared to the conventional C-

NOMA and OMA system without RIS?.

5.2 AoI optimization in RIS-assisted NOMA based

IoT networks

5.2.1 System Model

We consider the uplink IoT network depicted in Figure 5.1, which consists of one

BS and 2I IoTDs that provide time-stamped status update information to the BS.

The time is divided into time-slots with a slot index t ∈ T , where T = {1, 2, . . . , T},

such that T denotes the time horizon of this discrete-time system. Moreover, let

I = {1, 2, . . . , 2I} denote the set of IoTDs. The IoTDs are divided into two disjoint

sets with equal size I based on their channel gains [108]. The first set, denoted by

S, contains the I IoTDs with the highest channel gains, which are referred to as

strong IoTDs. On the other hand, the second set, denoted by W , contains the I

IoTDs with the lowest channel gains, which are referred to as weak IoTDs. Due to
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Figure 5.1: An illustration of the system model.

impurities and the obstacles of the wireless propagation environment, the existence

of a strong direct line-of-sight (LoS) communication link between each weak IoT

device and the BS is difficult to obtain. For this purpose, an RIS equipped with L

reflecting elements is assumed to be deployed in order to assist the uplink transmission

from the weak NOMA IoTDs to the BS by passively relaying the status update

information to the BS. The BS continuously controls the phase-shift of the reflecting

elements in order to maintain the required quality of service of the weak IoTDs. Let

Φ(t) = diag (exp [jθ(t)]) ∈ CL×L be the RIS’s diagonal phase-shift matrix in the

tth time-slot, where θ(t) = [θ1(t), . . . , θL(t)] and, for all l ∈ L, θl(t) ∈ [0, 2π) is the

phase-shift of the lth reflecting element of the RIS. Note that once the RIS phase-shift

matrix is obtained, the disjoint sets of IoTDs W and S are reconstructed by sorting

the IoTDs based on their updated channel gains. The 2I IoTDs are grouped into I

disjoint clusters by pairing exactly one strong IoTD from S with exactly one IoTD

1 from W . Each cluster communicates with the BS using the uplink NOMA scheme

1The reason for considering two IoTDs in each cluster is that employing a large number of IoTDs
in a cluster is impractical due to the complexity of the SIC process. Also, the signal processing
latency may further be increased if a large number of IoTDs are jointly served through a NOMA
cluster which will impact the information freshness and hence is not suitable for the studied problem.
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and FDMA is considered to avoid the inter-cluster interference similar to other works

in the literature [108].

5.2.1.1 Channel Model and SINR Analysis

To properly illustrate the signal model at BS, a single NOMA cluster is considered.

Consider a cluster of IoTDs (s, w) ∈ S ×W , where s and w represent the strong and

weak IoTDs in the considered NOMA, respectively. The channel gain between the

RIS and the BS is denoted by hR→b(t) ∈ CL×1, between the weak IoTD w and the

RIS is denoted by hw→R(t) ∈ CL×1, and between IoTD x and the BS, for x ∈ {s, w},

by hx→b(t) ∈ C. All channel gains consist of both the small-scale and the large-

scale fading, which are given as hR→b(t) = ĥR→b(t)∆R→b, hw→R(t) = ĥw→R(t)∆w→R,

and hx→b(t) = ĥx→b(t)∆x→b, for x ∈ {s, w}, where ĥR→b(t), ĥw→R(t), and ĥx→b(t)

represent the small-scale fading coefficients between the RIS and the BS, between the

weak IoTD w and the RIS, and between the IoTD x ∈ {s, w} and the BS respectively.

The signals of strong IoTDs that are reflected by the RIS are neglected due to the

substantial path loss [109]. The large-scale fading coefficients ∆R→b, ∆w→R, and

∆x→b, for x ∈ {s, w}, are modeled as ∆R→b =
√

γ0d
−ηR→b

R→b , ∆w→R =
√

γ0d
−ηw→R

w→R

and ∆x→b =
√
γ0d

−ηx→b

x→b , where γ0 is the path-loss average channel power gain at

a reference distance d0 =1m, ηk, for k ∈ {R→ b, w → R, x→ b} is the path-loss

exponent of the wireless link k, while dk represents the distance for the communication

link k. The small scale fading of the direct links between the IoTDs and the BS is

modeled as a Rayleigh fading with a zero mean and a unit variance [46]. Meanwhile,

the communication links between the RIS and the BS and between the weak IoTD

w and the RIS are considered to have LoS components. These links experience a

small-scale fading that is modeled as a Rician fading. Hence, the small-scale fading

between the BS and RIS is given as [46]
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ĥR→b(t) =

√
K1

K1 + 1
h̃R→b(t) +

√
1

K1 + 1
h̄R→b(t), (5.1)

where K1 is the Rician factor, and h̃R→b(t) and h̄R→b(t) are the deterministic LoS

and Rayleigh fading components. Note that, the ĥw→R(t) can be obtained similarly.

Let ps(t) and pw(t) denote the transmit power of the IoTD s and w in cluster

(s, w) at time-slot t, respectively. In uplink NOMA, the BS receives the signals from

the IoTDs s and w, respectively. Then, it sequentially applies SIC to decode the

signals of both IoTDs, where the decoding order is determined based on the channel

gains of the IoTDs. In fact, the BS starts by decoding the signal of the strong IoTD

s while considering the signal of the weak IoTD w as an interference. Consequently,

the received SINR of IoTD s at the BS in time-slot t ∈ T can be expressed as

γs(t) =
ps(t)|hs→b(t)|2

pw(t)|hw→R(t)Φ(t)hH
R→b(t) + hw→b(t)|2 + σ2

, (5.2)

where σ2 is the variance of zero-mean additive Gaussian noise. Afterwards, the de-

coded signal of the strong IoTD s is removed from the received signal at the BS and,

then, the signal of IoTD w will be decoded without any interference. Hence, the SINR

of the IoTD w at the BS in time-slot t ∈ T can be expressed as

γw(t) =
pw(t)|hw→R(t)Φ(t)hH

R→b(t) + hw→b(t)|2

σ2
. (5.3)

5.2.1.2 AoI Modeling

For all i ∈ I and t ∈ T , we denote the AoI of the ith IoTD at the BS in tth

time-slot as Ai(t). A successful delivery of a packet at the BS in a given time slot t

is conditioned on the case that the SINR of the channel between the IoTD and the

BS is above a given threshold denoted as γth. Precisely, if a packet of the ith IoTD is
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Figure 5.2: Problem decomposition and solution flow.

successfully delivered at the BS, the corresponding AoI in the same time-slot is given

by Ai(t) = 1. Conversely, if the transmission remains unsuccessful, the AoI value will

increase by 1, i.e., Ai(t) = Ai(t− 1)+1. In this work, and similar to [107], a generate

at will model is considered, where a packet is generated at the start of a time-slot

and the transmission occurs in the same time-slot. The evolution of AoI of the ith

IoTD is given by

Ai(t) =


1, if U(I − i)γs(t)+

U(i− I)γw(t) ≥ γth,

Ai(t− 1) + 1, otherwise,

(5.4)

U(x) is a unit step function (= 1 if x ≥ 0, 0 otherwise).
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5.2.2 Problem Formulation and Solution Approach

To ensure the information freshness at the BS, we aim to minimize the average

sum AoI of all IoTDs over the entire observation interval [0, T ], which is given by [110]

A(T ) =
1

T

∑
t<T

[ 1

2I

∑
s∈S

∑
w∈W

{
As(t) + Aw(t)

}
bs,w(t)

]
, (5.5)

In the context of our system model, since the generate-at-will model is adopted, a

packet is assumed to be generated when it is requested by the BS. Based on this, the

preset goal translates into minimizing the sum AoI at each time slot t ∈ {1, 2, . . . , T}

with respect to the sets of strong and weak IoTDs. To do so, we optimize the sum

AoI with respect to the RIS phase-shift matrix Φ, the IoTD transmit power (pw,ps),

and the clustering decision variable B at each time slot t ∈ {1, 2, . . . , T}, which can

be modelled as the following optimization problem

OP : min
B,Φ,
pw,ps

[ 1

2I

∑
s∈S

∑
w∈W

{
As(t) + Aw(t)

}
bs,w(t)

]
(5.6a)

s.t. θl(t) ∈ [0, 2π), ∀ l ∈ L, t ∈ T , (5.6b)

bs,w(t) ∈ {0, 1}, ∀w ∈ W , s ∈ S, t ∈ T , (5.6c)

I∑
s=1

bs,w(t) ≤ 1, ∀w ∈ W , t ∈ T , (5.6d)

I∑
w=1

bs,w(t) ≤ 1, ∀s ∈ S, t ∈ T , (5.6e)

pw(t), ps(t) ≤ Pmax, ∀s ∈ S, w ∈ W , t ∈ T, (5.6f)

where the objective function in (6a) targeting to minimize the sum AoI at each

time slot t ∈ {1, 2, . . . , T}, bs,w(t) ∈ {0, 1} is the clustering decision variable, i.e.,

bs,w(t) = 1 indicates that IoTD s ∈ S is paired with IoTD w ∈ W at time-slot t,
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and bs,w(t) = 0, otherwise, Pmax is the IoTD power budget, B = {bs,w|(s, w) ∈ SW},

pw = {pw|w ∈ W}, and ps = {ps|s ∈ S}. Constraints (5.6d) and (5.6e) ensure

that each strong IoTD s ∈ S is paired with at most one weak IoTD w ∈ W and

vice versa. Finally, (5.6f) ensures that the IoTD transmit power does not exceed its

power budget. It can be easily seen that the formulated optimization problem OP

is an mixed-integer nonlinear programming problem due to the coexistence of the

binary clustering matrix B and the continuous variables (θ,pw,ps), and therefore, it

is difficult to solve directly.

5.2.2.1 Solution Approach

One can observe from problem OP that it is difficult to obtain the optimal power

control, the optimal IoTD clustering and the optimal RIS phase-shift matrix jointly.

Consequently, we first obtain the RIS phase-shift matrix that maximizes the minimum

channel gains of the weak IoTDs. Afterwards, the obtained RIS phase-shift matrix

is injected into the original problem OP and the resulting problem then becomes a

joint IoTD clustering and power control problem which is solved using the concept of

bi-level optimization.

5.2.2.2 RIS Phase-Shift Matrix

The RIS phase-shift matrix optimization problem is given as

OP1: max
Φ

min
w∈W
|hw→R(t)Φ(t)hH

R→b(t) + hw→b(t)|2 (5.7a)

s.t. θl(t) ∈ [0, 2π), ∀ l ∈ L, t ∈ T. (5.7b)
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Here, we introduce an auxiliary variable ζ to solve phase-shift optimization problem.

The resulting problem can be then re-written as

OP2 : max
ζ,Φ(t)

ζ (5.8a)

s.t. |hw→R(t)Φ(t)hH
R→b(t) + hw→b(t)|2 ≥ ζ,

∀w ∈ W , t ∈ T , (5.8b)

θl(t) ∈ [0, 2π), ∀ l ∈ L, t ∈ T . (5.8c)

Now, we reformulate the above problem into a rank-one constrained optimization

problem via change of variables and matrix lifting. Let v ≜ [v1, v2, ...., vL]
H , where

vl = ejθl for all l ∈ L. Thus, for all l ∈ L, the constraint θl(t) ∈ [0, 2π) is equivalent

to the unit-modulus constraints, i.e., |vl|2 =1. By applying the change of variables

hw→R(t)Φ(t)hH
R→b(t) = vHQ(t), where Q(t) = diag(hH

R→b(t))hw→R(t), we obtain

|hw→R(t)Φ(t)hH
R→b(t) + hw→b(t)|2 = |vHQ(t) + hw→b(t)|2 = v̄HΘv̄ + |hw→b(t)|2 =

tr(Θv̄v̄H) + |hw→b(t)|2, where

Θ =

 Q(t)QH(t) Q(t)hw→b(t)

hw→b(t)Q
H(t) 0

 , v̄ =

v
1

 . (5.9)
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Now, let V ≜ vv̄H , which needs to satisfy rank(V ) = 1 and V ≥ 0. Consequently,

OP2 can be rewritten as follows:

OP3: max
V ,ζ

ζ (5.10a)

s.t. tr(ΘV ) + |hw→b(t)|2 ≥ ζ, (5.10b)

V ≥ 0, (5.10c)

[V ]l,l = 1, ∀ l ∈ J1, L+ 1K, (5.10d)

rank(V ) = 1, (5.10e)

where (5.10e) is still non-convex. To resolve this issue, the rank-one constraint (5.10e)

is represented in the difference-of-convex (DC) form [46][111]. As specified by matrix

norm theory, for a positive semi-definite (PSD) matrix V with tr(V ) > 0, we have

rank(V ) = 1 ⇐⇒ ||(V )||∗ − ||(V )||2 = 0, (5.11)

where the nuclear norm, ||(V )||∗, equals to the summation of all singular value of

matrix V and the spectral norm ||(V )||2 equals to the largest singular value of V .

Thus, the objective in OP3 can be re-written by adding a term of rank-one penalty

as

max
V ,ζ

ζ − ς(||(V )||∗ − ||(V )||2), (5.12)

where ς > 0 is a penalty parameter. The DC formulation for (5.12) is non-convex.

However, based on its structure, an efficient algorithm can be developed by utilizing

the successive convex approximation (SCA). Precisely, in the ith iteration of SCA,

the optimization problem can be represented as

max
V ,ζ

ζ − ς(||(V )||∗ − (||(V i)||2 +Re(tr((∂V i ||(V )||2)(V − V i))))), (5.13)
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where V i is a matrix that represents the value of V at the ith iteration. The sub-

gradient of the spectral norm at V i can be computed as ∂V i ||(V )||2 = ssH [111],

where s is the singular vector that corresponds to the largest singular value of V i.

5.2.2.3 Bi-Level Optimization

We assume that phase-shift matrix is obtained and served as an input to problem

OP . It can be observed from OP that the AoI function is independent from the

pairing variable B and it is only a function of the power control policy (see eq. (5.4)).

Precisely, let the set of optimal IoTD clustering and power control scheme, i.e., the

solutions of the problem OP , be denoted by
{(

b∗s,w(t), p
∗
s(t), p

∗
w(t)

)
, s, w ∈ S ×W

}
.

For all s, w ∈ S ×W , if b∗s,w(t) = 0, then (p∗s(t)), p
∗
w(t)) = (0, 0). However, if b∗s,w(t) =

1, then (p∗s(t)), p
∗
w(t)) should be the optimal solutions for the power control policy of

IoTDs s and w. In order to facilitate the SIC process at the BS, the strong IoTD is

assumed to transmit at the maximum power Pmax. Meanwhile, the transmit power

for weak IoTD needs to be optimized. Therefore, for all (s, w) ∈ S ×W , if we assume

that the IoTDs are paired together and that we obtain the optimal power allocation

p∗w(t), then problem OP will simply become a linear assignment that determines the

optimal pairing policy (b∗s,w)(s,w)∈S×W . Here, for all (s, w) ∈ S × W , since we aim

to determine the optimal power allocation that satisfies the SINR threshold for each

pair of IoTDs such that the AoI is minimized, we can reduce the feasible set of the

power control of problem OP to the set of the power allocation that minimize the

sum of AoI of each pair of IoTDs. Consequently, problem OP can be re-written as:

OPouter: min
B

[ 1

2I

∑
s∈S

∑
w∈W

{
As(t) + Aw(t)

}
bs,w(t)

]
(5.14a)

s.t. (5.6c), (5.6d), (5.6e), (5.14b)
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where p∗w(t) can be obtained by solving the following feasibility check optimization

problem

OPinner : Find pw (5.15a)

s.t. pw(t), ps(t) ≤ Pmax, ∀w ∈ W , s ∈ S, t ∈ T , (5.15b)

γs(t) ≥ γth, ∀s ∈ I, t ∈ T , (5.15c)

γw(t) ≥ γth, ∀w ∈ I, t ∈ T , (5.15d)

for each pair of IoTDs (s, w) ∈ S ×W . Consequently, OP inner is a power allocation

problem for a given cluster of IoTDs and it defines the set of feasible solutions for

problem OPouter, which is a linear assignment problem. Nonetheless, OP inner needs

to be solved for all possible combinations of IoTDs (s, w) ∈ S × W . Therefore

a computationally efficient approach is presented to solve OP inner in the following

section.

5.2.2.4 Power Control

Let us consider the pair of NOMA IoTDs (s, w) ∈ S × W . The goal here is to

obtain a possible value of the power allocation for the weak IoTD w, i.e., pw, that

satisfies the SINR constraints of IoTDs s and w when paired together.

γs(t) ≥ γth, (5.16a)

γw(t) ≥ γth. (5.16b)

From the SINRs expressions in (5.2) and (5.3), one can conclude that the SINRs

constraints in (5.16) are satisfied if and only if

pmin
w ≤ pmax

w , (5.17)
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where pmin
w and pmax

w are expressed, respectively, as

pmax
w = min

(
ps|hn

s→b(t)|2 − γthσ
2

γth|hw→R(t)Φ(t)hH
R→b(t) + hw→b(t)|2

, Pmax

)
, (5.18a)

pmin
w =

γthσ
2

|hw→R(t)Φ(t)hH
R→b(t) + hw→b(t)|2

. (5.18b)

Based on this, any random value of the power pw within the range [pmin
w , pmax

w ] is

a feasible value for problem OP inner. After obtaining the optimal power allocation

for each possible NOMA cluster along with its corresponding sum AoI, we apply

the one-to-one matching game [112] to obtain the optimal clustering configuration..

Moreover, if both IoTDs in a cluster are unable to satisfy SINR threshold, one of the

two IoTDs may be served if it satisfies the SINR. However, the preference is given to

one with the worst AoI.

5.2.2.5 Complexity Analysis

After obtaining the closed form expression of the power, the computational com-

plexity of obtaining the total transmit power is approximately O(1). We then employ

the one-to-one matching algorithm, which has a time complexity of O(I2). On the

other hand, the phase shift matrix problem is a semi-definite programming problem

with approximate computational complexity O(log(1/ϵ)(L4.5)[46].

5.2.3 Simulation and Numerical Analysis

We consider a 3-D area that consists of one BS, one RIS and a set of IoTDs. We

assume that the global coordinate system (X, Y, Z) is Cartesian. The BS is located

at (0, 0, Hb) and the RIS is located at (dR→b, 0, Hr), where dR→b is the distance from

RIS to the BS, and Hb and Hr are the heights of the transmit antenna of the BS

and of the RIS, respectively. In addition, multiple IoTDs are randomly distributed
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at the ground level, where for all i ∈ I, the locations of IoTDs are (xi, yi, 0). The

coordinates of the strong IoTDs which are randomly located within a circular area

centered at the BS and with radius ds, are given by xs
i = dscos(θsi ) and ysi = ds sin(θsi ),

where θsi ∈ [0, 2π] is a polar angle. Similarly, the coordinates of the weak IoTDs are

given by xw
i = dwi cos(θwi ) + dR→b and ywi = dwi sin(θsi ). The total number of time-slots

T = 100 and number of IoTDs I = 20, while the communication parameters are taken

as dsi = 10m, dwi = 10m, dR→b = 150m, σ2 = −110dBm, ηR→b − 2.2, ηw→R = −2.2,

ηs→b= ηw→b = -3.5, K1 = 2, Hb= Hr = 10m, γth = 45dB. In order to evaluate

the effectiveness of the proposed algorithm, we compare its performance with three

baselines schemes as follows: (i) OMA, where at most I IoTDs can be served in

each time-slot, (ii) a random-approach which creates clusters of 2-IoTDs through a

random selection of one IoTD from each S andW sets. The RIS phase-shift matrix is

also obtained randomly in this scheme, and (iii) an approach where IoTD clustering

is obtained through one-to-one matching but RIS is not considered to be deployed to

enhance the channel quality of the weak IoTDs.

Figure 5.3(a) depicts the impact of the size of the RIS on the average sum AoI. It

can be seen that the RIS has a significant impact on the AoI and increasing the number

of the RIS elements results in decreasing the AoI for all schemes. This is evident

since the RIS helps to improve the channel quality of the weak IoTDs which leads

to augmenting the likelihood of pairing with strong IoTDs and eventually ends up

decreasing the AoI. In addition, we observe that the proposed algorithm achieves the

lowest sum AoI compared to the other approaches. Particularly, the proposed scheme

achieves around 90.18%, 84.02%, and 35.72% decrease in the average AoI with 50 RIS

elements compared to the OMA, No-RIS and the random-approach, respectively. It

can be observed that the random-approach is more effective than OMA since based on

NOMA principle, it tries to increase the number of served IoTDs by creating clusters
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Figure 5.3: Performance evaluation.

of IoTDs to be served in the same resource block. However, the proposed approach

with efficient clustering and RIS configuration outperforms the all other approaches.

We plot the average AoI for a set of IoTDs in Figure 5.3(b). The average age of IoTD

i in time T is calculated by 1
T

∑T
t=0 A

t
i, ∀i. It can be seen that the proposed method

has a lower average sum AoI per IoTD compared to the other approaches. Moreover,

the average AoI gap is relatively high among different schemes, which highlights the

significance of the efficient RIS configuration, IoTD clustering and power allocation.

Figure 5.3(c) depicts the impact of the SINR threshold on the average sum AoI. It can

be seen that, as the SINR threshold increases, the average sum AoI starts increasing

for all the schemes. However, the proposed method achieves the lowest sum AoI
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compared to the others. OMA again achieves the worst AoI values which reinforces

that being able to serve large number of IoTDs with optimization of both the RIS

configuration and the IoTD clustering is important to achieve the required freshness

of information. Finally, Figure 5.3(d) shows the impact of the maximum transmit

power per IoTD on the average sum AoI. It can be observed that when the IoTD

transmit power increases, the SINR increases and, hence, the AoI decreases.

5.2.4 Extension to Multi-RIS Setting

As an extension to the system model investigated in Section 5.2.1, we propose inte-

grating multiple RISs in order to enhance the quality of the wireless channels and the

timeliness performance of uplink NOMA-based IoT network. In this setup, another

dimension that needs to be optimized is IoTDs assignment to the RIS’s. Figure 5.4

illustrates the system model, where a set of RISs denoted by N = {1, 2, . . . , N} is

assumed to be deployed to enhance the uplink transmission from the weak IoTDs

to the BS, where each RIS is equipped with L reflecting elements. Whereas, similar

to the system model given in Section 5.2.1, the RIS-empowered uplink IoT network

consists of one BS and 2I IoTDs (I ∈ N). We assume that each weak IoTD w ∈ W

is served by a set of RISs denoted by Ωw, i.e., 1 ≤ |Ωw| ≤ N . Furthermore, let

Ω = {Ω1,Ω2, . . . ,ΩI} be the set of all RISs assignments.

Literally, it seems a good solution to let all the IoTDs w ∈ W be served by the N

RISs. However, such a solution amplifies the cost of prodigious channel estimation

complexity. In fact, if all RISs are allowed to serve all the IoTDs, the total number of

required channel estimations is equal to the product of the number of IoTDs and the

sum of the elements of all RISs. Therefore, the computational time of the channel

estimation process becomes extremely high since the channel estimation process is a

complex and time-consuming problem. On the other hand, if each IoTD w ∈ W is
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Figure 5.4: An illustration of the system model.

restricted to be served by only one RIS to reduce the channel estimation complexity,

the required QoS constraints may not be achieved. Based on this, a more flexible

solution is required in order to avoid the two aforementioned extreme cases. Hence,

the question that arises here is the following: what is the best assignment strategy

that maximizes the benefits brought by the RISs to the weak IoTDs?. To answer this

question, we assume that each weak IoTD is associated to k RISs, with 1 ≤ k ≤ N .

Now, as per [52, 113], the users get the highest channel gains when they are located

in close proximity to the RIS. Thus, each weak IoTD is assigned to its k nearest RISs.

Following the discussions in 5.2, we only provide the equations of the received

SINR of IoTD s and IOTD w at the BS in time-slot t ∈ T can be expressed as

(5.19), and (5.20) respectively. It is worth mentioning that the BS receives the signal

of the weak IoTD through the direct link, the assigned RISs to this weak IoT (first

summation in the numerator of (5.20)), and the non-assigned RISs (second summation

in the numerator of (5.20)).

ζs(t) =
ps(t)|hs→b(t)|2

pw(t)|hw→b(t) +
∑

n∈N hw→R(w,n)
(t)Φn(t)h

H
Rn→b(t)|2 + σ2

(5.19)
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ζw(t) =
pw(t)|

∑
n∈Ωw

hw→R(w,n)
(t)Φn(t)h

H
Rn→b(t) +

∑
n′∈(Ω\Ωw) hw→R(w,n)

(t)Φn′(t)hH
Rn→b(t)|2

σ2

(5.20)

Considering a pair of NOMA IoTDs (s, w) ∈ S × W , the goal is to obtain a

possible value of the power allocation for the weak user w, i.e., pw, that satisfies the

SINR constraints of IoTDs s and w when paired together, which is given as follows.

ζs(t) ≥ ζth and ζw(t) ≥ ζth. (5.21)

From the SINRs expressions in (5.19) and (5.20), it can be concluded that the SINRs

constraints in (5.21) are satisfied if and only if

pmin
w ≤ pmax

w , (5.22)

where pmax
w and pmin

w are expressed by (5.23) and (5.24) respectively. Consequently,

any value of the power pw within the range [pmin
w , pmax

w ] is a feasible value for OP inner.

pmax
w = min

(
ps|hn

s→b(t)|2 − ζthσ
2

ζth|
∑

n∈N hw→R(w,n)
(t)Φn(t)h

H
Rn→b(t)|2

, Pmax

)
, (5.23)

pmin
w =

ζthσ
2

|hw→b(t) +
∑

n∈Ωw
hw→R(w,n)

(t)Φn(t)h
H
Rn→b(t) +

∑
n′∈(Ω\Ωw) hw→R(w,n)

(t)Φn′(t)hH
Rn→b(t)|2

.

(5.24)
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Figure 5.5: Performance evaluation.

5.2.5 Results and Discussions

Fig. 5.5(a) depicts the impact of the size of the RISs on the average sum AoI. The

total number of RISs are set to five in this experiment whereas each IoTD is served

by one, three and five RISs. It can be seen that the RIS has a significant impact on

the AoI and increasing the number of the RIS elements results in decreasing the AoI.

This is evident since the RIS helps to improve the channel quality of the weak IoTDs

which leads to augmenting the likelihood of pairing with strong IoTDs and eventually

ends up decreasing the AoI. In addition, we observe that the proposed algorithm
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achieves the lowest sum AoI compared to the other approaches. Particularly, the

proposed scheme achieves around 94.43%, 92.8%, and 93.65% decrease in the average

AoI when three RISs (each having 50 RIS elements) are assigned to each weak IoTD

as compared to the No-RIS, RA-OC-RPS and RA-RC-RPS case respectively. In

addition, we note that if the number of RIS elements are small, IoTDs should be

assigned to more than one RISs to achieve a lower average sum AoI. Moreover, it can

be observed that having three assigned RISs gets very similar AoI reduction as of

assigning five RISs with large number of RIS elements, i.e., 50. Note that this insight

could help network operators to decide on the number of RISs to be deployed in the

network with their respective sizes in terms of RIS elements.

Fig. 5.5(b) illustrates the average sum AoI that is achieved by varying the number

of RISs assigned to each weak IoTD. As can be observed, the average sum AoI attains

its maximum value when no RIS has been utilized. As the number of assigned RISs

is increased, the average sum AoI starts declining. We can see a sharp decrease in

the AoI curve (around 57.4% decrease) when a single RIS is assigned as compared

to no-RIS assignment case. However, the gap in AoI reduction starts reducing as

more number of RISs are assigned (e.g., around 24.4% decrease when the number of

assigned RISs increases from 5 to 6). Moreover, both the other schemes with random

assignment and random phase shift matrix attains the highest AoI.

Fig. 5.5(c) plots the average sum AoI against the maximum transmit power per

IoTD. The total number of RISs are kept as five in this experiment with each RIS

having 30 elements. It is demonstrated that increasing the power directly increases

the SINR, and thus, results in reducing the AoI. Nevertheless, our proposed approach

outperforms others to a large extent. Moreover, the importance of the optimal clus-

tering when relying on random RIS configuration can also be noted. The AoI achieved

by the random clustering gets around 18.56% higher than the one with the optimal
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clustering with power budget of each user = 20dBm. Finally, it always pays off to

increase the number of RIS assignment. However, it can be compensated with the

increase of the IoTDs transmit power.

5.2.6 Conclusion

We explored the integration of RIS (single and multiple RISs) in uplink NOMA-

based IoT networks to preserve information freshness. An optimization problem is

formulated to minimize the average sum AoI. To tackle this, RIS configuration prob-

lem is solved first using the DC approach. Then, the joint IoTD-clustering and power

control problem is decomposed into disjoint IoTD-clustering and power-control. One-

to-One matching approach is adopted to solve the IoTD-clustering sub-problem while

the feasible transmit power range is obtained for the power-control sub-problem. Nu-

merical results demonstrate that the proposed method has superior performance.

5.3 AoI Optimization In RIS-Assisted C-NOMA

Based IoT Networks

5.3.1 System Model

We consider the RIS-empowered uplink C-NOMA based IoT network as depicted

in Figure 5.6, which consists of one BS, one strong UE denoted as UEs and one weak

UE denoted as UEw. As per the NOMA principle, both UEs are served simultane-

ously within the same time/frequency resource block to provide their status update

information to the BS. We assume that each UE and the BS are equipped with one

transmit and one receive antenna. Let [0, T ] be the observation interval of the sys-

tem, where T represents the total observation duration. The observation interval is
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Figure 5.6: RIS-assisted uplink C-NOMA based IoT network.

divided into slots with a slot index t ∈ {1, 2, . . . , T}. To enhance the performance

of UEw, we allow UEs to act as a full duplex (FD) decode and forward (DF) relay

that assists UEw to upload its information to the BS.2 UEs first decodes UEw’s signal

that is received on the D2D link and then combines it with its own signal into a

superimposed signal using SC, which is finally transmitted to the BS. Based on the

above description, the transmission of UEs occurs on the direct link UEs → BS ,

whereas, the information updates of UEw arrives at the BS through the direct link

UEw → BS and through the cooperative link UEw → UEs → BS. To alleviate the

effects of the impurities and obstacles of the wireless propagation environment, an

RIS equipped with L reflecting elements is assumed to be deployed close to UEw in

order to improve its transmission to the BS and to enhance the performance of the

D2D communication link from UEw to UEs.
2In this work, we have considered the full-duplex (FD) relaying mode, in which the data reception

from UEw to UEs and the data transmission from UEs to the BS occur both in the same time-slot
with the cost of inducing self interference (SI) at UEn [114], [115]. Moreover, we realize that a
processing delay is involved to decode the message of UEw at UEs even though it operates in FD
mode. However, similar to [79], we consider that this delay is negligible as compared to the total
transmission duration.
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5.3.1.1 Channel Model and SINR Analysis

Let hR→b(t) ∈ CL×1, hR→s(t) ∈ CL×1, hw→R(t) ∈ CL×1, hw→s(t) ∈ C, hw→b(t) ∈

C, and hs(t) ∈ C be the channel coefficients of the communication links from the

RIS to the BS, from the RIS to UEs, from UEw to the RIS, from UEw to UEs,

from UEw to the BS, and from UEs to the BS, respectively. In addition, let hSI

be the channel coefficient of the self-interference (SI) experienced at UEs. Based on

this, the channel coefficient of the cascaded channel from UEw to the BS is given by

hw(t) =
(
hw→b(t) + hH

R→bΦ(t)hw→R(t)
)
and the channel coefficient of the cascaded

channel from UEw to UEs is given by hw,s(t) =
(
hw→s(t) + hH

R→s(t)Φ(t)hw→R(t)
)
,

where Φ(t) = diag (exp [jθ(t)]) ∈ CL×L is the RIS’s diagonal phase-shift matrix in the

tth time-slot, such that θ(t) = [θ1(t), . . . , θL(t)], in which, for all l ∈ L, θl(t) ∈ [0, 2π)

is the phase-shift of the lth reflecting element of the RIS.

As illustrated in Figure 5.6, UEw transmits its own signal toward the BS and UEs.

In addition, each transmission of UEw will result in two signals to be received at the

BS and at UEs. The first signal is due to the direct transmission and the second signal

comes from the reflection from the RIS. Upon receiving the signal of UEw on D2D

channel at each time slot, UEs will decode it first and the resulting decoded signal

will be superimposed on the signal of UEs by applying SC for onward transmission

to the BS. As a result, the received signal at the BS due to the transmissions of both

UEs and UEw and the received signal at UEs due to the transmission of UEw are

expressed, respectively, as

yB(t) = hs(t)(
√
αsxs +

√
αwxw)

√
ps + hw(t)

√
βwpwxw + wb(t), (5.25)

yw→s(t) = hw,s(t)
√

βwpwxw + hSI(
√
αsxs +

√
αwxw)

√
ps + ws(t), (5.26)

where xs and xw are the signals of UEs and UEw, respectively, ps and pw denote
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the maximum transmit power of UEs and UEw, respectively, αs, αw ∈ [0,1] are the

power control coefficients allocated by UEs to transmit its own message and the

message of UEw in the relaying phase, respectively, βw ∈ [0, 1] is the power control

coefficient allocated by UEw to transmit its own message, and ws, wb ∼ CN (0, σ2) are

the additive white Gaussian noises experienced at UEs and UEw, respectively, where

each has a zero mean and a variance σ2.

According to NOMA principle, the BS will first decode xw by treating xs as

interference upon receiving the superimposed signal. With that goal, the BS will

employ maximum-ratio combination (MRC) to combine the signal that is directly

transmitted by UEw with the superimposed signal that is directly transmitted by

UEs in order to decode xw. Once achieved, xw will be subtracted from the total

received signal at the BS to obtain xs[79]. Based on this, the SINR at the BS to

decode the signal of UEs, the SINR at the BS to decode the signal of UEw after

applying MRC, and the SINR at UEs to decode the signal of UEw in time slot t can

be expressed, respectively, as

γs(t) = αs(t)psδs, (5.27)

γw,MRC(t) =
βw(t)pwδw + αw(t)psδs

αs(t)δs(t)ps + 1
, (5.28)

γw,s(t) =
βw(t)pwδw,s

δSI(αs + αw)ps + 1
, (5.29)

where δs = |hs(t)|2
σ2 , δw = |hw(t)|2

σ2 , δw,s = |hw,s(t)|2
σ2 , δSI =

h2
SI(t)

σ2 . As mentioned above,

the BS is receiving and combining two copies of the message xw of UEw through

two different links, one from UEw and one from UEs. However, this combination is

successful if and only if the copy transmitted from UEs is truly the exact message xw

of UEw, i.e., if and only if UEs is able to decode the message xw of UEw. Therefore,

the SINR required to decode the signal of UEw at the BS is constrained by the SINR

at UEs to decode the message xw of UEw. Consequently, the SINR required to decode
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the signal of UEw at the BS is the minimum of the SINR at the BS to decode the

transmission of UEw after applying MRC and the SINR at UEs to decode the message

of UEw, i.e., γw(t) = min{γw,MRC(t), γw,s(t)}.

5.3.1.2 AoI Modeling

We denote the AoI of both UEs and UEw in time-slot t as As(t) and Aw(t),

respectively. A successful transmission at the BS, which occurs when the SINR is

above a given threshold γth, will bring the AoI for each UE to 1 [116]. Otherwise, if

the transmission remains unsuccessful, the AoI value will increase linearly by 1 [116].

In this work, we consider a generate-at-will model similar to[117]. In the context of

our system model, a packet is requested at the beginning of each time-slot and the

transmission occurs within the same time-slot. The evolution of AoI of the ith UE,

for all i ∈ {s, w}, is given as

Ai(t) =


1, if γi(t) ≥ γth,

Ai(t− 1) + 1, otherwise,

(5.30)

where it is assumed that Ai(0) = 0.

5.3.2 Problem Formulation and Solution Approach

5.3.2.1 Problem Formulation

To ensure the information freshness at the BS for the proposed IoT network, our

aim is to minimize the average sum AoI over the entire observation interval [0, T ],

which is given by [110]

A(T ) =
1

2T

T∑
t=1

(As(t) + Aw(t)) , (5.31)
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In the context of our system model, since the generate-at-will model is adopted, a

packet is assumed to be generated when it is requested by the BS. Based on this, the

preset goal translates into minimizing the sum AoI at each time slot t ∈ {1, 2, . . . , T}

with respect to the strong and weak UEs. To do so, we optimize the sum AoI with

respect to the RIS phase-shift matrix Φ, the power control coefficients (αw, αs), and

the power allocation factor (βw) at each time slot t ∈ {1, 2, . . . , T}, which can be

modelled as the following optimization problem

OP : min
Φ,βw
αs,αw

1

2
(As(t) + Aw(t)) (5.32a)

s.t. θl(t) ∈ [0, 2π), ∀ l ∈ L, (5.32b)

0 ≤ αs(t), αw(t), βw(t) ≤ 1. (5.32c)

αs(t) + αw(t) ≤ 1. (5.32d)

The objective function in (5.32a) targets to minimize the sum AoI at each time slot

t ∈ {1, 2, . . . , T}. The constraint (5.32b) restrains the phase-shift range at each RIS

element, whereas the constraint (5.32c) and (5.32d) ensure that the power transmitted

by UEs and UEw does not exceed their individual power budget.

5.3.2.2 Solution Approach

It can be observed from problemOP that it is difficult to jointly obtain the optimal

RIS phase-shift matrix and the optimal power control. Consequently, we resort to

first obtaining the RIS phase-shift matrix that improves the channel gains on the

desired links. Following that, the obtained RIS phase-shift matrix is injected into

the original problem OP and the resulting problem turns out to be a power control

problem. Based on this, we discuss in the following sections the solution approaches

of the phase-shift and the power control sub-problems.
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5.3.2.3 RIS Phase-Shift Matrix

As discussed earlier, since UEs acts as a DF relay, the SINR achieved at the BS

to decode the message of UEw is the minimum of the SINR at the BS to decode the

signal of UEw after applying MRC γw,MRC(t) and the SINR at which UEs decodes

UEw γw,s(t). Therefore, the performance of the weak UE is limited by the lowest SINR

between these two links. In this situation, we are trying to enhance the performance

of the weakest link between the two, which comes through by enhancing the channel

gain of the link between UEs and UEw and between the BS and UEw. Precisely,

our goal with the RIS phase-shift matrix optimization problem is to maximize the

minimum channel conditions such that the performance of both links gets improved.

Based on this, the RIS phase-shift matrix optimization problem is given as

OPPS : max
Φ

min {δw(θ), δw,s(θ)} (5.33a)

s.t. (5.32b). (5.33b)

which can be transformed as

OP1
PS : max

ζ,Φ(t)
ζ (5.34a)

s.t.min
(
|hw,s|2, |hw|2

)
≥ ζ, ∀ t ∈ T , (5.34b)

θl(t) ∈ [0, 2π), ∀ l ∈ L, t ∈ T. (5.34c)

The problem in (5.34) will be reformulated into a rank-one constrained optimiza-

tion problem via change of variables and matrix lifting. Let v ≜ [v1, v2, ...., vL]
H ,

where vl = ejθl for all l ∈ L. Thus, for all l ∈ L, the constraint θl(t) ∈ [0, 2π) is

equivalent to the unit-modulus constraints, i.e., |vl|2 =1. By applying the change

of variables hH
R→bΦ(t)hw→R(t) = vHQ(t), where Q(t) = diag(hH

R→b(t))hw→R(t) and
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hH
R→s(t)Φ(t)hw→R(t) = vHΨ(t), where Ψ(t) = diag(hH

R→n(t))hw→R(t), we obtain

|hH
R→bΦ(t)hw→R(t) + hw→b(t)|2 = |vHQ(t) + hw→b(t)|2 = v̄HΘw→bv̄ + |hw→b(t)|2 =

tr(Θw→bv̄v̄
H)+|hw→b(t)|2 and |hH

R→s(t)Φ(t)hw→R(t)+hw→s(t)|2 = |vHΨ(t)+hw→s(t)|2

= v̄HΘw→sv̄ + |hw→s(t)|2 = tr(Θw→sv̄v̄
H) + |hw→s(t)|2,

where

Θw→b =

 Q(t)QH(t) Q(t)hw→b(t)

hw→b(t)Q
H(t) 0

 , (5.35)

Θw→s =

 Ψ(t)ΨH(t) Ψ(t)hw→s(t)

hw→s(t)Ψ
H(t) 0

 , v̄ =

v
1

 . (5.36)

Now, let V ≜ vv̄H , which needs to satisfy rank(V ) = 1 and V ≥ 0. This rank one

constraint is non-convex [52]. By dropping this constraint, problem OP1
PS can be

rewritten as

OP2
PS max

V ,ζ
ζ (5.37a)

s.t. tr(Θw→bV ) + |hw→b(t)|2 ≥ ζ, (5.37b)

tr(Θw→sV ) + |hw→s(t)|2 ≥ ζ, (5.37c)

V ≥ 0, (5.37d)

[V ]L,L = 1. (5.37e)

The proposed transformation turns the problem into a convex optimization prob-

lem that can be solved through any convex optimization solver, e.g., CVX [52]. How-

ever, if the obtained phase-shift matrix does not satisfy the rank-one constraint, GR

method can be applied to construct a rank-one solution as explained in [52].
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5.3.2.4 Power Control

Since the phase-shift matrix Φ is already obtained, problem OP turns out to a

feasibility-check problem and the feasibility conditions for the power control coeffi-

cients can be obtained by solving the following problem.

OPPC : Find [βw(t), αw(t), αs(t)] (5.38a)

s.t. 0 ≤ βw(t), αw(t), αs(t) ≤ 1, t ∈ T , (5.38b)

min (γs(t), γw(t)) ≥ γth, (5.38c)

αs(t) + αw(t) ≤ 1. (5.38d)

In the following, we will derive the optimal solution of problem OPPC. Since 0 ≤

αs(t) ≤ 1, then γs(t) ≥ γth if and only if αmin
s ≤ αs(t) ≤ αmax

s , where αmin
s = γth

psδs(t)

and αmax
s = 1. Hence, the first feasibility condition of problem OPPC is αmin

s ≤ αmax
s .

In this case, the feasibility region of αs(t) is the interval [α
min
s , αmax

s ]. Second, γw(t) ≥

γth if and only if γw,MRC(t) ≥ γth and γw,s(t) ≥ γth. Based on their expressions,

γw,MRC(t) and γw,s(t) are increasing functions with respect to βw(t) and decreasing

functions with respect to αs(t). Hence, in order to satisfy both inequalities, the

optimal value of βw(t) is 1 and the optimal value of αs(t) is α
min
s . In this case, since

0 ≤ αw(t) ≤ 1, the inequalities γw,MRC(t) ≥ γth and γw,s(t) ≥ γth, along with the

constraint in (14d) are satisfied if and only if αmin
w ≤ αw(t) ≤ αmax

w , where

αmin
w = max

(
0,

γthα
min
s psδs(t) + γth − pwδw(t)

psδs(t)

)
, (5.39a)

αmax
w = min

(
1− αmin

n (t),
pwδs,w − γthδSIα

min
n (t)ps − γth

psδSIγth

)
. (5.39b)

Hence, the second feasibility condition of problem OPPC is αmin
w ≤ αmax

w . In this case,

any random value of αw(t) within the interval [αmin
w , αmax

w ] is optimal for problem
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Table 5.1: Simulation parameters.

Parameter Value Parameter Value Parameter Value
ηR→b 2.2 ηw→R 2.2 ηs→b 3.5
ηw→b 4 ηR→s 3 ηw→s 4
γ0 -30dB pw, ps 20dBm K1 3dB
σ2 -100dB T 100 - -

OPPC. However, the wisest solution of problem OPPC is the one that provides the

lowest energy consumption at the near user. In this case, the optimal solution of

αw(t) is α
min
w .

5.3.2.5 Complexity Analysis

We discuss here the computational complexity of the proposed solution. After

obtaining the closed form expression of the power, the computational complexity of

obtaining the total transmit power is approximately O(1). On the other hand, the

phase shift matrix problem is a semi-definite programming problem whose complexity

along with applying GR is approximately O(log(1/ϵ)(L4.5 + xTGR)) [118].

5.3.3 Simulation Results

We assume that the global coordinate system (X, Y, Z) is Cartesian. The BS is

located at (0m, 10m, 0m), the RIS is located at (80m, 10m, 0m), and UEs and UEw are

located at (40m, 0m, 0m) and (80m, 0m, 0m), respectively. All the channel gains are

assumed to consist of both the small-scale and the large-scale fading. The large-scale

fading is modeled as
√
γ0d

−ηk
k , where γ0 is the path-loss average channel power gain at

a reference distance d0 = 1m, ηk is the path-loss exponent, while dk represents the dis-

tance for the communication link k ∈ {R→ b, w → R, s→ b, w → b, R→ s, w → s}.

The small scale fading of the direct links between UEs/UEw and the BS is modeled

as a Rayleigh fading with a zero mean and a unit variance [52]. Meanwhile, for all

b ∈ {R→ b, w → R,R→ s}, the communication link b is considered to have LoS
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Figure 5.7: Performance evaluation

components. This link experiences a small-scale fading that is modeled as a Rician

fading given as
√

K1

K1+1
h̃b(t) +

√
1

K1+1
h̄b(t) where K1 is the Rician factor, and h̃b(t)

and h̄b(t) are the deterministic LoS and Rayleigh fading components [52]. Finally, the

simulation parameters are listed as Table 5.1. In order to evaluate the effectiveness

of the proposed RIS-aided C-NOMA scheme, we compare its performance with other

baseline schemes as follows: (i) Uplink NOMA with RIS, (ii) RIS-aided OMA and

(iii) C-NOMA without RIS. Figure 5.7(a) depicts the impact of the size of the RIS on

the average sum AoI. First, it can be observed that the RIS has a significant impact

on the AoI and increasing the RIS elements results in the AoI reduction at large. This
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is evident as the RIS helps to improve the channel quality for UEw, which leads to

satisfy the QoS and to decrease the AoI. However, the C-NOMA transmission comple-

mented with the RIS gain achieves the lowest AoI as compared to all other schemes.

Precisely, C-NOMA with RIS achieves around 83.60%, 90.90%, and 93.85% decrease

in the average AoI with 70 RIS elements compared to the C-NOMA without RIS,

NOMA, and the OMA respectively, which makes RIS-aided C-NOMA transmission

a prominent solution for real-time applications that have stringent requirements of

information freshness. Figure 5.7(b) plots the average sum AoI against the maximum

transmit power per UE. The number of RIS elements are 30 in this experiment. It is

demonstrated that increasing the power directly increases the SINR, and thus, results

in reducing the AoI. Nevertheless, C-NOMA with RIS outperforms C-NOMA with-

out RIS and NOMA to a large extent. In fact, when the power budget is very small,

i.e., 14dBm, C-NOMA and NOMA with RIS give very close performance, although

C-NOMA outperforms NOMA but the AoI reduction gap is small. However, as the

power increases, the performance gap starts increasing and reaches to around 87.95%

lower AoI obtained by C-NOMA with RIS over NOMA with power of 24dBm.

Finally, we evaluate the AoI performance with different SINR threshold values

as shown in Figure 5.7(c). It can be observed that the RIS-aided C-NOMA scheme

achieves the lowest sum AoI compare to other counterparts, even with the large

threshold values. Precisely, the RIS-enabled C-NOMA gives a significant performance

over RIS-enabled NOMA scheme, which implies that the cooperation helps to meet

the SINR requirement and, hence, leads to a decrease in the average sum AoI. Also,

the C-NOMA without RIS performs worst than the NOMA scheme at high value of

SINR threshold. This is because that SI discourages the near user to transmit with

high power, and hence, the probability of achieving the QoS constraint is low.
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5.3.4 Conclusion

In this chapter, the integration of RIS and C-NOMA in uplink IoT networks

has been investigated to optimize the freshness of information. An optimization

problem has been formulated to minimize the average sum AoI by optimizing the

UEs’ transmit power and the RIS configuration. A closed-form solution has been

derived for the power control sub-problem and the SDR approach was adopted for

the RIS configuration sub-problem. Simulation results demonstrate that our proposed

RIS-empowered uplink C-NOMA scheme achieves higher AoI-reduction compared to

all baseline schemes.
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Chapter 6

Conclusions and Future Research

Directions
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6.1 Conclusion

The upcoming generations of wireless networks are envisioned to offer massive

connectivity, high throughput, reliable and low-latency communication. This tech-

nological revolution is anticipated to unfold a myriad of propitious applications and

services such as intelligent transportation systems, augmented reality, industry 4.0,

and so forth. These disruptive applications possess stringent requirements of fresh

and timely information updates to make crucial decisions. Therefore, in order to fully

realize this digital transformation, reliability and timeliness in delivering information

must be ensured for these real-time applications. Towards achieving this goal, this

dissertation demonstrated multiple solutions and frameworks linked to the realization

of timely delivery of information updates for time-sensitive applications, with the as-

sistance of novel technologies and architectures. First, we studied the impact of MEC

towards minimizing the AoI. We considered a downlink IoT network that consists of

a BS and serves traffic streams from multiple IoT devices. The expected sum AoI

was optimized considering the joint impact of random arrivals and unreliable channel

conditions. Second, we utilize RIS to diminish the propagation induced impairments

of the wireless environments so that a strong channel can be constructed between

the sources and the destinations towards achieving the lower AoI. We formulated

an optimization problem considering the joint impact of user scheduling and phase-

shift matrix optimization. The original problem was decomposed into an outer traffic

stream scheduling problem and an inner RIS phase-shift matrix problem. For the

outer problem, a deep reinforcement learning based solution was proposed where the

traffic stream scheduling is modeled as an MDP and PPO is invoked to solve it. To

solve the inner problem, we leveraged SDR approach. Third, we examine the integra-

tion of RIS and uplink NOMA scheme to analyze the potential benefits of NOMA over

traditional OMA schemes in terms of AoI reduction. In this context, an optimization
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problem was formulated to optimize the RIS configuration, the transmit power of

IoTDs and their clustering policy. We leveraged bi-level optimization approach to

solve power allocation and clustering problem where optimal closed form expressions

were derived for power allocation. Finally, we presented a novel RIS-enabled uplink

C-NOMA system and investigated its performance gain in terms of AoI reduction

against the conventional uplink NOMA and OMA schemes with and without RIS.

Simulation results demonstrate that our proposed RIS-empowered uplink C-NOMA

scheme achieves higher AoI-reduction compared to all baseline schemes.

6.2 Future Research Directions

Although, this dissertation addressed several research challenges realizing the

timeliness requirement of IoT applications by proposing novel architectural solutions,

there still exist some interesting research directions that need to be addressed in the

future.

• In Chapter 3, a concrete analytical characterization of AoI was provided with

an MEC node deployed at the BS to expedite the processing of packets of

different traffic streams. In the considered system model, MEC node could

process one packet at a time assuming that a single VNF application is running

inside MEC node. Future research should focus on extending this framework to

realize more dynamic applications by considering multiple VNFs, each running

different applications with different processing capabilities. This will make MEC

node to serve multiple users carrying different types of requests with different

processing requirements in a given time-slot. In such case, resource management

at VNFs level should be investigated.
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• In Chapter 4, information freshness in RIS-assisted static environment was ex-

plored. However, RIS can be mounted on UAVs to achieve ubiquitous wireless

connectivity and upgraded network capacity. The RIS-enabled UAVs solution

will be more viable than conventional terrestrial (fixed) RISs from the deploy-

ment’s point of view. The fixed RISs are usually deployed on facades of build-

ings, which is challenging from the perspective of site acquisition in urban land-

scape. Moreover, moving towards a dynamic environment, destinations could

be the vehicles with different velocities. The higher mobility of vehicles will

definitely complicate the design of scheduling and RIS configuration approach,

whereas UAVs trajectory is another dimension to be optimized in this setting

and will be investigated in a future work.

• In Chapter 5, the integration of RIS in uplink single-input-single-output (SISO)

NOMA and C-NOMA based IoT networks was investigated towards the goal of

enhancing information freshness. Future work can extend the existing system

model of NOMA/C-NOMA system with single antenna at the BS to a more re-

alistic multi-antennas model. In such case, the use of multiple antennas at the

BS may benefit in terms of serving multiple C-NOMA pairs of users simulta-

neously within the same frequency band without any interference between the

different pairs. This can be achieved by performing zero-forcing (ZF) beam-

forming to cancel the inter-pair interference. The challenges in this work will

be regarding the acquisition of the channel state information (CSI) of all the

links (i.e., between each antenna and the IoTD), the design of the optimal ZF

precoding matrix jointly with the IoTDs pairing policy and the RIS phase shift

matrix optimization.

Another future work towards achieving the high spectral efficiency and mas-

sive connectivity of IoTDs is to investigate other multiple access schemes, such
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as, rate splitting multiple access (RSMA). Rate splitting is envisioned as an

appealing paradigm for non-orthogonal transmission. More specifically, for in-

terference management and multiple access strategies in 6G networks. RSMA is

envisioned to achieve the entire capacity region of the multiple access channel by

enabling successive decoding [119]. The user messages are splitted into common

and private parts at the transmitter and thus interference is partially decoded

and the rest of it is treated as a noise. Precisely, in uplink RSMA system, each

user transmits a superposition of two messages with different power levels and

the BS uses SIC to decode the received messages (the decoding order for both

the private and common messages may be different at the BS for each user) . In

this context, optimization of power management and message decoding order is

a challenge that needs to be handled for uplink RSMA systems.
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