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Abstract

Smoothed Probabilistic-based Algorithms for Sparse Data with application to Emotion
Recognition and Sentiment Analysis

Fatma Najar, Ph.D.

Concordia University, 2022

Humans are able to express more than 10,000 expressions through 43 facial muscles which

makes reading faces a significant human skill and a challenge task for Artificial Intelligence (AI)

algorithms. Even though much research work has been proposed for the field of sentiment analysis

and emotion recognition, it continues to present considerable challenges. In our research, we focus

on providing novel emotion recognition and sentiment analysis solutions where we address data

challenges that occur in different modalities: texts, images, and videos. Considering these different

multimedia contents, the analysis of data considers the concurrency nature of words in a collection

of documents, visual words or proportional features vectors when considering images and videos.

This type of data involves several challenges including sparseness, burstiness, correlated features,

and high-dimensionality.

In this dissertation, we propose smoothed probabilistic-based approaches to deal with the afore-

mentioned data challenges. First, we introduce the calculation of the exact Fisher information matrix

of the generalized Dirichlet multinomial. Our proposed approach has been adopted for detecting de-

pression in tweets, dialogue-based emotion recognition, and image-based sentiment analysis. Sec-

ond, we develop different smoothed solutions for handling sparsity, high dimensionality, and bursti-

ness issues such as smoothed Dirichlet multinomial, smoothed Generalized Dirichlet, smoothed

Generalized Dirichlet multinomial (SGDM), Taylor approximation to the SGDM, Latent-based

smoothed Beta-Liouville, Smoothed Beta-Liouville Emotion Term model, and Smoothed Scaled

Dirichlet Relevance Model. These models are based on smoothing count vectors in a smoothed

iii



subset of the whole simplex to deal with the problem of sparseness. Moreover, we incorporate a hier-

archical generalized Dirichlet prior for sparse multinomial distributions and a Beta-Liouville Naive

Bayes with vocabulary knowledge. These two techniques build up on Bayesian vocabulary knowl-

edge over large discrete domains represented by subsets of feasible outcomes: “observed” and “un-

observed” words. In another research work, we consider a sparse topic model for non-exchangeable

correlated data over time and present a new interactive distance dependant IBP compound Dirich-

let process. We derive a Markov Chain Monte Carlo sampler combined with Metropolis-Hastings

algorithm and study its performance on sentiment analysis data.
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Chapter 1

Introduction

1.1 Problem statement and Motivations

Emotions play a fundamental part in human experiences. Imagine how much could emotions

shape the way we experience the world. Accordingly, humans express their emotions in multiple

ways such as speech intonation, textual contents, facial expressions, body posture, and gestures.

These factors create different types of variables in emotion recognition which alleviate the need of

categorizing human emotions and analyzing sentiments from multimodal content. Sentiment anal-

ysis is the process of mining text data to identify and classify subjective information basically into

positive, negative or neutral polarities while for emotion recognition, the psychological or mood

states are detected to include objective information. A better understanding of emotions helps Ar-

tificial Intelligence (AI) makes life easier and more productive in various fields: customer service,

product/market research, healthcare, automotive, education, and gaming. Therefore, significant

efforts have focused on extracting and gathering information from social media which has been al-

ways considered as a double-edged sword and could be viewed as a first reason that affect teenager

emotional states. The majority of people use social media to express their emotional states, happy

moments, anxiety, and even sadness which give the opportunity to understand more how humans

convey their psychological states. Consequently, it has become increasingly difficult for researchers

to mine knowledge from these different modalities and to keep up with the considerable challenges
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of data modeling. The analysis of such information leads to “count data” which consider the concur-

rency nature of words in a collection of text documents, visual words or proportional features vectors

when considering multimedia datasets. Hence, there are major challenges of count data which need

to be overcome, e.g., sparsity, curse of dimensionality, correlated features, and burstiness. Sparse-

ness, or the phenomenon of data with excess of zeros, appears whenever a word has not occurred

in a document when considering a “bag-of-words” structure. The burstiness phenomenon [3] de-

scribed as an accidental repetition of infrequent words or phrases in long documents is somehow a

consequence of the overused conditional assumption of independence. Earlier research works have

considered basic distributions such as the Poisson [4], Hurdle model [5], zero-inflated [6], Negative-

Binomial [7], and multinomial response models [6, 8]. However, the Poisson distribution has only

one parameter that induces the problem of overdispersion. Further, a central problem that rises with

the multinomial distribution is the “Naive Bayes assumption” which imposes the independence of

all the features and assumes that the occurrences of attributes are learned separately. Despite the

accurate performance achieved with the multinomial distribution in several applications [9, 10] and

the different research works proposed to deal with the multiple challenges of count data, they are

very simple to be able to deal with emotion and sentiment analysis applications.

The goal of this thesis is to address the aforementioned problems through different smoothed

probabilistic-based approaches. In this context, we detail in the next chapters the motivations that

led us to present each proposed approach.

1.2 Thesis Contributions

In this thesis, we propose novel solutions for emotion recognition and sentiment analysis where

we address count data challenges through the following contributions:

✒ Exact Fisher Information of Generalized Dirichlet multinomial Distribution for count

data modeling.

We tackle the problem of Naive Bayes assumption considered in Fisher information matrix.

We propose an exact calculation of the Fisher information matrix (EFIM) for the Dirichlet

multinomial [11] and generalized Dirichlet multinomial (GDM) mixture model where we
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introduce a new Deterministic-annealing EM learning algorithm based on Fisher scoring al-

gorithm and minimum message length. We consider different modalities of count data (text,

dialogue, image) generated from three challenging applications namely detecting depression

in tweets, dialogue-based emotion recognition, and image-based sentiment analysis.

This work is published in Information science journal [12] and Canadian AI conference [11].

✒ Emotion recognition: A smoothed Dirichlet multinomial solution.

We propose a new count-data model namely smoothed Dirichlet multinomial (SDM) mix-

tures with a likelihood-based learning. Based on the smoothed Dirichlet, we develop two

other novel approaches: SD distribution-based word embedding and SD-based agglomerative

hierarchical technique. These works are published in IRI [13] and ISVC [14]. Afterwards, we

detect emotional states using SDM by means of challenging applications such as depression

detection, psychology analysis, and pain estimation.

This work is published in Engineering Applications of Artificial Intelligence journal [15].

✒ Smoothed Generalized Dirichlet: a novel count data model for detecting emotional

states.

We focus on tackling the sparseness and overdispersion problems by proposing a Smoothed

Generalized Dirichlet distribution, the learning algorithm for estimating the parameters, and

two clustering mechanisms namely mixture model based on EM algorithm and geometri-

cal information using Kulback-Leibler, Fisher information, and Bhattacharyya distance. We

present a new smoothed prior to the multinomial distribution to deal with burstiness and

overdispersion problems; the Smoothed Generalized Dirichlet multinomial (SGDM); and a

Newton-Raphson algorithm for learning the resulting model. For high-dimensional issue,

we approximate the SGDM using Taylor series expansion (TSGDM). Next, we detect emo-

tional states through two challenging applications: human pain intensity expressed through

images/videos and disaster tweets related emotions.

This work is published in IEEE transaction on Artificial Intelligence [16].

✒ Latent Smoothed Beta-Liouville Topic Modeling for Emotion Analysis and Affect Recog-

nition.
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We develop a new statistical approach based on Beta-Liouville distribution and a smoothed

simplex: Latent-based Smoothed Beta-Liouville. We incorporate modeling unknown docu-

ments in a Bayesian folding-in way along with estimating the document-topic distribution to

present the Smoothed Beta-Liouville kernels for PLSI. Using these two novel topic models,

we track emotions in children-directed texts ”fairy tales” and we detect affective states from

facial and body recognition through a bimodal affect framework that combines facial expres-

sions features, pose estimation, and hand gestures. We consider the correlations between

different behavioral motions with latent topics using Latent SBL for affect recognition from

face and body.

This work is submitted to IEEE Transactions on Emerging Topics in Computational Intelli-

gence.

✒ On Smoothing and Scaling Language Model for Sentiment Based Information Retrieval.

Mainly concerned with sentiment analysis, we propose a smoothed probabilistic-based ap-

proach for information retrieval; Smoothed Scaled Dirichlet Relevance Model (SSD-RM)

and introduce the maximum likelihood estimation of the parameters that will be used in the

retrieval framework. We propose a feature generation from the information retrieval system

instead of the bag-of-words structure to tackle the problem of sparsity and dimensionality.

Then, we proposed a new sentiment analysis framework combining the SSD-RM and SVM

by means of Kulback-Leibler divergence.

This work is submitted to Advances in Data Analysis and Classification journal.

✒ Sparse Generalized Dirichlet Prior based Bayesian multinomial estimation.

With the focus on large discrete domains, we propose a novel sparse generalized Dirichlet

prior based Bayesian multinomial estimation. We define a new prior over exponential hy-

pothesis using vocabulary knowledge; each of which represents a set of feasible outcomes for

seen and unseen words. We predict emotions revealed in sparse dictionary of German and

English poetry and we analyze the flow of emotions related to natural disasters.

This work is published in International Conference on Advanced Data Mining and Applica-

tions [17].

5



✒ Sparse Document Analysis using Beta-Liouville Naive Bayes with Vocabulary Knowl-

edge.

Focusing on the nature of short texts and large-scale documents, we propose a novel Beta-

Liouville hierarchical prior over the multinomial estimates of the Naive Bayes classifier. We

incorporate vocabulary knowledge to analyze emotion intensity and detect hate speech tweets

which are marked with sparseness of its data.

This work is published in International Conference on Document Analysis and Recognition

[18].

✒ Interactive Distance Dependent IBP Compound Dirichlet Process.

We address sparsity in topic modeling, the dependency between features over time, and the

exchangeability data assumption. Accordingly, we propose a Spike and Slab prior where we

smooth topic-word and topic-document distributions by introducing Bernoulli variables over

words and topics, respectively. We introduce, interactive distance dependent Indian Buffet

compound Dirichlet process (idd-ICDP), a novel nonparametric Bayesian for the purpose of

considering the non-exchangeability of the data through sampling topics/words assignments

using the distance between them over time. We integrate human experts knowledge for the

purpose of improving topic quality using an objective topic-word distribution. We consider

the proposed model as a supervised topic model for sentiment analysis. This work is submit-

ted to IEEE Transactions on Knowledge and Data Engineering.

1.3 Thesis Outline

The rest of the thesis is organized as follows:

• Chapter 2: presents the exact calculation of Fisher matrix for generalized Dirichlet multino-

mial.

• Chapter 3: introduces the new smoothed Dirichlet multinomial and its EM learning algorithm.

• Chapter 4: discusses the novel Smoothed generalized Dirichlet distribution with different

learning methods and Taylor series approximation.
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• Chapter 5: displays the Latent-based Smoothed Beta-Liouville and Smoothed Beta-Liouvile

Emotion Term model.

• Chapter 6: introduces the Smoothed Scaled Dirichlet (SSD) prior, the smoothed Scaled

Dirichlet Relevance Model and the sentiment analysis framework based on SSD.

• Chapter 7: presents the hierarchical generalized Dirichlet prior for sparse multinomial distri-

butions and the Beta-Liouville Naive Bayes with vocabulary knowledge.

• Chapter 8: describes the interactive distance dependant IBP compound Dirichlet process.

• Chapter 9: concludes the thesis with discussion remarks and future insights.
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Chapter 2

Exact Fisher Information of Generalized

Dirichlet Multinomial Distribution for

count data modeling

Despite the multiple benefits of the Fisher information matrix, it is generally disregarded and

substituted by the identity matrix or an approximation format. However, when dealing with compli-

cated real-world applications, ignoring the correlation between data features may compromise the

modeling capability. To address this problem we present the exact calculation of the Fisher infor-

mation matrix (EFIM) for the generalized Dirichlet multinomial (GDM) mixture that has proven its

efficiency when modeling count data. We present a parametrization of GDM mixture model that

allows the determination of the Fisher matrix’s elements by means of the Beta-binomial probabil-

ity function. We also propose a novel count data modeling approach with the benefit of EFIM.

In particular, we tackle the problem of mixture model estimation and selection using the Fisher

scoring algorithm and minimum message length within the Deterministic Annealing Expectation-

Maximization learning framework. Experiments on detecting depression in tweets, dialogue-based

emotion recognition, and image-based sentiment analysis confirm the capability of the proposed

approach and the merits of using the EFIM as compared with existing state-of-the-art methods and

techniques that ignore the full determination of the Fisher information matrix’s elements.
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2.1 Introduction

Count data, in statistical modeling, are discrete variables, non-integer values, that range from

zero to infinity. “Count” as the nature of the verb implies, is the enumeration of certain events,

units, or items according to observations from different disciplines [19]. Count data have been

considered first in econometric research using basic count models such as Poisson and Negative

Binomial [20]. Then, the use of count data was extremely broad, referring to almost everything that

has been occurred in a fixed period of time, for instance, in finance, ecology, biomedical, machine

learning and data mining applications.

Examples of applications where count data are naturally generated include text retrieval and im-

age categorization. In these applications, texts are represented as vectors of frequencies of words,

and images are represented as frequencies of visual keywords. Several researchers advocate the use

of Poisson distribution for count data modeling. Yet, Poisson distribution has only one parameter

that characterizes the mean and is equal to the covariance which gives rise to the equal disper-

sion criterion. Having data with an observed covariance greater than the one predicted causes the

problem of overdispersion. In addition, Poisson distribution [4] is very simple to be able to deal

with count data challenges (overdispersion, sparsity). There are actually other alternative models

broadly accepted to describe count data including Hurdle models [5], zero-modified distributions

(zero-inflated) [6, 8], and multinomial response models. Multinomial distribution has demonstrated

its capability to analyze count data in several related applications [21, 10]. However, a central prob-

lem with this distribution is the so-called “Naı̈ve Bayes assumption”. This hypothesis imposes the

independence of all the attributes and consequently the parameters of each event are learned sep-

arately. In real-world applications, events appear in most cases dependently. In other words, the

occurrence of one event affects the probability of the second occurred event. The multinomial inde-

pendence assumption hinders capturing the phenomenon of burstiness, i.e., a word that has already

appeared in a document, for instance, has a higher probability of appearing again [4, 3]. Thus, many

studies have proposed solutions to overcome this deficiency.

Dirichlet multinomial (DM) has been introduced as an alternative to the multinomial distribution

[22] for count data modeling. A distribution that combines the multinomial and the Dirichlet as a
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prior has been successful to tackle the problems of word burstiness, overdispersion and sparsity. In

fact, the Dirichlet multinomial model has achieved good results in various applications like analysis

of taxonomic abundances in microbiome data [23], novelty detection environment [24], minimizing

the cost of computing in cloud [25], and texture modeling [26]. However, the Dirichlet distribution

has a restrictive covariance matrix where any two random attributes have to be negatively correlated.

In addition, the Dirichlet is limited by the reason of variables with the same mean must have the

same covariance which makes the model unrealistic. Taking into account those disadvantages, the

author in [27] proposed the use of generalized Dirichlet distribution as an alternative prior to the

multinomial distribution. In fact, the generalized Dirichlet distribution [28] allows having equal

mean and different values for the covariance to reflect different amounts of prior information. Also,

variables can be positively or negatively correlated. Additionally, the generalized Dirichlet has

d + 1 extra parameters compared to the Dirichlet. The generalized Dirichlet multinomial (GDM)

distribution has shown outstanding results in interesting applications namely spatial colour indexing,

handwritten digit recognition, text document clustering [27], classification of traffic congestion,

detection of unusual events in traffic flows, anomaly detection in crowded scenes, human action

recognition [29], and consumption behavior prediction [30].

The Fisher information matrix, introduced by Ronald Fisher in 1922 [31], is one of the most sig-

nificant measures in information theory in general and a particular Riemannian metric that defines

the differential geometric structure. For smooth Riemannian manifolds of probability distributions,

the Fisher information is related to the surface area of the associated set which measures the amount

of information about an unobserved parameter. The exploitation of this measure appeared in litera-

ture in the context of large variety of areas including linear dynamic systems [32], nonlinear models

[33], time-series analysis [34], discriminative atom embedding [35], nuclear magnetic resonance

[36], and image processing [37]. However, given the fact that computing the exact Fisher informa-

tion matrix is quite complex and intractable in certain cases, the majority of research works have

used asymptotic Fisher information or identity matrix instead [38, 39, 40, 41, 42]. For instance,

asymptotic information can be obtained by supposing that all the parameters are independent and

there is no correlation between the features of the given data. Besides, in [39], authors assume,

for large clusters, that Fisher information of Dirichlet-multinomial can be approximated by to the
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Fisher of Dirichlet. However, Paul et al. [43] proved that in practice, clusters sizes are not always

large. Thus, they proposed the exact Fisher information matrix for the DM distribution.

To the best of our knowledge, the Fisher information matrix of the generalized Dirichlet multi-

nomial distribution has never been calculated exactly and it was only approximated. For this pur-

pose, we aim to introduce an exact calculation of the Fisher information matrix. The goal of this

chapter is to produce an analytically tractable solution to the calculation of Fisher matrix’s elements

through presenting a parametrization of generalized Dirichlet multinomial mixture model based on

the properties of Beta-binomial probability function.

Mixture models have been extensively applied in the last decade for several applications related

to computer vision and machine learning [44, 45, 46]. The big challenge in mixture models is

learning the model’s parameters. One of the standard estimation techniques is the likelihood-based

approach which is based on maximizing the log-likelihood function with respect to the mixture

model’s parameters. Expectation-Maximization [47] is a well-known learning method despite all

the deficiencies that may limit the performance such as the initialization and the convergence prob-

lem. Different extensions have been proposed [48] as alternatives to resolve these difficulties. The

deterministic annealing EM [49] is one of the most successful alternatives obtained by modifying

the E-step in which the posterior probability is parametrized through computational temperature

and the model’s parameters are updated until the initial high-temperature decreases. This extension

offers more adaptable results but is still limited as the parameters are updated in the same manner.

Another critical issue in mixture models is the choice of the number of components that better de-

scribe the data. Various model selection methods have been considered for this challenging aspect

such as the minimum description length (MDL), the Akaike’s information criterion (AIC), and the

minimum message length (MML). One of the most successful model selection methods that have

shown good performance for mixture models is based on MML [50].

In addressing the aforementioned problems, we introduce a new approach for count data mod-

eling. We tackle the learning of the generalized Dirichlet multinomial mixture model using a new

deterministic-annealing EM approach within a Fisher-scoring algorithm. We improve further the

mixture model using MML criterion and the exact Fisher information matrix.

The main contributions of this chapter can be summarized as follows.
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(1) We propose an exact calculation of the Fisher information matrix (EFIM) in favour of gener-

alized Dirichlet multinomial (GDM) mixture model

(2) We introduce a new Deterministic-annealing EM learning algorithm for the generalized Dirich-

let multinomial based on Fisher scoring algorithm and minimum message length for count

data modeling

(3) We cluster different modalities of count data (text, dialogue, image) in several challenging

applications namely detecting depression in tweets, dialogue-based emotion recognition, and

image-based sentiment analysis as well as evaluating the capability of computing EFIM for

the GDM mixture model.

The subsequent sections of this chapter are laid out as follows: Section 2 reviews the basic

multinomial-based distributions and the problem of the independence assumption. Then, in Section

3, we present the proposed methodology of computing the EFIM. Section 4 introduces the consid-

ered learning method for estimating the model’s parameters. Experimental results are illustrated

upon training the proposed strategy in Section 5. Lastly, Section 6 concludes the paper as well as

propounding future work.

2.2 Background

In this section, we provide in the first place a brief background of Dirichlet multinomial and

generalized Dirichlet multinomial. We explain the limitations of DM and highlight some of the

GDM advantages to understand the structure of bag-of-scaled-documents that is proposed, initially,

for modeling word counts. Following, we point out the poor assumption of independence which is

extensively used for simplification but rarely holds [51, 52, 53, 54].

2.2.1 Count data modeling using DM and GDM

The multinomial distribution is a generalization of the Binomial distribution. Generally speak-

ing, when we consider the multinomial distribution, we are modeling the probability of counts of

N discrete variables appearing in one of D possible states, where each state of the variables is

12



occurring with the probabilities P1, . . . , PD. When we consider the bag-of-words structure, the

multinomial distribution is widely used to capture the word frequency information in documents.

So, each document is represented by the set of word occurrences and drawn from a multinomial

distribution of words.

Let X⃗ be a vector of counts which follows a multinomial distribution with parameters P⃗ =

(P1, . . . , PD):

p(X⃗|P⃗ ) =
n!∏D

l=1 xl!

D∏
l=1

P xl
l (1)

where n =
∑D

l=1 xl, the parameter Pl is the probability of emitting a word l from the document

represented by X⃗ , 0 ≤ Pl ≤ 1 and
∑

l Pl = 1.

The most popular solution to overcome the limitations and the deficiencies of the multinomial

distribution is the Dirichlet multinomial (DM) which is the composition of the Dirichlet and the

multinomial [22], and has shown to be competitive with the best known text classification meth-

ods by handling the burstiness successfully and accurately. The multinomial Dirichlet distribution

is defined over a count vector for each document generated by a multinomial distribution whose

parameters are generated by the Dirichlet distribution, called bag-of-scaled-documents model. In

this case, the DM is characterized by a joint parameter Ψ = (P⃗ , α), where α is the actual param-

eter of interest. Thus, marginalizing out P⃗ vectors for the multinomial weighted by the Dirichlet

distribution gives us the likelihood of a document using the DM approach:

p(X⃗|α) =

∫
P⃗
p(X⃗|P⃗ )p(P⃗ |α)dP⃗ (2)

=
Γ(
∑D

l=1 xl + 1)Γ(
∑D

l=1 αl)

Γ(
∑D

l=1 xl +
∑D

l=1 αl)

D∏
l=1

Γ(xl + αl)

Γ(αl)Γ(xl + 1)

Whereas the Dirichlet distribution is the best-known distribution for being a prior for the multi-

nomial distribution, it has a restrictive negative covariance and constant sum constraint. With the

need for completely neutral vectors of proportions, authors in [28] proposed consideration of the

generalized Dirichlet distribution. The concept of neutrality is defined as the independence of a

vector P1 from the proportions P2/(1− P1), . . . , PD/(1− P1). This concept is extended for more
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than one variable and makes the generalization of the Dirichlet distribution with parameter vector

(α1, β1, . . . , αD−1, βD−1) as defined by [28]:

p(P1, ..., PD) =

D−1∏
l=1

Γ(αl + βl)

Γ(αl)Γ(βl)
Pαl−1
l

(
1−

l∑
j=1

Pj

)γl
(3)

for P1 + P2 + · · · + PD ≤ 1 and Pl ≥ 0 for l = 1, . . . , D where γl = βl − αl+1 − βl+1,

l = 1, . . . , D − 2, and γD−1 = βD−1 − 1.

The generalized Dirichlet distribution can be reduced to a Dirichlet distribution when βl =

αl+1 + βl+1 and the univariate case (l = 2) corresponds to the Beta distribution.

This distribution arises in various contexts including Bayesian life-testing problems [55], mix-

ture models for pattern recognition [56], and machine learning for image processing [57]. In ad-

dition to these utilizations, the generalized Dirichlet was introduced as a prior to the multinomial

distribution by [27] for many reasons that make the generalized Dirichlet more flexible than other

distributions and especially that is a conjugate to the multinomial distribution.

The joint distribution of a vector X⃗i = (xi1, . . . , xiD) and P⃗ is defined as the following:

p(X⃗i, P⃗ |α⃗, β⃗) =
Γ(
∑D

l=1 xil + 1)∏D
l=1 Γ(xil + 1)

D−1∏
l=1

Γ(αl + βl)

Γ(αl)Γ(βl)
P

α′
l−1

l

(
1−

l∑
j=1

Pj

)γ′
l

(4)

where α′
l = αl + xil and β′

l = βl + xil+1 + ...+ xiD for l = 1, . . . , D − 1, γ′l = β′
l − α′

l+1 − β′
l+1

for l = 1, . . . , D − 2 and γ′D−1 = β′
D−1 − 1.

Marginalizing out P⃗ , we obtain the generalized Dirichlet multinomial (GDM) distribution of

X⃗i with parameters (α′
1, β

′
1, . . . , α

′
D−1, β

′
D−1) as follows:

p(X⃗i|α⃗′, β⃗′) =

∫
P⃗
p(X⃗i, P⃗ |α⃗, β⃗)dP⃗ (5)

=
Γ(
∑D

l=1 xil + 1)∏D
l=1 Γ(xil + 1)

D−1∏
l=1

Γ(αl + βl)

Γ(αl)Γ(βl)

∫
P⃗
P

α′
l−1

l

(
1−

l∑
j=1

Pj

)γ′
l
dP⃗

=
Γ(
∑D

l=1 xil + 1)∏D
l=1 Γ(xil + 1)

D−1∏
l=1

Γ(αl + βl)

Γ(αl)Γ(βl)

D−1∏
l=1

Γ(α′
l)Γ(β

′
l)

Γ(α′
l + β′

l)
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2.2.2 Independence assumption

In this section, we inaugurate with Naı̈ve Bayes assumption considered extensively in text re-

trieval and classification. Then, we put forward the independence assumption applied by Fisher

information matrix.

In information retrieval, in a bag-of-words structure, the Naı̈ve Bayes assumption assumes

that words in a document are independent. Suppose we have a collection of documents X =

(X⃗1, . . . , X⃗N ), and each document X⃗i = (xi1, . . . , xiD) is associated with features represented

by D words. If we make the Naı̈ve Bayes assumption, then the conditional distribution of the

document X⃗i given a class ck is defined by:

p(X⃗i|ck) =
D∏
l=1

p(xil|ck) (6)

We interpret this equation as all features are independent in a document of class ck. We also infer

that each X⃗i is independent of any other X⃗ ′
i in the same document. This results in simpler, faster,

and easier way to implement models where p(xil|ck) is employed with relatively fewer parameters,

but believing the data to be independent, when in fact, is not. This entails an inappropriate balancing

for one class over another in regard to skewed data. Besides, the Naı̈ve Bayes assumption gives rise

to bias in the weights of feature vectors.

The independence assumption in the Fisher information matrix is to consider only the diagonal

elements or to address instead the identity matrix. The Fisher information reflects how a model

is sensitive, so, ignoring this information to be an identity matrix seems to imply that the amount

of information in such parameters of the considered model is equally distributed and unitary. For

simplicity reasons, this assumption is assumed, but may not be a good approximation over all types

of data and in particular count data. In this context, for the several advantages early mentioned of

the GDM, we propose the calculation of the exact Fisher information matrix for GDM.
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2.3 Derivation of the Exact Fisher Information Matrix for GDM

2.3.1 Parametrization of GDM mixture model

The parametrization process is a transformation that acts only on the parameters of the distri-

bution. We consider the generalized Dirichlet multinomial distribution where the parameters of

interest are α⃗ and β⃗. We display the probability density function of GDM in terms of factorial and

Dirichlet integral:

p(X⃗i|α⃗, β⃗) =

∑D
l=1 xil!∏D
l=1 xil!

D−1∏
l=1

Γ(αl + βl)

Γ(αl)Γ(βl)

∫
P⃗
P

α′
l−1

l

(
1−

l∑
j=1

Pj

)γ′
l
dP⃗ (7)

Noting m =
∑D

l=1 xil, and considering the variables α′
l = αl + xil and β′

l = βl +
∑D

k=l+1 xik, the

GDM can be written also as follows:

p(X⃗i|α⃗, β⃗) =

(
m

xi1 . . . xiD

)D−1∏
l=1

Γ(αl + xil)

Γ(αl)

Γ(βl +
∑D

k=l+1 xik)

Γ(βl)

Γ(αl + βl)

Γ(αl + βl +
∑D

k=l xik)
(8)

We consider the following new parameters that enable to profit from the properties of the Beta-

binomial probability function:

Θl =
1

αl + βl
(9)

πl =
αl

αl + βl
(10)

Further, given that Γ(X) = (X − 1)!, we obtain:

p(X⃗i|Φ) =

(
m

xi1 . . . xiD

)D−1∏
l=1

πl . . . [πl + (xil − 1)Θl](1− πl) . . . [1− πl + (yil+1 − 1)Θl]

1 . . . [1 + (yil − 1)Θl]

(11)

16



where, yil =
∑D

k=l xik, yil = yil+1 + xil

p(X⃗i|Φ) =

(
m

xi1 . . . xiD

)D−1∏
l=1

∏xil
r=1[πl + (r − 1)Θl]∏yil
r=1[1 + (r − 1)Θl]

∏yil+1

r=1 [1− πl + (r − 1)Θl]∏yil
r=1[1 + (r − 1)Θl]

(12)

and Φ is the new set of parameters

Φ = (Θ1, . . . ,ΘD−1, π1, . . . , πD−1)

A mixture of generalized Dirichlet multinomial with M components is given by:

p(X⃗i|Φ) =

M∑
j=1

pjp(X⃗i|Φj) (13)

where Φ = (π11, . . . , πMD−1,Θ11, . . . ,ΘMD−1, p1, . . . , pM ), pj (0 < pj ≤ 1 and
∑M

j=1 pj =

1) are the mixing weight, and p(X⃗i|Φj) is a GDM distribution.

2.3.2 Derivation of the EFIM

Given a set of independent vectors X = (X⃗1, . . . , X⃗N ), the complete log-likelihood corre-

sponding to the generalized Dirichlet multinomial mixture model, apart from a constant is:

logL(Φ,X ) ∝
N∑
i=1

M∑
j=1

p(j|X⃗i) log(p(j)p(X⃗|Φj))

∝
N∑
i=1

M∑
j=1

p(j|X⃗i)
{
log(p(j)) +

D−1∑
l=1

[ xil∑
r=1

log(πjl + (r − 1)Θjl)

+

yil+1∑
r=1

log(1− πjl + (r − 1)Θjl)−
yil∑
r=1

log(1 + (r − 1)Θjl)
]}

where

p(j|X⃗i) =
pjp(X⃗i|Φj)∑M
j=1 pjp(X⃗i|Φj)

(14)

represents the posterior probability that a vector X⃗i is affected to the component j of the mixture.
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The exact Fisher information matrix, for a multidimensional parameter space Φ, takes the fol-

lowing form:

F = E(−H(Φ)) (15)

where H is the second derivative matrix known as the Hessian matrix and below, the Fisher infor-

mation is specified for each dimension of the parameters in the considered mixture components:

F =



F11 F12 . . . . . . F1D−1

F21 F22 . . . . . . F2D−1

. . . . . . . . . . . . . . .

Fj1 Fj2 . . . . . . FjD−1

. . . . . . . . . . . . . . .

FM1 FM2 . . . . . . FMD−1


(16)

where for j = 1, . . . ,M and l = 1, . . . , D − 1, the Fjl is defined as the expected shape of the like-

lihood function in the parameter space where the diagonal elements are the variance of parameters

π and Θ and the off-diagonal denotes the correlation between the inferred parameters according to

the following formula:

Fjl =


E
[
−∂2 logL(Φ,X )

∂π2
jl

]
E
[
−∂2 logL(Φ,X )

∂πjlΘjl

]

E
[
−∂2 logL(Φ,X )

∂Θjlπjl

]
E
[
−∂2 logL(Φ,X )

∂Θ2
jl

]
 (17)

We start, here, by calculating the expectation of the first element of the Fisher information

matrix:

E
[−∂2 logL(Φ,X )

∂π2
jl

]
= E

[ N∑
i=1

p(j|X⃗i)
( xil∑

r=1

1

{πjl + (r − 1)Θjl}2
(18)

+

yil+1∑
r=1

−1
{1− πjl + (r − 1)Θjl}2

)]
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Taking into account the linearity properties of the expectation of discrete numbers, we get:

E
[−∂2 logL(Φ,X )

∂π2
jl

]
=

N∑
i=1

p(j|X⃗i)E
[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

(19)

+ E
[ yil+1∑

r=1

−1
{1− πjl + (r − 1)Θjl}2

]

Knowing that the random variable X⃗i follows the generalized Dirichlet multinomial distribution.

Then, the expectation of the observation X⃗i = (xi1, . . . , xiD) for the first term of the above equation

is defined as:

E
[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

=
m∑

xi1,...,xiD

p(Xi)

xil∑
r=1

1

{πjl + (r − 1)Θjl}2
(20)

where m =
∑D

l=1 xil and in a simplified manner, we can write down the above equation for the k-th

element only:

E
[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

=
m∑

xil=0

m−xil∑
xi1,...,xil−1,xil+1,...,xiD

p(xi1, . . . , xil, . . . , xiD) (21)

[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

Now, if we take xil = 1,

E
[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

=

m−1∑
xi1,...,xil−1,xil+1,...,xiD

p(xi1, . . . , 1, . . . , xiD) (22)

[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

=
p(1)

{πjl + (r − 1)Θjl}2

where p(1) = p(xil) is the Beta-binomial probability function. Through this result, we can gener-

alize our computation of the expectation to come by:
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E
[ xil∑
r=1

1

{πjl + (r − 1)Θjl}2
]

=
m∑

xil=0

xil∑
r=1

p(xil)

{πjl + (r − 1)Θjl}2
(23)

=
m∑
r=1

p(xil ≥ r)

{πjl + (r − 1)Θjl}2

By the same token, the other Fisher information elements are determined. We supply in the follow-

ing the second and mixed derivatives of the parameters:

−∂2 logL(Φ,X )
∂Θjlπjl

=
[ xil∑
r=1

r − 1

{πjl + (r − 1)Θjl}2
−

yil+1∑
r=1

r − 1

{1− πjl + (r − 1)Θjl}2
]

−∂2 logL(Φ,X )
∂Θ2

jl

=
[ xil∑
r=1

(r − 1)2

{πjl + (r − 1)Θjl}2
+

yil+1∑
r=1

(r − 1)2

{1− πjl + (r − 1)Θjl}2

−
yil∑
r=1

(r − 1)2

{1 + (r − 1)Θjl}2
]

(24)

By calculating the expectation of the second derivative of logL(Φ,X ) with respect to the set of

parameters, we obtain the elements of the Fisher information as follows:

E
[−∂2 logL(Φ,X )

∂π2
jl

]
=

N∑
i=1

p(j|X⃗i)
∣∣∣ m∑
r=1

P (xil ≥ r)

{πjl + (r − 1)Θjl}2
(25)

− P (yil+1 ≥ r)

{(1− πjl) + (r − 1)Θjl}2
∣∣∣

E
[−∂2 logL(Φ,X )

∂Θjlπjl

]
=

N∑
i=1

p(j|X⃗i)
∣∣∣ m∑
r=1

(r − 1)
P (xil ≥ r)

{πjl + (r − 1)Θjl}2
(26)

− P (yil+1 ≥ r)

{(1− πjl) + (r − 1)Θjl}2
∣∣∣
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E
[−∂2 logL(Φ,X )

∂Θ2
jl

]
=

N∑
i=1

p(j|X⃗i)
∣∣∣ m∑
r=1

(r − 1)2
P (xil ≥ r)

{πjl + (r − 1)Θjl}2
(27)

+
P (yil+1 ≥ r)

{(1− πjl) + (r − 1)Θjl}2
− P (yil ≥ r)

{1 + (r − 1)Θjl}2
∣∣∣

where p(xil ≥ r) has a Beta-binomial probability density function of the vector xil that should be

bigger than the sum of the features.

2.4 Generalized Dirichlet Multinomial Mixture Estimation and Selec-

tion

2.4.1 Fisher Scoring estimation algorithm

The Fisher scoring algorithm is a maximum likelihood estimation method that requires the in-

verse of the Fisher information matrix in order to converge to a local maximum [58]. The estimation

of the considered parameters using Fisher scoring algorithm at iteration (t+ 1) are:

Φ
(t+1)
jl = Φt

jl + [Fjl(Φ)]
−1Sjl(Φ

t) (28)

where Φt
jl is the vector of the estimated parameters at iteration t, Sjl(Φ

t) is the score vector (gradient

of the log-likelihood) at iteration t and Fjl(Φ) is jl element of the Fisher information matrix for the

parameter space Φ.

By computing the gradient of logL(Φ,X ) with respect to the model parameters πjl,Θjl, we

obtain:

Sjl(π) = ∇πjl
logL(Φ,X )

=
N∑
i=1

p(j|X⃗i)
∣∣∣ xil∑
r=1

1

πjl + (r − 1)Θjl
+

yil+1∑
r=1

−1
(1− πjl) + (r − 1)Θjl

∣∣∣
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Sjl(Θ) = ∇Θjl
logL(Φ,X )

=
N∑
i=1

p(j|X⃗i)
∣∣∣ xil∑
r=1

r − 1

πjl + (r − 1)Θjl
+

yil+1∑
r=1

r − 1

(1− πjl) + (r − 1)Θjl

−
yil∑
r=1

r − 1

1 + (r − 1)Θjl

∣∣∣ (29)

j = 1, ...,M, l = 1, . . . , D − 1.

2.4.2 Minimum Message Length

The minimum message length (MML) [50] selection criterion for mixture models has shown

to be a good choice to select the number of components in numerous applications by avoiding

overfitting and underfitting problems when modeling data. MML is based on Bayesian information

theory, where it uses explicitly the prior distribution of the parameters and the Fisher information

matrix. Using MML, the optimal number of components in the mixture is obtained by minimizing

the following function:

MML(Φ,X ) = − log(p(Φ))− L(Φ,X ) + 1

2
log |F (Φ)|+ Np

2
+

Np

2
logKNp (30)

where p(Φ) is the prior probability, L(Φ,X ) is the complete likelihood, |F (Φ)| is the determinant

of the exact Fisher information matrix, Np is the number of parameters to be estimated and is equal

to M(2D + 1) in our case, and KNp is a lattice constant.

The key of this selection method is the adequate choice of the prior parameter p(Φ) where a

possible selection for Θ and π parameters is the Gamma distribution and for the mixing weight, we

consider a uniform prior.

p(Φ) = (M − 1)!
M∏
j=1

D−1∏
l=1

pGamma(πjl) pGamma(Θjl) (31)
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And we consider the exact Fisher information matrix in MML instead of considering an approx-

imated matrix:

|F (Φ)| = |F (p1, . . . , pM )|
M∏
j=1

D−1∏
l=1

|Fjl| (32)

where the mixing parameters p1, . . . , pM can be considered as the parameters of a multinomial

distribution for which the determinant of the Fisher information |F (p1, . . . , pM )| is [50]:

|F (p1, . . . , pM )| = N∏M
j=1 pj

(33)

2.4.3 Convergence and initialization issues

The initialization and convergence of the likelihood function have a considerable influence on

the entire algorithm to estimate the appropriate parameters. Initialization, per se, influences the

determination of GDM parameters in the first place. Considering, for instance, the method of mo-

ments as for the generalized Dirichlet distribution. Using the sample estimate of the first and the

second moments, the calculation of α and β are as follows:

for l = 1, . . . , D − 1

αl =
al µl Bl−1 − µl (Sl,l + µ2

l )

Al−1 (Sl,l + µ2
l )− al µl Bl−1

(34)

βl =
αl(Al−1 − µl)

µl
(35)

where, A0 = B0 = 1 and for l = 1, . . . , D − 1

Al =

l∏
k=1

βk
αk + βk

(36)

Bl =

l∏
k=1

βk(βk + 1)

(αk + βk)(αk + βk + 1)
(37)

al =
αl

αl + βl
(38)
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and µl and Sl,l are the mean and the variance of the generalized Dirichlet given by [28]:

E(Pl) =
αl

αl + βl

l−1∏
k=1

βk
αk + βk

(39)

V ar(Pl) = E(Pl)
( αl + 1

αl + βl + 1

l−1∏
k=1

βk + 1

αk + βk + 1
− E(Pl)

)
(40)

l = 1, . . . , D − 1, and V ar(Pl) is simplified by:

Sl,l = V ar(Pl) =
αl + 1

αl + βl + 1
alBl−1 − µ2

l (41)

As it involves the parameters of the generalized Dirichlet and we are considering a parametrization

of the GDM, the initial parameters for the proposed model are obtained through the following:

πl0 =
αl

αl + βl
(42)

Θl0 =
1

αl + βl
(43)

l0 = 1, . . . , D − 1,

Given the initialization step and the proposed Fisher scoring estimation algorithm, the whole learn-

ing approach so-called FSGDM is updated through an iterative principle of Deterministic an-

nealing Expectation-Maximization [47] algorithm. Thus, in the E-step, the posterior probability is

parametrized by a temperature parameter τ , and, in M-step, the parameters are updated through

Fisher scoring algorithm.

p(j|X⃗i) =

(
pjp(X⃗i|Φj)

)τ
∑M

j=1

(
pjp(X⃗i|Φj)

)τ (44)

To test the convergence, we set a small threshold between each two-consecutive log-likelihood

(≈ 10−3) at which the algorithm should stop (Algorithm 1). Experimentally, the initial parameter

τmin is set to a small value (0.2) and we choose as temperature scheduling the following constant

const = 5.
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Algorithm 1: FSGDM learning algorithm

1 Input: Dataset X = {X⃗1, . . . , X⃗N};
2 Output: Parameters Φ⃗∗, number of components M∗;
3 foreach Number of components M do
4 Cluster the data X using K-means;
5 Initialize α and β using Method of Moments through Eq. 34 and 35;
6 Reparametrize the initial parameters πl0 and Θl0 (l0 = 1, . . . , D − 1) using Eq. 42, 43;
7 Initialize the temperature parameter τ = τmin << 1;
8 while τ ≤ 1 do
9 repeat

10 foreach Component j do
11 E-step:;
12 Estimate the posterior distribution p(j|X⃗i) (i = 1, . . . , N ) using Eq. 44;
13 M-step:;
14 Estimate the mixing weight components using pj =

1
N

∑N
i=1 p(j|X⃗i);

15 Update the parameters πjl and Θjl (l = 1, . . . , D − 1) using Fisher scoring
algorithm Eq. 28;

16 end
17 until Convergence of Log-Likelihood;
18 Update the temperature parameter τ = τ × const;
19 end
20 Update the MML criterion using Eq. 30;
21 end
22 Select the optimal M∗ such that: M∗ = argmin

M
MessLength(M);
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Figure 2.1: Adopted FSGDM model strategy for experimental analysis

2.5 Experimental analysis

In this chapter, we validate our proposed model on three distinctive applications: detecting

depression in tweets, dialogue-based emotion recognition, and image-based sentiment analysis. We

use texts and images datasets to confirm the robustness of our approach. The illustration of the

proposed framework is displayed in Figure 2.1.

2.5.1 Detecting depression in tweets

Depression is one of the mental health disorders, as mentioned in the World Health Organiza-

tion’s Comprehensive Mental Health Action Plan 2013-2020 [59], more than 300 million people are

affected by depression worldwide. Currently, most people use social media to express their emo-

tional states, happy moments, anxiety, and even sadness which allows recognizing depressive users

and to reveal earlier serious problems such as suicide. Previously, machine learning techniques have

attempted to automate depression detection with the need of psychological experts to assist in in-

telligent mental-health support. To catch people especially teenagers in an early stage of suffering,

tweets have been employed to detect their attitudes and behaviours. In our experiments, we choose
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a tweet-text dataset 1 which is a combination of the Sentiment140 dataset [60] and depressive tweets

generated from the TWINT tool 2. Sentiment140 dataset contains three polarity tweets (positive,

negative, neutral), only the positive tweets are extracted from the mentioned data (8000 tweets) and

depressive tweets (2314 tweets) from the TWINT tool to have a total of 10314 tweets. We gener-

ate a Bag-of-words from the total number of tweets, Figure 2.2 displays the bag-of-positive words

and the bag-of-depressive words. We remove as a preprocessing step all the stop, short, and rare

words from the generated vocabulary. Along with this, each tweet is defined by a vector of counts

containing the number of occurrences for each given word from the vocabulary.

We evaluate our results using accuracy, precision, recall, and F-measure metrics. We compare

the novel FSGDM using the exact Fisher information matrix with related multinomial models:

Dirichlet-multinomial using Expectation-Maximization (EM) algorithm, Deterministic annealing

EM, Fisher-scoring learning method, and Generalized Dirichlet-multinomial with EM and DAEM

inference. Table 2.1 indicates that FSGDM algorithm is able to recognize depressed Twitter users

with 88.79% accuracy. FSGDM outperforms the other related multinomial models due to the

strong characteristics of the Fisher information which consider the dependence of the different fea-

tures in text documents. Besides, the results of the Fisher-scoring prove the highest difference

between the other learning method (EM, DAEM) with more than 10% increase in the precision,

recall, and F-measure. Further, we compare the performance of the proposed clustering algorithm

with classification methods such as SVM, Logistic regression, and Bayes Theorem. It is clear in

Table 2.1 how the results of FSGDM are comparable with SVM despite that our approach is

completely unsupervised which proves more the robustness of the proposed algorithm.

2.5.2 Dialogue-based emotion recognition

Emotion analysis is the process of mining text data to identify and classify subjective informa-

tion basically into positive, negative, or neutral emotions which help to understand sentiments in

social media. This process has tremendously dispersed to include opinion mining, client reviews,
1https://github.com/viritaromero/Detecting-Depression-in-Tweets
2https://github.com/twintproject/twint
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(a) Depressive words (b) Positive words

Figure 2.2: Bag-of-words for Depression dataset

Table 2.1: Evaluation results for Depression dataset

Models Accuracy Precision Recall F-measure
Classification methods

Bayes theorem 79.67 92.85 26.00 40.00
Logistic regression 99.56 99.50 98.00 98.00

SVM 99.22 99.00 98.00 98.00
Clustering methods

DM+EM 65.37 50.89 50.87 50.88
DM+DAEM 66.27 52.47 52.38 52.42

DM+FS 75.64 42.77 67.29 68.39
GDM+EM 76.58 60.25 64.20 61.30

GDM+DAEM 79.44 76.42 71.91 73.41
FSGDM 88.79 89.35 88.80 85.39

and more which becomes of great interest for several applications such as marketing, business anal-

ysis, election, and tourism. Therefore, significant efforts have focused on extracting and gathering

information from social media, review websites, blogs, and forums. Emotion recognition has been

handled initially at the document level, after, at the sentence level, and recently at the sub-sentence

level. Major parts of techniques and methods in solving the problem of sentiment analysis have been

done on a document level. In our work, we are interested in different types of data extracted from

the famous TV shows “Friends”. Indeed, we evaluate our model FSGDM on a new challenging
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Table 2.2: Description of EmotionLines dataset

Dataset EmotionLines
Number of utterances 29,245
Number of dialogues 2,000

Speakers Joey, Monica, Rachel, Phoebe,
Chandler, Ross

Emotions neutral, non-neutral, joy, fear,
surprise, disgust, anger, sadness

dataset namely the EmotionLines dataset 3[61] that consists of seven emotions (non-neutral, joy,

fear, surprise, disgust, anger, sadness) extra the neutral emotion. This dataset is composed of 2, 000

dialogues and each dialogue is described by speaker, utterance, emotion, and annotation which re-

sults in a total of 29,245 utterances (Table 2.2). For our experiments, we perform two scenarios, one

at the sentence level, for each dialogue, we predict the emotion concerning the labeled sentence.

The second one, at the dialogue level, we extract all the utterances from the totality of 2,000 dia-

logues, and we construct a vocabulary using the bag-of-words approach. Thus, each utterance is

represented as a vector of counts.

At the sentence level, we model each dialogue apart. We construct the vocabulary W and,

then, each utterance of T words is encoded as a W -dimensional feature vector. The number of

emotions in one dialogue is different to another. For example, in Table 2.3, the feelings of speakers

are non-neutral, neutral, and fear, but, in Table 2.4, the sentiments are joy, neutral, and fear. For

each sentence, the emotion depends on the context, where within a dialogue, there is a sense of

inter-dependency with a link to the speaker’s emotions. For that, we can see the benefits of using

the exact Fisher information matrix when considering the dependence between the feature vectors is

significant. Hence, in Table 2.3, the recognition rate is 71.42% when only two predicted labels are

erroneous. As for the second example in Table 2.4, the neutral emotion was wrongfully predicted

as joy, and the fear sentiment of the sentence “Uh-Oh!” as neutral. Even for the challenging data of

this example, the proposed model FSGDM achieves an 80% recognition rate.

At the dialogue level, we evaluate our model FSGDM with others multinomial-based models

and the algorithms proposed in [61]. We employed the same metric (weighted and unweighted

accuracy) defined as follows:
3http://doraemon.iis.sinica.edu.tw/emotionlines/index.html
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WA =
∑
j∈C

wjaj (45)

UWA =
1

|C|
∑
j∈C

aj (46)

where wj is the percentage of utterances in emotion class j and aj denotes the accuracy of emotion

in class j.

Table 2.5 displays the results of FSGDM where the weighted accuracy and the unweighted

accuracy percentages were increased by ≈ 4% as compared to deep learning algorithms (CNN,

CNN-BiLSTM) and by≈ 20% relative to the count data modeling techniques. This proves again the

importance of considering the correlation of the features and the high performance of the proposed

framework, which owes its success to the Riemannian manifold properties, that is robust to such

challenging dataset and the unbalancing nature of the emotion label distribution.

Table 2.3: Predicting Emotions from Friends TV scripts using FSGDM for a single dialogue
between Rachel and Phoebe

Speaker Dialogue Emotion Predicted emotion
Rachel Well Phoebe, we gotta do some-

thing!
Non-neutral Non-neutral

Rachel Well, you know. Neutral Fear
Rachel I mean there’s no way Joey’s

gonna make it in time.
Fear Fear

Rachel So, I’m gonna go through the
hotel and see if there’s any other
weddings going on.

Neutral Non-neutral

Phoebe Okay. Oh, but don’t tell them
Monica is pregnant because they
frown on that.

Neutral Neutral

Rachel Okay Neutral Neutral

2.5.3 Image-based sentiment analysis

In this section, we approach the sentiment analysis from visual content. Human emotions pose

a quiet set of challenges that text data are not enough to understand the expressing issues of human

beings. Concerned about the non-verbal communication, there is room for visual information that
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Table 2.4: Predicting Emotions from Friends TV scripts using FSGDM for a single dialogue
between Joey and Monica

Speaker Dialogue Emotion Predicted emotion
Joey Hey Monica, it’s Joey! Joy Joy

Monica Hey Joey! Aww, you remem-
bered even though you’re a big
star!

Joy Joy

Joey Aw, come on! It’ll be years be-
fore I forget you!

Neutral Joy

Monica Joey, what’s it like on a movie
set, huh?

Neutral Neutral

Monica Do you have a dressing room? Neutral Neutral
Monica Do you have a chair with your

name on it?
Neutral Neutral

Joey Uh, well yeah-yeah, I’ve got all
of that going on.

Neutral Neutral

Joey Yeah, listen uh, I want you
to make sure you tell Chandler
that he couldn’t have been more
wrong!

Neutral Neutral

Joey Uh-oh! Fear Neutral
Joey Everybody smile! Okay, thanks

a lot! Enjoy your stay
Joy Joy

provides more thoughts about people’s opinions and sentiments. So far, limited efforts have focused

on sentiment analysis from visual content for instance images and videos. The closest that comes

to sentiment analysis from visual content are concerning facial expression and user intent which

are limited to low-level features. Here, we are interested in visual sentiment analysis where we

take advantage of SentiBank dataset [62] created for the purpose of mid-level concept representa-

tion of images. This dataset contains 0,5 million images crawled from social media, YouTube and

Flickr containing more than 3,000 ANP (Adjective Noun Pairs). Accordingly, the SentiBank con-

sists of image-text combined from tweets where the overall is illustrated into positive and negative

sentiments, see Figure 2.3. The images in SentiBank dataset are arranged by adopting the bag-of-

visual-words approach. We extract in the first step the visual features using SIFT descriptors for a

patch of 16× 16 pixels computed over an 8-pixel spacing grid. After, we cluster the obtained visual

features to build the vocabulary using K-means algorithm. Thus, each image is defined by a vector

of frequencies of visual words.
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Table 2.5: Weighted and unweighted accuracy on Friends TV show dataset

Weighted Accuracy Unweighted Accuracy
CNN [61] 59.2 45.2

CNN-BiLSTM [61] 63.9 43.1
DM+EM 33.71 33.76

DM+DAEM 34.40 33.97
DM+FS 36.99 37.01

GDM+EM 46.56 42.08
GDM+DAEM 46.66 42.10
FSGDM 66.09 46.60

Figure 2.3: Samples images from SENTIBANK dataset. First row presents samples of images with
negative sentiment and the second row reflects positive sentiment

The evaluation results are indicated in Table 2.6 in terms of accuracy, weighted accuracy, pre-

cision, and weighted precision metrics. The proposed FSGDM proves to be the outperforming

model where it accomplishes an average accuracy of 75.53% and weighted accuracy of 77.27%

against 63.56% and 63.55% for GDM using DAEM algorithm, compared to 62.15% and 62.13%

for GDM using EM algorithm. This shows again the efficacy of the proposed model that takes into

consideration the exact calculation of the Fisher matrix. Compared to DM using EM, DAEM, and

even the Fisher scoring algorithm, it is clear how the generalized Dirichlet distribution tackles the

problem better than other methods with reference also to Linear SVM and Logistic Regression [62].

Throughout all the conducted experiments, we prove the benefits of taking into account the

full computation of the Fisher information matrix which demonstrated motivational effects on the
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Table 2.6: Accuracy rates and precision results for SENTIBANK dataset

Models Accuracy W-Accuracy Precision W-Precision
Linear SVM [62] 67.00 - - -

Logistic Regression [62] 70.00 - - -
DM+EM 60.39 60.37 51.38 60.36

DM+DAEM 61.62 61.64 51.91 61.61
DM+FS 66.55 66.54 53.13 58.44

GDM+EM 62.15 62.13 51.15 62.14
GDM+DAEM 63.56 63.55 51.52 63.54
FSGDM 75.53 77.27 51.32 75.46

detection of depression tweets, sentiment analysis, and emotion recognition. We compare also the

computational cost of our proposed algorithm FSGDM with the GDM+DAEM in Table 2.7. The

independence assumption in GDM gains time with regard to the calculation of the exact Fisher

matrix as it is shown in Table 2.7. However, the calculation of the estimation of the parameters of

FSGDM costs less in terms of memory as we expressed the derivative of the parameters using

Beta-binomial probability density function.

Table 2.7: Comparing the performance of the proposed algorithm with the GDM approach in terms
of memory usage and running time

Memory usage (MB) Running time (s)
Dataset GDM+DAEM FSGDM GDM+DAEM FSGDM

Depression 15.75 12.14 16.24 12.34
Friends TV show 121.28 66.12 11.45 28.34

SENTIBANK 80.01 4.66 1.68 3.68

2.6 Conclusion

In many statistical models that concern count data, one common hypothesis adopted commonly

is the independence assumption. Yet, in our work, we prove the benefits of taking into consider-

ation the dependence and correlation of the feature vectors. For that purpose, we propose a new

parametrization of the GDM and then we compute an exact Fisher information matrix. The exact
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calculation is based on the Beta-binomial probability distribution function and newly defined param-

eters. Such consideration was under the mixture of the GDM where we estimate the model’s pa-

rameters through the Fisher scoring algorithm and optimally identified the number of clusters. With

the proposed approach, we are able to reveal the importance of constructing count data modeling

without the independence assumption. We implement the proposed FSGDM to three challenging

applications: detecting depression in tweets, dialogue-based emotion recognition, and image-based

sentiment analysis with three different modalities of count data namely text, dialogue, and images.

For each of the mentioned applications, the proposed approach demonstrates robustness and high

efficiency in terms of the obtained results. Future works could consider calculating the Fisher in-

formation matrix for other related count data models. In addition, a promising future work could

concern a semi-supervised learning approach based on the developed model.
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Chapter 3

Emotion recognition: A smoothed

Dirichlet multinomial solution

Multinomial-based models have been extensively used for count data modeling and challeng-

ing applications such as image processing, text recognition, and behavioral sciences. Despite the

good performance obtained with those models, they still suffer from challenging issues that require

continuous exploring of other alternative approaches. In this work, we address the issue of smooth-

ing language modeling. To the best of our knowledge, distributions defined in a smoothed simplex

were not considered before as conjugate priors for the multinomial. We propose a smoothed Dirich-

let multinomial (SDM) distribution and a mixture of SDMs with a likelihood-based learning. We

evaluate the proposed approach on three challenging applications related to emotion recognition:

depression on social media, happiness analysis, and pain estimation. The smoothed Dirichlet multi-

nomial solution presents the best results comparing to the related works and the multinomial-based

models such as Dirichlet compound multinomial and the multinomial model.

3.1 Introduction

Count data frequently occur in many domains such as machine learning, computer vision, psy-

chology, behavioural sciences, and public health which make its analysis an essential task to detect

abnormal behaviors, categorize text documents, and analyze emotion states. Considering the great
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challenges faced by count data modeling namely the sparseness, the high-dimensionality problem,

and the overdispersion, numerous approaches have been proposed for this matter such as Hurdle

models [5], zero-inflated [6], Negative-Binomial [7], and Poisson mixtures [63]. Basically, these

techniques are not able to model counts effectively in real-world applications. For this fact, the

most popular alternative count data modeling was the multinomial distribution.

Even though the accurate performance achieved with the multinomial distribution in several

applications [9, 10, 64], this modeling suffers from multiple limitations such as the independence

assumption [65, 54, 66]. This assumption simplifies the modeling of data but it is in fact erroneous

in most real-world applications. Another problem with this model is the burstiness phenomenon

[67] where the multinomial model fails to capture the words that have the probability of appearing

once or the probability of seeing the event again. But, in reality if a word does appear once, it is

much more likely to appear again.

Authors in [22] have proposed to represent a text document as a probability vector that leads

to draw a scaled-bag-of-words from the Dirichlet distribution to become a bag-of-scaled document.

The key difference with this model is that its parameters are not constrained to sum up to one which

give the Dirichlet Compound Multinomial (DCM) extra degree of freedom. Thus, adding a prior

probability for each word enables to combine information between the words by assuming that the

probabilities of counts are related in a certain manner. When the parameters sum is larger than one,

the counts become more bursty and less bursty when the sum is less than one. It has been shown

in [22] that DCM is more appropriate for modeling text documents than the traditional multinomial

model [68, 69]. In fact, the Dirichlet compound multinomial is capable of modeling the burstiness of

words in text because the Dirichlet distribution has the form of dataparameter that is able to take into

account the power-law nature of text. However, the Dirichlet distribution has a restrictive negatively

correlated covariance matrix. In addition, the Dirichlet is limited by reason of variables with the

same mean must have the same covariance that makes the model insufficient and not suitable for

challenging applications [70, 71].

Taking into account those disadvantages, the use of the generalized Dirichlet distribution [72] as

an alternative was proposed in [27]. In fact, this distribution [73, 28, 74] allows to have more gen-

eral covariance matrix to reflect different amounts of prior information which can be positively or
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negatively correlated. Further, the dependence among the posterior of the probabilities is slight and

more flexible due to the extra parameters comparing to the Dirichlet. The generalized Dirichlet was

not the only distribution proposed as a conjugate prior, but also the scaled Dirichlet was proposed

which resulted in the multinomial scaled Dirichlet (MSD) [75]. In fact, the scaled Dirichlet [76, 77]

is obtained from a perturbed random composition or a powering operation with a Dirichlet distribu-

tion. Further, Beta-Liouville distribution is a parametric generalization of the Dirichlet distribution

and a natural choice for compositional data [78]. It belongs to the Liouville family of distributions

where the generating density is chosen to be a Beta distribution. The Beta-Liouville is a conjugate

prior to the multinomial distribution [79]. Based on this hypothesis, the author in [80] introduced

the multinomial Beta-Liouville (MBL) distribution which presents an efficient count data modeling

for accurate clustering applications.

Each distribution that has been presented previously as a conjugate prior is defined on the or-

dinary simplex ∆ = {X⃗ = (x1, . . . , xD), xd > 0, d = 1, . . . , D;
∑D

d=1 xd = 1}. However,

distributions that consider the whole simplex as its domain are not well defined since language

models representing documents are generally smoothed and do not cover the whole domain. To

overcome this issue, the count vector representing the text document is smoothly represented us-

ing Jelinek-Mercer smoothing technique [81]. In this regard, a smoothed Dirichlet distribution has

been introduced in [82] which is a new form of the Dirichlet distribution defined on a smoothed

simplex. For instance, it becomes interesting to introduce a new smoothed conjugate prior for the

multinomial as a new count data modeling approach.

In this chapter, we propose a novel solution for emotion recognition where we adress count data

challenging through the following contributions:

(1) Prove that Smoothed Dirichlet is a conjugate prior to the multinomial distribution.

(2) Propose a new count-data model namely smoothed Dirichlet multinomial mixtures with a

likelihood-based learning.

(3) Detect emotional states by means of challenging applications such depression detection, psy-

chology analysis, and pain estimation.
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The rest of the chapter is organized as follows. We introduce in Section 2 the related multino-

mial priors that were previously proposed. In Section 3, we present the novel proposed multinomial-

based model where we describe the smoothed Dirichlet multinomial mixture and its learning algo-

rithm. Section 4 displays the considered emotion recognition experiments including depression on

social media, psychology analysis, and pain estimation. Section 5 concludes the paper with potential

future works.

3.2 Related work

Since our work is related to proposing a new multinomial prior for emotion recognition, we

introduce the previously proposed priors, present the mathematical background of each prior distri-

bution, and review the recent related-works proposed for emotion recognition.

3.2.1 Multinomial priors

Multinomial distribution has been extensively used for count data modeling and for text recog-

nition especially. Though the fame and the well-known properties of this model, it suffers from a

variety of issues such as the independence assumption, the burstiness problem and the ineffective-

ness to handle the sparsity nature of data. Taking these challenges into consideration, smoothing

the parameter of the multinomial distribution using a conjugate prior was an effective solution.

As first thought, the Dirichlet distribution which is known as the most convenient conjugate prior

for the multinomial was proposed as a smoothing distribution that gives the Dirichlet Compound

Multinomial (DCM) [22].

p(X⃗|α⃗) =

∫
θ
p(X⃗|θ⃗)p(θ⃗|α⃗)dθ (47)

=
Γ(
∑D

d=1 xd + 1)Γ(
∑D

d=1 αd)

Γ(
∑D

d=1 xd + αd)

D∏
d=1

Γ(xd + αd)

Γ(αd)Γ(xd + 1)

where X⃗ is a count vector, p(X⃗|θ⃗) is a multinomial distribution that depends on D parameters

θ1, . . . , θD, p(θ⃗|α⃗) is the conjugate Dirichlet prior defined with an α⃗ parameter.
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Actually, although the DCM has achieved advantageous performance in various applications

[11, 25, 23], the Dirichlet prior suffers from some limitations such as the restrictive covariance

between two random variables that have to be negatively correlated and the proportional relation

between the variance and the mean for two different variables. Proposing a general distribution

that is able to handle these disadvantages was the purpose of the generalized Dirichlet distribution.

Indeed, this generalized distribution is also a prior for the multinomial which makes the introduction

of generalized Dirichlet multinomial (GDM) distribution [27].

p(X⃗|α⃗, β⃗) =

∫
θ
p(X⃗|θ⃗)p(θ⃗|α⃗, β⃗)dθ (48)

=
Γ(
∑D

d=1 xd + 1)∏D
d=1 Γ(xd + 1)

D−1∏
d=1

Γ(αd + βd)

Γ(αd)Γ(βd)

D−1∏
d=1

Γ(α′
d)Γ(β

′
d)

Γ(α′
d + β′

d)

where p(θ⃗|α⃗, β⃗) is the conjugate generalized Dirichlet prior with parameter vector (α1, β1, . . . , αD−1,

βD−1), α′
d = αd + xd, and β′

d = βd + xd+1 + · · ·+ xD, for d = 1, . . . , D − 1.

Even though the high performance achieved by MGD mixtures involving different applications

(spatial colour image indexing, handwritten digit recognition, and text document clustering), it re-

quires learning large numbers of parameters that increase the model’s complexity and the running

time. One more alternative to the Dirichlet distribution as a conjugate to the multinomial is the

scaled Dirichlet (SD). The SD is a generalization of the Dirichlet by perturbation-combination op-

eration and has more parameters (extra D degrees of freedom) which makes the distribution more

flexible and removes the requirement of equally scaled parameter in Dirichlet distribution. In case

of using this distribution as a prior to the multinomial, the multinomial scaled Dirichlet mixture

model was introduced to recognize text documents in [75].
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p(X⃗|α⃗, β⃗) =

∫
θ
p(X⃗|θ⃗)p(θ⃗|α⃗, β⃗)dθ (49)

=
Γ(
∑D

d=1 xd + 1)∏D
d=1 xd

Γ(
∑D

d=1 αd)

Γ(
∑D

d=1 xd + αd)
∏D

d=1 β
xd
d

D∏
d=1

Γ(αd + xd)

Γ(αd)

where p(θ⃗|α⃗, β⃗) is the conjugate scaled Dirichlet prior with parameter vector (α1, β1, . . . , αD, βD).

Although the good modeling flexibility obtained when using this model, there is a need to learn

large number of parameters as MGD. Moreover, the scaled Dirichlet has no closed form for the

mean, the variance, and the covariance which restrict the use of this distribution in such complicated

applications. All these drawbacks can be handled by using the Beta-Liouville (BL) distribution as an

alternative prior for the multinomial distribution. The BL distribution has more general covariance

structure. The composition of the BL and the multinomial gives the multinomial Beta-Liouville

distribution in [80].

p(X⃗|α⃗, β⃗) =

∫
θ
p(X⃗|θ⃗)p(θ⃗|α⃗, β⃗)dθ (50)

=
Γ(
∑D

d=1 xd + 1)∏D
d=1 Γ(xd + 1)

Γ(
∑D

d=1 αd)Γ(α+ β)Γ(α′)Γ(β′)
∏D−1

d=1 Γ(α′
d)

Γ(
∑D

d=1 α
′
d)Γ(α

′ + β′)Γ(α)Γ(β)
∏D−1

d=1 Γ(αd)

where p(θ⃗|α⃗, β⃗) is the conjugate Beta-Liouville prior with parameter vector (α1, β1, . . . , αD−1, α, β),

α′
d = αd + xd, α′ = α+

∑D−1
d=1 xd, and β′ = β + xD, for d = 1, . . . , D − 1.

3.2.2 Emotion recognition

Distress, sadness, or any other emotions could be inflicted by erroneous habits such as spending

more time connecting electronically than spending time with family and friends or due to unex-

pected circumstances as earthquakes, floods, wars, or else by virtue of infectious diseases like the

COVID-19. Human emotional states are altered with delightful and dejected moments which can
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be expressed through the facial muscles or influence the content of social media status (text, image,

video). The later could be characterized by short texts which suffer from the problem of sparseness

or facial expressions that exhibit short and long spatio-temporal variations. In this context, differ-

ent machine learning methods and deep learning algorithms have been proposed to address these

challenges. Earlier works were concentrated on single modality such as facial expressions extracted

from images and videos where the recent focus was shifted now to multi-modal and context-aware

emotion recognition as proposed by [83, 84, 85, 86, 87, 88]. [84] proposed a three-stream CNN

models. The first stream is for body feature extraction, the second encodes context features, and the

last one performs as a fusion network combining the features of the two CNNs. A similar network

architecture was introduced by [86], the CAER-Net, a two stream encoding network which includes

facial-stream and context-stream. A Region Proposal Network (RPN) was proposed by [85] to de-

tect context elements integrated into a branch of Graph Convolutional Network (GCN). Another

parallel branch of CNN was incorporated for extracting body features. The work of [88] presents a

multi-modal and context-aware emotion recognition framework that combines three interpretations

of context from psychology principles. The first context uses multiple modalities of faces and gaits,

the second encodes semantic information using self-attention-based CNN and the last one concerns

socio-dynamic inter-agent interactions through depth maps. [87] demonstrates the utility of multi-

task CNN for multi-modal context-based emotion recognition. Their proposed framework includes

three modules: body features extraction, scene features extraction, fusion and decision module.

3.3 Smoothed Dirichlet Multinomial

The smoothed Dirichlet (SD) [82] distribution was proposed as an approximation to the Dirich-

let distribution defined in a smoothed simplex. It was empirically demonstrated that SD distribution

outperforms multinomial and DCM models in text classification task. Generating smoothed doc-

ument representation is the core idea of the SD distribution where a smoothed proportion xs is

defined as follows:

xs = λxu + (1− λ)xge (51)
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where 0 < λ < 1 is a smoothing parameter, xu is a proportional vector, and xge is the general

proportion of all the words presented in a text document [89]. Based on the generation of this

smoothing proportions, a smoothed subset of a unit simplex ∆ = {X⃗ = (x1, . . . , xD), xd > 0, d =

1, . . . , D;
∑D

d=1 xd = 1} is defined as follows:

∆s = {X⃗s} = {λX⃗u + (1− λ)X⃗ge|X⃗u ∈ ∆} (52)

The smoothed Dirichlet distribution has the same parametric form as the Dirichlet distribution

but defined on the smoothed simplex ∆s as follows:

p(X⃗s|α⃗) = SS∏D
d=1 α

αd
d

D∏
d=1

(xsd)
αd−1 (53)

where S =
∑D

d=1 αd and αd > 0, d = 1, . . . , D is the shape parameter that characterizes the SD

distribution.

In this section, we prove that SD distribution is a conjugate prior for multinomial distribution.

Consider the joint distribution of X⃗ and θ⃗ and the probability p(X⃗|θ⃗) of the count vector X⃗ given

the parameter θ⃗ is a multinomial distribution and the prior p(θ⃗|α⃗) is a smoothed Dirichlet given as

follows:

p(X⃗, θ⃗|α⃗) = p(X⃗|θ⃗)p(θ⃗|α⃗) (54)

=
|x|!∏D
d=1 xd!

D∏
d=1

(θsd)
xd

SS∏D
d=1 α

αd
d

D∏
d=1

(θsd)
αd−1

=
|x|!∏D
d=1 xd!

SS∏D
d=1 α

αd
d

D∏
d=1

(θsd)
xd+αd−1

(55)

Then, the posterior is given by:
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p(θ⃗|X⃗, α⃗) =
p(X⃗, θ⃗|α⃗)
p(X⃗|α⃗)

(56)

=

∑D
d=1(xd + αd)

S+|x|∏D
d=1(xd + αd)xd+αd

D∏
d=1

(θsd)
xd+αd−1

which is a smoothed Dirichlet distribution with parameters (x1 + α1, . . . , xD + αD). Integrating

the joint distribution over θ⃗, we obtain the following new distribution so-called smoothed Dirichlet

multinomial (SDM) distribution:

p(X⃗|α⃗) =

∫
θ
p(X⃗, θ⃗|α⃗)dθ (57)

=
|x|!∏D
d=1 xd!

SS∏D
d=1 α

αd
d

∫
θ

D∏
d=1

(θsd)
xd+αd−1dθ

=
|x|!∏D
d=1 xd!

SS∏D
d=1 α

αd
d

∏D
d=1(xd + αd)

xd+αd∑D
d=1(xd + αd)S+|x|

where |x| =
∑D

d=1 xd.

The availability of challenging applications increasingly faced with multimodal data gives rise

to the deployment of mixture models. Given their powerful properties, we propose a mixture of

SDM distributions given by:

p(X⃗|Θ) =

K∑
j=1

pjp(X⃗|α⃗j) (58)

where pj is the mixing weight, p(X⃗|α⃗j) is the j-th component refers to SDM, and Θ = (α⃗1, . . . , α⃗K ,

p1, . . . , pK) is the entire set of parameters.

Given a set of N count data vectors X = (X⃗1, . . . , X⃗N ), the log-likelihood of SDM mixtures is

defined as:
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L(Θ,X ) = log

N∏
i=1

p(X⃗i|Θ) =

N∑
i=1

log

K∑
j=1

pjp(X⃗i|α⃗j) (59)

For estimating SDM mixture model’s parameters, we consider a maximum-likelihood approach

on the basis of the Expectation-Maximization algorithm (EM) [47]. However, the estimation of Θ

parameters does not present a closed-form solution. Thus, we employ for that a Newton-Raphson

method given by:

for d = 1, . . . , D, j = 1, . . . ,K

α̂jd = αjd −
f(αjd)

f ′(αjd)
(60)

where

f(αjd) =
∂L(Θ,X )

∂αjd
(61)

=
∂

∂αjd

N∑
i=1

r(i, j)
[
log(|x|!)−

D∑
d=1

log(xd!)

+ S logS −
D∑

d=1

αjd logαjd +
D∑

d=1

(αjd + xid) log(αjd + xid)

− (S + |x|) log(S + |x|)
]

=
N∑
i=1

r(i, j)
[
log

S

αjd
+ log

xjd + αjd

S + |x|

]

where r(i, j) = pjp(X⃗i|α⃗j)/
∑K

j=1 pjp(X⃗i|α⃗j), and:

f ′(αjd) =
N∑
i=1

r(i, j)
[ 1
S
− 1

αjd
+

1

xid + αjd
− 1

S + |x|

]
(62)

The complete learning algorithm is given in algorithm 2.
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Algorithm 2: Smoothed Dirichlet multinomial learning algorithm

1 Input: X dataset, Number of components K ;
2 Output: Θ∗ ;
3 Initialization using K-means and the Method of Moment as in [90];
4 repeat
5 foreach Component j do
6 Estimate the posterior distribution r(i, j) using Bayes rule ;
7 Estimate the mixing weight components pj = 1

N

∑N
i=1 r(i, j) ;

8 Update the parameters αjd (d = 1, . . . , D) using Newton-Raphson method ;
9 end

10 until Convergence of Likelihood;

3.4 Experiments analysis: emotion recognition

In this section, we validate our proposed Smoothed Dirichlet multinomial on different emotion

recognition applications. We consider detecting depression on social media, analyzing happiness

intensity, and estimating pain levels.

3.4.1 Depression on social media

Social media have been always considered as a double-edged sword and could be viewed as

a first reason that affect teenager emotional states. Currently, teenager and young adult spend the

majority of their daily time connecting electronically through social media which affects their re-

lationship to their peers, family, and friends. This fact leaves them socially isolated with poorer

concentration, self deprivation, and depression [91, 92, 93]. A clinical psychologist at the Child

Mind Institute states “The less you are connected with human beings in a deep, empathic way, the

less you’re really getting the benefits of a social interaction,” 1. In this context, we are interested to

detect early depression states on social media through a tweet dataset 2 which is constructed from

two separated datasets: the well-known Sentiment140 dataset which is highly imbalanced [94] and

depressive tweets generated from Twint tool. The depression dataset contains 10,314 tweets dis-

tributed into positive tweets extracted from Sentiment140 and depressive tweets produced from

Twint 3. We generate a bag-of-words from the totality of the tweets and we remove the stop, rare,
1https://childmind.org/article/is-social-media-use-causing-depression/
2https://github.com/viritaromero/Detecting-Depression-in-Tweets
3https://github.com/twintproject/twint
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Figure 3.1: Illustration of depression recognition approach

and short words with less than 10 occurrences. We explain in details the generation of bag-of-words

from depression tweets and the adaption to SDM model in Figure B.1.

Table 3.1: Comparison between different multinomial-based models on Depression-Tweets dataset

Model Accuracy Precision Recall F-measure
Multinomial 62.35 64.44 43.56 51.93

DCM 65.37 50.89 50.87 50.88
DCM+DAEM 66.27 52.47 52.38 52.42

SD 66.11 48.87 40.24 42.87
SDM 69.68 71.01 46.73 56.37

SDM + noise 68.78 83.13 40.12 54.13

We evaluate the obtained results using different metrics: accuracy, precision, recall, and F-

measure [95] and we compare the experimental results of the SDM with different multinomial-

based models on the same Depression-Tweets dataset. We clearly observe from Table 3.1 that SDM

mixture model outperforms the multinomial, DCM, and the smoothed Dirichlet (SD). The SDM

achieves 69.68% when detecting the depression tweets with a 71.01% of precision that presents

more that 10% of difference between the other related multinomial-based models. We add also a

Gaussian noise to the data to quantify the robustness of SDM algorithm. We note that we obtain

almost the same performance which proves more the efficiency of the proposed model. We mention

that the Dirichlet compound multinomial has been proposed also with a different learning method,

the deterministic-annealing EM (DAEM) [96] that makes an improvement with regards to the DCM
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with EM. However, even we present our SDM solution with an EM learning method, it is shown

that it outperforms all the related models which opens a new direction for an improved SDM with a

DAEM learning model as a future direction.

3.4.2 Psychology analysis

As we mentioned before, emotions could be expressed through texting on social media or using

facial expressions detected by means of images and videos. Humans are able to express more than

10,000 expressions through 43 facial muscles which makes reading faces a significant human skill

and a challenge task for artificial intelligence algorithms. Researchers generally decode the human

face into six basic expressions: disgust, happiness, fear, anger, sad, and surprise. For this purpose,

we consider the EMOTIC dataset [97, 84] which contains 26 emotional expressions with a total of

23,571 images. In this work, we are interested to recognize different expressions that are associated

with positive emotions. Thus, we extract a subset EMOTIC-PA from the EMOTIC dataset that are

related to analyze positive emotions intensity including: affection, excitement, happiness, peace,

pleasure, and sympathy as shown in Figure 3.2. Emotions in the EMOTIC dataset present several

recognition challenges as the images are annotated by five different annotates and represented using

the continuous dimensions of the VAD Emotional State (V: Valence which encodes the happiness

and the pleasure and ranges from positively to negatively, A: Arousal that measures the level of

human agitation ranging from excitement to relaxation, D: Dominance which estimates the control

level and ranges from submission to dominant). For inter-rater reliability purposes, authors [84]

computed an agreement score between all the annotators using the average of Fleiss’ Kappa values

for each category and the average standard deviation for the continuous dimensions. For the sake of

representing the images as count data vectors, we extract first SIFT features from 16 × 16 patches

on regular grids of 8 pixels. Then, we construct a bag-of-visual words using the K-means clustering

algorithm where we generate different size of visual vocabulary ranging from 100 to 2500. We

illustrate the steps of psychology analysis approach in Figure 3.3.

We investigate the performance of the smoothed Dirichlet multinomial using two metrics: the

mean average precision (mAP) and the accuracy. We compare the obtained results with the related

multinomial-based models and the algorithms that have been applied on the EMOTIC dataset for
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Figure 3.2: Visual examples of the six feeling from the EMOTIC database for the Psychology
analysis

Table 3.2: Psychology analysis using different algorithms (mAP)

Affection Excitement Happiness Peace Pleasure Sympathy
[84] 27.85 77.16 58.26 21.56 45.46 14.71
[85] 46.89 71.89 73.26 32.85 57.46 17.53
[86] 19.9 35.26 49.26 16.72 19.47 17.12
[88] 36.78 82.21 68.21 35.14 61.34 24.63
[87] 13.42 47.94 47.95 14.62 28.98 8.46

Multinomial 33.92 35.14 35.16 31.56 32.55 31.48
DCM 50.19 83.33 47.73 36.11 41.67 46.04
SD 50.88 52.89 53.38 49.12 50.01 61.11

SDM 60.01 56.88 56.35 57.89 59.30 50.01

the selected emotions (affection, excitement, happiness, peace, pleasure, and sympathy). We men-

tion in Table 3.2 that our proposed SDM outperforms the other related-models and presents equally

distributed mean average precision for all the emotions intensities contrary to the other models pro-

posed in literature such as [84, 85, 86, 87, 88] that create an imbalance in recognized emotions.
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Figure 3.3: Description of psychology analysis approach using SDM mixture-based clustering

Table 3.3 clearly shows the outperformance of the SDM model as compared to the multinomial-

based models in terms of accuracy results when comparing the mean average precision. Our pro-

posed approach is based on multinomial distribution which is able to adapt count data presented by

bag-of-visual words contrary to the compared related works that are based on neural networking

method.

We compare the performance of the proposed approach with the related multinomial-based mod-

els in Figure 3.4 where we evaluate the memory occupied and the time of execution with regards

to the features dimensions. We mention that the fastest algorithm is the smoothed Dirichlet and the

multinomial distribution while the DCM is the slowest approach. In terms of memory, the SDM

model occupies less than the other models which proves again the efficiency of the proposed algo-

rithm.

3.4.3 Pain detection

Facial pain detection [98, 99] has been recently an emergent research area related to several

health care applications. Indeed, determining the pain level is a challenging task even for clini-

cal professors. The Action Units which have been generally used for facial expression detection
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Figure 3.4: Performance evaluation in terms of memory usage and running time for psychology
analysis
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Table 3.3: Evaluation results on EMOTIC-PA dataset

Models Accuracy mAP (%)
[84] - 40.83
[85] - 49.98
[86] - 26.28
[87] - 26.89
[88] - 51.38

Multinomial 32.65 33.92
DCM 34.36 50.84
SD 34.43 53.47

SDM 34.17 57.31

are not sufficient to detect the different levels of pain from images. For this purpose, we consider

the BioVid Heat pain dataset [100] which selects emotion features related to pain recognition us-

ing multiple “Kinect” camera, highly-controlled pain stimulation, and simultaneous data collected

from skin conductance level (SCL), electrocardiogram (ECG), electromyogram (EMG), and elec-

troencephalography (EEG). The dataset (Figure 3.5) consists of a total of 90 participants (men and

women) from three ranges of age groups: 18− 35, 36− 50, and 51− 65. In this paper, we consider

only part A of the dataset which is a subsection containing only video sequences of facial pain lev-

els with a total of 8, 700 sequences where there are 100 samples per person making 1,740 videos

per intensity levels. We extract LBP features from each frame and we construct from the extracted

features a bag-of-visual words.

The smoothed distribution presents the best results comparing to the related works and the

multinomial-based models such as DCM and the multinomial model. It is clearly noticeable in Table

3.4 that SD and SDM achieve outstanding results with an increasing of 10% in the accuracy. In this

challenging application, the smoothed Dirichlet multinomial presents comparable results with the

SD where we present also the results obtained in the state-of-the-art using different descriptors LBP,

LPQ, and BSIF with SVM classifier [101]. We mention that our proposed approach employs LBP

for feature extraction which outperforms all the related methods using as a classifier SVM applied

for the BioVid-Heat Pain dataset.

We compare also the computational cost of our proposed algorithm with the multinomial-based
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Figure 3.5: Face samples from BioVid-Heat Pain dataset accross pain intensities (PA*) and baseline
(BL)

models in Figure 3.6. We evaluate the scalability of SDM with regards to dataset size. We report

the results in terms of different number of frames of BioVid video sequences where we have: 20

frames (880 images), 40 frames (3280 images), 60 frames (4845 images), 80 frames (6445 images),

100 frames (8045 images), and 138 frames (11005 images). The parameters learning in DCM

gains more time compared to SD, SDM, and multinomial inference. Further, the execution of SDM

algorithm for pain detection costs the least in terms of memory.

Table 3.4: Accuracy results for Pain detection on BioVid-Heat Pain dataset

Method Accuracy
LBP 59.08
LPQ 58.82
BSIF 59.25

LBP + LPQ 60.23
LPQ + BSIF 59.83

[101] 60.23
Multinomial 55.88

DCM 56.14
SD 69.60

SDM 67.11
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Figure 3.6: Performance evaluation in terms of memory usage and running time for Pain detection
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3.5 Conclusion

We proposed, in this work, a novel multinomial-based model namely the smoothed Dirichlet

multinomial distribution. The proposed SDM is defined on a smoothed simplex where the conjugate

prior for the multinomial defines smoothed count vectors. We introduced a mixture of SDMs and

the learning algorithm for the mixture parameters. The proposed approach was considered as an

emotion recognition solution where we addressed the problem of three challenging applications:

depression on social media, psychology analysis, and estimating pain levels. The obtained results

show the outperformance of the novel SDM model with regards to the other related multinomial-

based models. The obtained promising results open other directions for considering new conjugate

priors for the multinomial distribution defined on a smoothed simplex such as Generalized Dirichlet

and Beta-Liouville. Besides, it is interesting to address other challenging topics with the smoothed

Dirichlet multinomial solution. For instance, it is worth noting to consider SDM approach for

anomaly detection in video surveillance and medical image processing as the approach are able to

adapt very well the same type of data.
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Chapter 4

Smoothed Generalized Dirichlet: a novel

count data model for detecting

emotional states

In this chapter, we propose novel approaches to deal with the problem of burstiness, the chal-

lenge of count data sparseness, and the curse of dimensionality. We introduce a Smoothed General-

ized Dirichlet distribution that is a smoothed variant of the generalized Dirichlet distribution and a

generalization of the smoothed Dirichlet. We provide different learning methods based on mixture

models and agglomerative clustering-based geometrical information: Kulback-Leibler, Fisher met-

ric, and Bhattacharyya distance. Moreover, we show that the new Smoothed Generalized Dirichlet

could be considered as a prior to the multinomial which generates a new distribution for count data

that we call the Smoothed Generalized Dirichlet multinomial. In particular, we present an approxi-

mation based on Taylor series expansion for better performance and optimized running time in the

case of high-dimensional count data. Proposed models are evaluated through two emotion detection

applications: disaster tweets related emotions and pain intensity estimation. Experiments show the

efficiency and the robustness of our approaches when dealing with texts, videos, and images.
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4.1 Introduction

Counts, typically emanate from a variety of observations we make through the world around

us. Observations could be trivial events in our daily life, for example, employee absences, num-

ber of traffic accidents per day, or even number of children ever born. Understanding this kind of

observations is a high critical issue in analyzing infectious diseases, interpreting insurance data,

categorizing topics in text documents, forecasting economic risks, and retrieving information from

multimedia data. The analysis of count data considering the concurrency nature of words in a col-

lection of text documents or visual words when considering multimedia datasets leads to challenges

related to sparseness, curse of dimensionality, and burstiness. Sparseness, or the phenomenon of

data with excess of zeros, appears whenever a word has not occurred in a document when consid-

ering a “bag-of-words” structure. The burstiness phenomenon [3] described as an accidental repe-

tition of infrequent words or phrases in long documents was closely related to the “document-level

burstiness” and “within-document burstiness” which is somehow a consequence of the overused

conditional assumption of independence. In a different viewing, the burstiness was introduced in

the work of Church & Gale [4] with the assumption of “bag-of-words” where the bursty occurrences

were depicted using the frequencies of words. In a such meaning, the burstiness is postrayed as a

contagious disease where if a few instances of a rare word have already occurred in a document,

then there is a great probability to have some more instances of it. These phenomena are subjects

of great interest for many research works as in [22, 102, 82, 11, 103, 104, 105, 106, 66, 107].

Choosing the adequate distribution that fits count data presents a considerable challenge for

researchers as it is positively skewed with a high frequency of zeros values. Considering this fact,

Hurdle [5] and zero-inflated models [6, 108] have been proposed for count data to handle the sparsity

problem. The basic principle of hurdle models is based on Bernoulli distributions while for the zero-

inflated, the count variables are modeled by a mixture of distributions supporting the non-negative

integers such as Poisson and Negative Binomial [109]. Bernoulli models [110] have been utilized

for analyzing binary behavior, for example, smoker-non smoker, vegan-non vegan, fail-succeed, and

other outcomes that need to be 0 or 1. For all that, the exigency to figure out the number of times an

event occurs makes the Poisson distribution [4] popular to incorporate term frequency information.
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Indeed, a crucial problem that occurs when modeling count data is overdispersion which means that

the variance of data is larger than the expected value. Overdispersion occurs due to the heterogeneity

(non uniform) of data which is contrary to assumptions within simple parametric models. To deal

with such defect, the Negative Binomial [7] has been considered instead. Rather than modeling the

frequencies of words with one parameter by Poisson distribution, the Negative Binomial has two

parameters specifying the number of failures and the success probability. Considering challenging

applications such as language modeling, pattern recognition, and computer vision, these simple

parametric models are unable to accurately fit count data.

The primary motivation of this work is to propose novel approaches for count data model-

ing that address simultaneously the problems of sparseness, burstiness, overdispersion, and high-

dimensionality.

The remainder of this chapter is organized as follows. Section 2 presents the existing literature

related to count data modeling and emotion recognition. In Section 3, we give a background intro-

duction for smoothed Dirichlet and generalized Dirichlet distributions. In Section 4, we describe

the text generator distribution that is proposed to deal with the sparseness and overdispersion issues.

We present in Section 5 the parameters estimation algorithm, and the clustering mechanisms using

mixture models and geometrical information. After, we provide a new multinomial prior in Section

6 addressing the challenge of burstiness and the overdispersion phenomena. Then, we present the

obtained results of our proposed approaches through two applications namely recognizing disaster

tweets related emotions and pain intensity estimation in Sections 7 and 8. Further, in subsection

8.3, we give an approximation to deal with the problem of high-dimensional count data. We finally

conclude the paper in Section 9 along with open research questions.

4.2 Related work

This chapter builds on a long line of works regarding count data modeling and emotion recogni-

tion. As far as our contributions concern proposing new count data models and address the problem

of emotion categorization, we review separately the previous works on both topics.
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4.2.1 Emotion categorization algorithms

Understanding human emotions is a key factor for developing intelligent machines [111, 112].

Even though much research works have been proposed for the field of sentiment analysis and emo-

tion recognition, it continues to present considerable challenges and new directions such as under-

standing cause of sentiment, sentiment dialogue generation and sentiment reasoning [113]. Emotion

recognition is typically based on human face landmarks, speech signals, and text messages. In this

work, we are interested in the literature of emotion categorization from texts, images and videos

data. Recent approaches for sentiment analysis that employ machine learning have been mostly

based on deep learning algorithms and contextual language models such as BERT [114], Sentic-

Net [115], and RoBERTa [116]. Early deep learning studies on sentiment analysis have considered

attention mechanism as Attention-based Bidirectional CNN-RNN proposed in [117], Contextual

Attention-based LSTM introduced to model contextual relationships [118] and Multi-task Multi-

modal Emotion and Sentiment (MMES) that considers contextual inter-modal attention Framework

[119]. To improve the performance of emotion recognition models, a multitask-based framework

was combined with deep learning network [120]. A top-down and bottom-up learning technique

using an ensemble of symbolic and subsymbolic AI tools was proposed in [121] for sentiment anal-

ysis. Other than deep learning and contextual language models, reinforcement learning approaches

were also considered for emotion and sentiment analysis such as the work of [122] which considers

multimodal context within domain knowledge. Regarding image-based emotion recognition, multi-

modal and context-aware emotion categorization models have been presented recently. To name a

few, a CAER-NET algorithm illustrated in the form of two stream encoding network which includes

facial-stream and context-stream was proposed by [86]. In a similar way, authors in [88] present a

multi-modal and context-aware emotion recognition framework that combines three interpretations

of context from psychology principles. The first context uses multiple modalities of faces and gaits,

the second encodes semantic information using self-attention-based CNN and the last one concerns

socio-dynamic inter-agent interactions through depth maps. Regardless the current progress, still

emotion categorization remains an open challenge for the artificial intelligence community.
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4.2.2 Count data models

Existing methods for the problem of modeling count data have been based essentially on count

response models including traditional methods like Poisson distribution, hurdle models, zero-inflated

distribution, Negative Binomial, and multinomial response models. The multinomial distribution

was usually the first candidate employed for modeling count data [64, 21, 10]. However, under

Bayes assumption of independency, mutlinomial distribution fails to model the burstiness of words

in documents. To this end, various alternatives have been proposed to enhance clustering perfor-

mance and address the burstiness issue. Dirichlet distribution has always been known as the conve-

nient conjugate prior for the multinomial distribution thanks to its good modeling capabilities and its

statistical properties. The Dirichlet-compound-multinomial (DCM) which is the composition of the

Dirichlet and the multinomial [22], has shown to be competitive with the best-known text classifica-

tion methods by handling the word burstiness problem. Yet, it requires computationally expensive

iteration method for learning its parameter. In addition, if the Dirichlet distribution is taken as a con-

jugate prior for DCM, the properties of such a prior have consequences on the regularities captured

by the model. This Dirichlet prior relies on the facts that features with the same mean must have

the same covariance and it has a very restrictive negative covariance structure [73]. In other side,

taking into account that Dirichlet distribution has never been used for text generation and has been

always considered as a prior such as in the case of DCM and Latent-Dirichlet allocation model, the

smoothed Dirichlet [82] was the first text generator distribution proposed for modeling count data.

This distribution is based on smoothing the count vectors to deal with the problem of sparseness and

at the same time defining proportions in a smoothed subset of the whole simplex. Additionally, esti-

mating the parameters with a maximum-likelihood approach presents a closed-form solution which

makes the model simpler and faster than DCM. However, in the light of the limitations of Dirichlet

distribution already mentioned, the smoothed Dirichlet suffers from the same disadvantages which

motivates us to improve the distribution in order to address the challenges related to count data

modeling.

Generalized Dirichlet distribution that has more general properties and robustness shows good

capabilities for describing proportional data but has never been applied directly for modeling count

59



data other than introduced as conjugate prior for the multinomial distribution [123]. This distribu-

tion arises in various contexts including: Bayesian life-testing problems [73, 55], mixture models

for pattern recognition [56], and machine learning for computer vision [57]. When considering the

generalized Dirichlet distribution, count vectors span the entire simplex. Yet, most vectors contain

only a small fraction of the entire vocabulary which results in a high probability of zeros components

corresponding to non-occupied data in the whole simplex.

In line with this view, we are proposing a novel count data model considered at first place

as a text generator distribution defined in a smoothed simplex for emotion recognition. We are

addressing several challenges of count data modeling through the following contributions:

(1) Provide an approach to tackle the sparseness and overdispersion problems with Smoothed

Generalized Dirichlet (SGD) distribution.

(2) Propose a learning method for estimating the parameters and two clustering mechanisms

namely mixture model based on EM algorithm and geometrical information using Kulback-

Leibler, Fisher information, and Bhattacharyya distance.

(3) Present a new smoothed prior to the multinomial distribution to deal with burstiness and

overdispersion problems; the Smoothed Generalized Dirichlet multinomial (SGDM); and a

Newton-Raphson algorithm for learning the resulting model.

(4) Approximate the SGDM for high-dimensional count data using Taylor series expansion to

present a new approximated distribution; Taylor approximation to the SGDM (TSGDM).

(5) Detect emotional states through two challenging applications. The first one addresses the

problems of sparseness and burstiness in short texts that took place in social media “tweets”

expressing the reaction of people due to disaster damages. The second application considers

human pain intensity expressed through images and videos where we deal with the difficulties

of high-dimensional count data and the burstiness of visual words.
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4.3 Preliminary definitions and properties

In this section, we briefly review the count data properties, smoothed Dirichlet and the Gener-

alized Dirichlet distributions which are necessary for building the proposed approaches.

Count data reflect the frequency of an event or the occurrence of words in text documents

which lead to non-negative integer values or zeros. In the context of text, count data are repre-

sented using a vocabulary of documents where each document is described by an occurrence vector

Xi = (xi1, ..., xid, . . . , xiD), where xid denotes the number of times a word d appears in the docu-

ment i. This type of data presents a considerable challenge for researchers as it is positively skewed

with a high frequency of zeros values which induce the problem of sparsity. Besides, in a bag-of-

words structure, the Naive Bayes assumption assumes that word emissions given a document are

independent. Under this assumption, all the words are independent in the same document. This

results in simpler, faster, and easier way to implement models but believing the word emissions

are independent, where in fact is not, entails the burstiness phenomenon. In fact, burstiness ap-

pears as an accidental repetition of infrequent words in long documents where if a word has already

appeared in a document, for instance, there is a higher probability of appearing again. The appear-

ance of burstiness is not only revealed in words, but also propagated to the topics and count data

in general. Count data do not only suffer from the sparsity and burstiness problem but also from

high-dimensionality when considering large-scale dataset and overdispersion.

4.3.1 Smoothed Dirichlet

In the problem of count data modeling, the probability of generating a vector (e.g. a text doc-

ument) that has a count representation is given mathematically as the product of the probabilities

of the words. For this reason, it becomes common to consider multinomial-based models such as

the DCM. A different generative process for count vectors is presented in [89, 82] where authors

proposed a smoothed Dirichlet distribution based on generating a smoothing document model then

unsmoothing it to get proportions Xu as follows:

Xu = (Xs − (1− λ)XGE)/λ (63)
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where Xs is the smoothed proportions vector, XGE is the proportions of words estimated from

the entire document [82] and 0 < λ < 1 is a smoothing parameter.

Taking into account that smoothed Dirichlet distribution has the same parametric form as the

Dirichlet distribution but defining the vectors only in a compressed simplex, the probability density

function of a smoothed D-dimensional vector is given as follows:

p(Xs|α⃗) = 1

ZSD(α⃗)

D∏
d=1

(xsd)
αd−1 (64)

where α⃗ is the parameter of the smoothed Dirichlet and ZSD is the smoothed Dirichlet nor-

malizer that guarantees that the probabilities add up to 1. Considering the entire simplex ∆ =

{X|∀dxd > 0;
∑D

d=1 xd = 1}, the normalizer should be:

ZSD =

∫
∆

D∏
d=1

(xsd)
αd−1dX (65)

However, given the smoothed vectors representation, the compressed simplex is given by the

following:

∆s = {Xs} = {λXu + (1− λ)XGE |Xu ∈ ∆} (66)

Thus, the smoothed Dirichlet distribution is expressed as follows:

p(Xs|α⃗) =
∏D

d=1(x
s
d)

αd−1dX

λ
∫
∆s

∏D
d=1{λXu + (1− λ)XGE}αd−1dXu

(67)

For the purpose of simplifying the smoothed Dirichlet normalizer, the Gamma function is approx-

imated using the Stirling’s approximation that makes it unbounded and provides an approximation

for the smoothed Dirichlet distribution [82] given by:

p(Xs|α⃗) =
∑D

d=1 α
∑D

d=1 αd

d∏D
d=1 α

αd
d

D∏
d=1

(xsd)
αd−1 (68)
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4.3.2 Generalized Dirichlet distribution

In Bayesian analysis, various types of generalized Dirichlet were proposed [124, 125, 28, 125,

74, 55] in the context of generalizing the Dirichlet distribution. All the common generalized Dirich-

let distributions are derived based on the joint density function of X = (x1, . . . , xD) ∈ ∆ given by

[124]:

p(X|α⃗, γ⃗; Λ) = 1

CgD

( D∏
d=1

xαd−1
d

) Q∏
q=1

( D∑
d=1

δqdxd

)γq
(69)

where CgD is the normalizing constant, α⃗ = (α1, . . . , αD) is a positive parameter vector, γ⃗ =

(γ1, . . . , γq) is a non-negative parameter vector, and Λ = (δqd) is a Q×D matrix with δid = 0 or 1

if there exists at least one non-zero element in each column of Λ.

As the normalizing constant has no explicit expression, many variant cases have been derived

for proposing a convenient expression. In this paper, we consider the distribution of Connor and

Mosimann [28] that is based on the concept of neutrality and offers a large structure for the covari-

ance where variables with same mean do not have the same covariance and the covariance between

two variables is not strictly negative as the case for Dirichlet distribution which ensures to face the

problem of overdispersion. Assuming a stochastic representation where for each random vector X⃗ ,

z1 = x1, zd = xd/1−x1−· · ·−xd (d = 2, . . . , D), each zd has a Beta distribution with parameters

αd and βd. Thus, in a full simplex ∆, the normalizing constant is defined as follows:

CgD =

∫
∆

D−1∏
d=1

(xd)
αd−1

(
1−

d∑
k=1

xk
)γddX⃗ (70)

=

D−1∏
d=1

Γ(αd)Γ(βd)

Γ(αd + βd)

where γd = βd − αd+1 − βd+1, d = 1, . . . , D − 2 and γD−1 = βD−1 − 1

4.4 Smoothed text generator distribution

The new distribution, SGD is obtained by smoothing the generalized Dirichlet and can be con-

sidered in the light of generalizing the smoothed Dirichlet distribution. We introduce first the new
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representation of count data vectors through smoothing functioning. Then, we provide the complete

explanation of the new SGD distribution.

4.4.1 Smoothed generating proportion vectors

The major challenging problem of count data in text modeling is the sparsity where the unseen

words are represented with zero probabilities. Supposing that we have a bag-of-words represen-

tation with a D vocabulary size resulting in count vectors X⃗ = (x1, . . . , xD), we first build the

proportion vectors P⃗ = (p1, . . . , pD) normalized by the document length L. Then, to avoid assign-

ing zero-probabilities to any word, we consider Jelinek-Mercer smoothing as considered in [81]. We

smooth the proportion vectors by providing a smoothed parameter λ. The new smoothed vectors

are generated as follows:

xsd = λpd + (1− λ)pGd , d = 1, . . . , D (71)

where pGd is the general proportion that estimates how likely a word occurs in the entire set of

documents. Given a set of N documents (X⃗1, . . . , X⃗N ), the pGd is defined as shown below:

pGd =

∑N
i=1 xid + δ∑N

i=1

∑D
d=1 xid +Dδ

(72)

where δ is a free parameter.

4.4.2 Smoothed Generalized Dirichlet and normalization

We assume that the probability of generating count vectors X⃗ under the proposed SGD distri-

bution is the same as the probability of generating the smoothed proportion vectors X⃗s given in the

following way:

P (X⃗s|α⃗, β⃗) =
1

CSGD(α⃗, β⃗)
(73)

×
D−1∏
d=1

(xsd)
αd−1

(
1−

d∑
k=1

xsk
)γd

64



where CSGD(α⃗, β⃗) is the SGD normalizing constant that guarantees the proportion probabil-

ities to add up to 1, α⃗ = (α1, . . . , αD−1) and β⃗ = (β1, . . . , βD−1) are the parameters of the

Smoothed Generalized Dirichlet that characterize the shape of the distribution, and γd = βd −

αd+1 − βd+1, d = 1, . . . , D − 2 and γD−1 = βD−1 − 1.

Exploiting the definition of a normalizing constant for the generalized Dirichlet distribution

determined in a closed simplex ∆, we specify the SGD normalizing constant in the new compressed

domain ∆s by:

CSGD(α⃗, β⃗) =

∫
∆s

D−1∏
d=1

(xsd)
αd−1

(
1−

d∑
k=1

xsk
)γddX⃗s

=

∫
∆

D−1∏
d=1

{λpd + (1− λ)pGd }αd−1 (74)

(
1−

d∑
k=1

{λpk + (1− λ)pGk }
)γdλdP⃗

As the normalizing constant does not have an explicit expression, we need to find an appropriate

approximation defined in the new smoothed simplex. Inspired by the normalization of generalized

Dirichlet described in section 4.3.2, the approximation of CSGD depends mainly on Gamma func-

tion. Besides, in accordance with the smoothed Dirichlet distribution, authors in [82] suggested an

approximation of Gamma function which provides an analytically tractable solution for the normal-

izing constant. Considering that Stirling’s approximation of the Gamma function is the responsible

of the unboundedness of the Dirichlet normalizer at smaller values (α → 0) when Γ(α) → ∞

as explained in [82], an approximation is defined based on disregarding the terms that lead to the

infinity. Therefore, the approximated Gamma function is given by:

Γa(α) ≈ e−ααα (75)

where Γa is the approximation of Gamma function.

This approximated Gamma function gives us the opportunity to define the normalizing constant and

to have finite values at the boundaries when α→ 0 but closely identical to the exact function when
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α→∞. Then, the SGD-normalizer can be approximated by:

CSGD(α⃗, β⃗) =
D−1∏
d=1

Γa(αd)Γa(βd)

Γa(αd + βd)
(76)

=

D−1∏
d=1

e−αdααd
d e−βdββd

d

e−(αd+βd)(αd + βd)αd+βd

=
D−1∏
d=1

ααd
d ββd

d

(αd + βd)αd+βd

Note that compared to the smoothed Dirichlet normalizer, the SGD normalizing constant has one ex-

tra parameter, which makes the distribution more flexible and gives rise to define the new Smoothed

Generalized Dirichlet distribution as follows:

p(X⃗s|α⃗, β⃗) =
D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

(77)

(xsd)
αd−1

(
1−

d∑
k=1

xsk
)γd

It is noteworthy to mention that SGD is reduced to smoothed Dirichlet distribution with param-

eters (α1, . . . , αD−1, αD = βD−1) when βd = αd+1 + βd+1, d = 1, D − 2.

4.5 SGD parameters estimation and clustering mechanisms

We inaugurate this section by introducing the maximum likelihood approach proposed to esti-

mate the SGD parameters. In the following, we present two clustering techniques: the mixture of

SGD distributions using Bayes’ rule and geometrical distances based agglomerative clustering.

4.5.1 Maximum Likelihood Estimation (MLE)

Considering an observed set of N smoothed vectors X = {X⃗s
i }Ni=1, the observed-data log-

likelihood function is given by:

L(X|α⃗, β⃗) = log
N∏
i=1

p(X⃗s
i |α⃗, β⃗) (78)
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When maximizing the log-likelihood function with respect to αd and βd parameters, we obtain

a closed-form solution for each of them expressed as follows (the partial derivatives with respect to

αd and βd are in Appendix A):

α̂d =

N∑
i=1

βd

( xsid
1− xsid

)
(79)

β̂d =
N∑
i=1

αd

(
1−

∑d
k=1 x

s
ik

)∑d
k=1 x

s
ik

(80)

4.5.2 Mixture models based clustering

Even though, each and every distribution can have tremendous properties to deal with data

modeling, a single one can only deal with unimodal data. Therefore, a natural choice to handle mul-

timodality in real-world data applications is to take advantage of the combination of two or more

distributions [126, 127]. For that matter, in our work, we consider a mixture of K SGD subcompo-

nents. We propose the use of one of the standard likelihood-based estimation techniques for learning

the SGD mixture models parameters: Expectation-Maximization (EM) algorithm [128, 47], [129],

[130]. Beginning with a tuned initialization for the set of parameters, after the posteriors are inferred

(named often as “responsibilities”) in the expectation step, then the iteration is proceeded to update

the required variables until some convergence criterion is satisfied. The responsibilities or the pos-

terior probabilities play an important role in likelihood-based estimation technique as they affect

the update of the parameters in the next following step using the current parameter value. Then,

by using the optimal mixture parameters, finding the best cluster for a given document is decided

using Bayes’ rule by choosing the cluster C corresponding to the document D whose parameters

maximize the probability p(C|D, α⃗c, β⃗c) given by:

Cbest = argmaxC log p(C|D, α⃗c, β⃗c) (81)

= argmaxC log p(D|α⃗c, β⃗c, C)πc
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where {πc}Kc=1 are the mixing weight coefficients subject to the constraints
∑K

c=1 πc = 1 and

0 ≤ πc ≤ 1, and p(D|α⃗c, β⃗c, C) is the c-th probability density function (pdf) of the Smoothed Gen-

eralized Dirichlet distribution that corresponds to the cluster C. The complete learning algorithm is

summarized in algorithm 3.

Algorithm 3: Smoothed Generalized Dirichlet mixture model learning algorithm

1 Input: X dataset, Number of components K ;
2 Outpu: α⃗, β⃗ ;
3 Initialization using K-means and the Method of Moment as in [123] ;
4 repeat
5 foreach Component c do
6 Estimate the posterior distribution r(i, c) using Bayes rule ;
7 Estimate the mixing weight components πc = 1

N

∑N
i=1 r(i, c) ;

8 Update the parameters αcd, βcd (d = 1, . . . , D) using equations 79, and 80 ;
9 end

10 until Convergence of Likelihood;

4.5.3 Geometrical information based clustering

Agglomerative clustering algorithms that use geometrical information distances are commonly

important for processing different types of data [131, 132, 133]. Agglomerative methods are bottom-

up hierarchical clustering approaches that build on merging pairwise clusters based on measuring

the similarity or dissimilarity between groups. Measuring similarity is generally performed by

means of Euclidean distance between data points. However, the dissimilarity measure is ususally

performed using geometrical information such as Kulback-Leibler divergence [134], Bhattacharyya

distance [135], Hellinger distance [136], Fisher information metric [137], Wasserstein distance

[138] and many more. In this work, we propose an agglomerative clustering algorithm based on

Kulback-Leibler divergence, Fisher information metric, and Bhattacharyya distance determined be-

tween Smoothed Generalized Dirichlet distributions. It is noteworthy to mention that Smoothed

Generalized Dirichlet belongs to the family of exponential distributions which can be expressed in

the following form:

p(X⃗s|α⃗, β⃗) = exp(G(Θ)TT (X) + F (Θ) + k(X)) (82)
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where

T (X) = [log xs1, . . . , log x
s
D−1−log(1−

D−2∑
k=1

xsk), log(1−xs1), . . . , log(1−
D−1∑
k=1

xsk)−log(1−
D−2∑
k=1

xsk)]

is the sufficient statistic,

G(Θ) = [α1, . . . , αD−1, β1, . . . , βD−1] are the natural parameters

F (Θ) =

D−1∑
d=1

(αd+βd) log(αd+βd)−αd logαd−βd log βd is the log-normalizer,

k(X) = 1 is the carrier measure.

By considering the fact that Kulback-Leibler divergence between two distributions from expo-

nential family is equivalent to the Bregman divergence, we express the following KL divergence

between two SGDs as (Appendix A):

K(SGD1 ∥ SGD2) = BF (α⃗1, β⃗1 ∥ α⃗2, β⃗2) (83)

= H×
F (α⃗2, β⃗2 ∥ α⃗1, β⃗1)−HF (α⃗2, β⃗2)

=
D−1∑
d=1

(αd1 + βd1) log(αd1 + βd1)

− (αd2 + βd2) log(αd2 + βd2)

− αd1 logαd1 + αd2 logαd2

− βd1 log βd1 + βd2 log βd2

+

D−1∑
d=1

[αd1 − αd2] log
αd1

αd1 + βd1

+ [βd1 − βd2] log
βd1

αd1 + βd1

where HF denotes the generalized entropy and H×
F the generalized cross-entropy.

In the space of exponential families with two very close points, the Fisher metric is related to

69



KL-divergence by [139]:

F(SGD1 ∥ SGD2) =
√
2 K(SGD1 ∥ SGD2)

1
2 (84)

As an additional probabilistic distance for which we take advantage of the properties of expo-

nential families in the case of SGD, we develop a closed form expression for the Bhattacharyya

distance using the following properties [140] (see Appendix A):

Bh =
1

2
F (Θ1) +

1

2
F (Θ2)− F (

1

2
Θ1 +

1

2
Θ2) (85)

where F (Θ1) is the log-normalizer of SGD1 and F (Θ2) is the log-normalizer of SGD2.

The agglomerative clustering algorithm starts with a large number of clusters. First, each object

is represented by one cluster and we calculate the considered distance (KL, Fisher, Bhattacharyya)

between each pairwise of SGD distributions. Next, clusters with the minimum distance are merged

and the process is repeated until we found the target number of clusters.

4.6 Smoothed multinomial prior

Multinomial distribution has demonstrated capability to analyse count data in several applica-

tions [21, 10, 64]. However, a central problem with this distribution is the so-called “Naı̈ve Bayes

assumption”. This hypothesis imposes the independence of all the attributes and consequently words

are generated separately. The multinomial independency assumption hinders capturing the phe-

nomenon of burstiness where a word that has already appeared in a document, for instance, has a

higher probability of appearing again [4, 3]. To overcome the burstiness deficiency, DCM, a distri-

bution that combines the multinomial and the Dirichlet as a prior has been introduced to smooth the

multinomial parameters. In fact, the DCM model has achieved good results in various applications

[141, 142, 11, 26, 143, 25, 24, 23]. However, the Dirichlet distribution has a restrictive covariance

matrix which makes this model impractical in real-world applications. Addressing this disadvan-

tage, a number of priors which belong to the family of generalized Liouville distributions [102]
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have been considered as alternative. Taking into account that Smoothed Generalized Dirichlet is

also a conjugate prior to the multinomial distribution (see Appendix A), it is interesting to propose

a new smoothed multinomial prior to develop a new count data modeling approach. Consider the

multinomial distribution, we are modeling the probability of count variables appearing in one of D

possible emissions, P1, . . . , PD. When we consider the bag-of-words structure, each document is

represented by the set of word occurrences and drawn from a multinomial distribution of words.

Let X⃗ be a vector of word counts which follows a multinomial distribution with parameters P⃗ =

(P1, . . . , PD):

p(X⃗|P⃗ ) =
|x|!∏D
d=1 xd!

D∏
d=1

P xd
d (86)

where |x| =
∑D

d=1 xd, the parameter Pd is the probability of emitting a word d from the document

represented by X⃗ , 0 ≤ Pd ≤ 1 and
∑D

d=1 Pd = 1.

Our aim is to express each document over a count-data vector X⃗ by a multinomial distribution

whose parameters P⃗ are generated by the novel Smoothed Generalized Dirichlet distribution. In this

case, we determine the joint distribution of the vector X⃗ and P⃗ (see Appendix A). Thus, marginal-

izing out P⃗ vector for the multinomial weighted by the Smoothed Generalized Dirichlet distribution

gives us the likelihood of a document using the SGDM approach:

p(X⃗|α⃗, β⃗) =

∫
P⃗
p(X⃗|P⃗ )p(P⃗ |α⃗, β⃗)dP⃗ (87)

=

∫
P⃗

|x|!∏D
d=1 xd!

D∏
d=1

P xd
d

D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

(P s
d )

αd−1
(
1−

d∑
k=1

P s
k

)γddP⃗
=

|x|!∏D
d=1 xd!

D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

∫
P⃗ s

D∏
d=1

(P s
d )

xd(P s
d )

αd−1
(
1−

d∑
k=1

P s
k

)γddP⃗ s

=
|x|!∏D
d=1 xd!

D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

∫
P⃗ s

D∏
d=1

(P s
d )

α′
d−1
(
1−

d∑
k=1

P s
k

)γ′
ddP⃗ s

=
|x|!∏D
d=1 xd!

D−1∏
d=1

(αd + βd)
αd+βd(α′

d)
α′
d(β′

d)
β′
d

ααd
d ββd

d (α′
d + β′

d)
α′
d+β′

d

where α′
d = αd+xd and β′

d = βd+
∑D

k=d+1 xk for d = 1, . . . , D− 1, γ′d = β′
d−α′

d+1−β′
d+1
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for d = 1, . . . , d− 2 and γ′D−1 = β′
D−1 − 1.

For estimating the α⃗, β⃗ parameters of SGDM model, we consider a maximum likelihood ap-

proach. Though, no closed-form solution exists. We therefore estimate these parameters in accor-

dance with the Newton-Raphson method:

Θ(t+1) = Θ(t) −H(Θ(t))−1∂L(X|Θ(t))

∂Θ(t)
(88)

where Θ = (α⃗, β⃗), H(Θ(t))−1 is the inverse of the Hessian matrix and L(X|Θ(t)) is the log-

likelihood of the SGDM distribution. To make the Newton-Raphson method, we straightforwardly

compute the first, second, and mixed derivatives of L(X|Θ(t)) with respect to α⃗ and β⃗.

By computing the first derivatives, we obtain the following, for d = 1, . . . , D − 1

∂L(X|Θ(t))

∂αd
= {log(αd + βd)− logαd} (89)

+

N∑
i=1

{log(αd + xid)

− log(αd + βd +
D∑

k=d

xik)}

∂L(X|Θ(t))

∂βd
= {log(αd + βd)− log βd} (90)

+
N∑
i=1

{log(βd +
D∑

k=d+1

xik)

− log(αd + βd +

D∑
k=d

xik))}

Subsequently, determining the Hessian matrix requires determining the second and mixed deriva-

tives, where H(αd, βd) is defined for d = 1, . . . , D − 1 as:

H(αd, βd) =

∂2L(X|Θ(t))
∂2αd

∂2L(X|Θ(t))
∂αd∂βd

∂2L(X|Θ(t))
∂βd∂αd

∂2L(X|Θ(t))
∂2βd

 , (91)
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where

∂2L(X|Θ(t))

∂αd1∂αd2
=


1

αd+βd
− 1

αd
+
∑N

i=1
1

αd+xid

− 1
αd+βd+

∑D
k=d xik

if d1 = d2 = d,

0 Otherwise

(92)

∂2L(X|Θ(t))

∂βd1∂βd2
=


1

αd+βd
− 1

βd
+
∑N

i=1
1

βd+
∑D

k=d+1 xik

− 1
αd+βd+

∑D
k=d xik

if d1 = d2 = d,

0 Otherwise

(93)

∂2L(X|Θ(t))

∂αd1∂βd2
=

∂2L(X|Θ(t))

∂βd1∂αd2
=


1

αd+βd

−
∑N

i=1
1

αd+βd+
∑D

k=d xik
if d1 = d2 = d,

0 Otherwise

(94)

Following, we need to determine the inverse of the Hessian matrix that can be simplified as

(Theorem 8.3.3 in [144]):

H(αd, βd) = D + δaatr (95)

where

D = diag
[
− 1

αd
+

N∑
i=1

1

αd + xid
,− 1

βd
+

N∑
i=1

1

βd +
∑D

k=d+1 xik

]
(96)

δ = 1
αd+βd

−
∑N

i=1
1

αd+βd+
∑D

k=d xik
, and atr = 1.

Then, the inverse of the matrix is defined as:

H(αd, βd)
−1 = D∗ + δ∗a∗a∗tr (97)
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where

D∗ = D−1 = diag[1/D1, 1/D2] (98)

= diag

[
1

− 1
αd

+
∑N

i=1
1

αd+xid

,
1

− 1
βd

+
∑N

i=1
1

βd+
∑D

k=d+1 xik

]
,

δ∗ = −δ
(
1 + δ(1/D1 + 1/D2)

)−1
(99)

=
( N∑

i=1

1

βd +
∑D

k=d xik
− 1

αd + βd

)
(
1 +

1
αd+βd

−
∑N

i=1
1

αd+βd+
∑D

k=d xik

− 1
αd

+
∑N

i=1
1

αd+xid

+

1
αd+βd

−
∑N

i=1
1

αd+βd+
∑D

k=d xik

− 1
βd

+
∑N

i=1
1

βd+
∑D
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4.7 Application: Disaster tweets related emotions

4.7.1 Experimental data and procedures

In this section, we evaluate the proposed approaches on three datasets: 2014 India floods, 2014

California earthquake, and 2013 Pakistan earthquake selected from the Crisis corpora collection

[145]. The corpora collection is constructed with tweets messages related to 19 different crisis that

took place in different countries between 2013 and 2015 such as floods, earthquake, typhoon, and

infectious disease. The 2014 India floods includes 5,259,681 tweets, 2014 California earthquake

dataset contains 254,525 tweets, and 156,905 tweets messages are related to 2013 Pakistan earth-

quake. The crisis-related messages are annotated by information types assigned to 9 categories as

shown in Table 4.1 using a subset of the annotations employed by the United Nations Office for the
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Figure 4.1: Wordcloud for three selected datasets: India floods, California eqarthquake, and Pak-
istan earthquake

Coordination of Humanitarian Affairs (UN OCHA). This corpora presents two important challenges

as the datasets have high class imbalance and collected messages are introduced as short texts which

increase the probability of zeros values. According to Figure 4.1, the considered datasets contain

millions of words which are not all related to the crisis categories that continues to present a chal-

lenge for our modeling.

In our method, the bag-of-words approach is used to represent the tweets messages as count vec-

tors. We represent each short text “tweets” as a D-dimensional count vector (D = 10, 20, . . . , 100).

After, we smooth the vectors to adapt them to the proposed approaches. Then, we cluster each

dataset using the proposed models: SGD-based mixture, SGD-based KL, SGD-based Fisher, SGD-

based Bhattacharyya, and SGDM. We note that the clustering mechanism of the SGDM is based

only on mixture model as the distribution does not belong to the exponential family and we are not

able to take advantage of the properties of geometrical distances in this case.

Table 4.1: Description of the tweets emotion categories for the three selected datasets

Tweet Category Description
Injured or dead people Reports of casualties and/or injured people due to the crisis

Missing, trapped, or found people Reports and/or questions about missing or found people
Displaced people and evacuations People who have relocated due to the crisis, even for a short time (includes evacuations)
Infrastructure and utilities damage Reports of damaged buildings, roads, bridges, or utilities/services interrupted or restored

Donation needs or offers or volunteering services Reports of urgent needs or donations of shelter, and volunteering services
Caution and advice Reports of warnings issued or lifted, guidance and tips

Sympathy and emotional support Prayers, thoughts, and emotional support
Other useful information Other useful information that helps understand the situation
Not related or irrelevant Unrelated to the situation or irrelevant
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4.7.2 Evaluation results

In order to evaluate the robustness of the proposed unsupervised approach, we compare our

methods with the related count-data models namely: multinomial mixture, DCM mixture model,

generalized Dirichlet multinomial (GDM) mixture, and smoothed Dirichlet distribution and the

Gaussian mixture model (GMM). The experimental results of the proposed models and the related-

work methods are presented in Table 4.2 in terms of accuracy and running time. We note that the

machine used for the experimentation has the following characteristics (Processor: Intel i5 CPU

@1.6 GHz, RAM: 8 GB). We observe that SGDM model achieves the best performance on Cali-

fornia earthquake and Pakistan earthquake datasets and SGD mixture model outperforms the other

methods for the India floods dataset. We note that the results of SGD based on Kulback-Leibler

and Fisher metric are slightly better than Bhattacharyya distance. As expected, the smoothed ap-

proaches present better results when dealing with short texts that suffer from the sparseness problem.

Besides, we clearly observe the speed up of the SGD mixtures over DCM and GDM. We did not

mention the running time of the geometrical information clustering mechanism as it is unfair to

compare them due to applying the modeling for each text separately while using the mixture-based,

clustering is applied only once for the whole database. It is worth mentioning that SGD-based

geometrical information outperforms the other methods but not as much as SGD-based mixture.

Consider, for instance, the strength of mixture model clustering vs agglomerative clustering where

the multimodality is taken into account in the first mechanism contrary to the second when only one

distribution is applied.

Figure 4.2 illustrates the influence of smoothing parameter and the vocabulary size on the per-

formance of Smoothed Generalized Dirichlet mixture-based clustering. We mention that the best

performances on California earthquake and Pakistan earthquake are obtained using a vocabulary

size of 10 features and a smoothing parameter λ equals to 0.6 and 0.2, respectively. Regarding the

India floods, the best accuracy is achieved with 40-dimensional vectors length and λ = 0.1. It can

be clearly observed that more the vocabulary size is lower more the smoothing parameter affects the

results. Along with a large vocabulary, the results become identical for all the values of smoothing

parameters. Besides, from Figure 4.3, we evaluate the performance of the Smoothed Generalized
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Dirichlet multinomial in relation to the vocabulary size. We point out the influence of the dimension

of count data on the performance. As we are considering in this application only short texts, we did

not address the high-dimensionality issue for the proposed models and we only take into account

features length between 10 and 100. In this matter, we observe that SGDM obtains best perfor-

mance when using 40-dimensional features for India floods and California earthquake datasets and

10-dimensional vectors for Pakistan earthquake.

Table 4.2: Clustering results in terms of accuracy for selected datasets (Tweets messages) using
different count-data models

Models India floods (9 clusters) California earthquake (9 clusters) Pakistan earthquake (9 clusters)
Accuracy (%) Time (sec) Accuracy (%) Time (sec) Accuracy (%) Time (sec)

Gaussian mixtures 06.81 1.12 11.34 0.20 07.97 1.24
Multinomial mixtures 37.20 0.19 28.27 0.10 23.81 0.13

Dirichlet compound multinomial 34.61 505.26 23.69 206.31 28.76 559.05
Smoothed Dirichlet 50.65 27.81 31.09 14.89 38.49 16.94

Generalized Dirichlet multinomial 49.06 260 40.02 100.74 38.49 48.10
Smoothed Generalized Dirichlet-mixture 71.31 92.87 51.26 34.92 41.71 40.35

Smoothed Generalized Dirichlet- KL 56.64 - 49.20 - 40.34 -
Smoothed Generalized Dirichlet- Fisher 56.53 - 49.91 - 41.03 -
Smoothed Generalized Dirichlet- Bhatt 49.12 - 50.85 - 39.38 -

Smoothed Generalized Dirichlet multinomial 61.37 108.23 53.32 45.93 47.42 53.25

Figure 4.2: Evaluation of SGD mixure based clustering in terms of smoothing parameter and the
size of vocabulary for three selected datasets; the first row from left to right: India floods, Californa
earthquake, the second row: Pakistan earthquake
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Figure 4.3: Evaluation of Smoothed generalized Dirichlet multinomial in terms of vocabulary size
for three selected datasets

4.8 Application: Pain intensity estimation

4.8.1 Experimental data and procedures

In order to evaluate the robustness of the proposed approaches in real-life applications, we con-

sider the estimation of pain intensity through video frames. We experiment the count data challenges

through image features taking into account the burstiness problem and the high-dimensionality is-

sue. We conduct extensive experiments on a publicly available database namely BioVid Heat Pain

(BioVid) [100]. The BioVid database is collected within a study of 90 males and females partici-

pants from three age groups (18-35, 36-50, and 51-65). The database contains different types of data

such as the skin conductance level (SCL), the electrocardiogram (ECG), the electroencephalogram

(EEG) and videos sequences provided by Kinect. In our work, we consider Part A (facial video

data) of this database which includes five pain intensity levels (see Figure 4.4): no pain (level 0 or

baseline BN), low pain (level one, PA1), intermediate pain (levels 2 and 3, PA2 and PA3), and severe
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Figure 4.4: Face samples from Biovid-Heat Pain dataset accross pain intensities (PA*) and baseline
(BL)

pain (level 4, PA4). The total number of videos is 8,700 sequences where there are 100 samples per

person making 1,740 videos per intensity levels. This database contains challenging videos due to

describing pain is dissimilar from one person to another. As it is shown in Figure 4.4, it is observed

that three participants have different facial indicators of pain which make it difficult to detect pain

and to estimate intensity of facial actions associated with pain. In our experiments, we conduct a

pain detection scenario. We followed the protocol corresponding to Biovid database in the work

of [101] which is designed on frame level (Pain vs No Pain). Thus, the frames recorded with no

simulation (BL) considered as No Pain are compared to the ones with pain level 3 and 4 (PA3, PA4)

taken as the Pain class. Hence, we use 20 subjects for each pain level and we extract frames from

each video which results in 11,005 images (No Pain: 5,520 and Pain: 5,485). For the feature ex-

traction, we employ LBP descriptor which has shown to be the most adequate descriptor for facial

expressions and we construct from these features a bag-of-visual-words using different numbers of

visual vocabulary sizes (50, 100, . . . , 2500) for the purpose of presenting the images/frames into
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count data. We study the performance on various number of frames starting from the last 20 frames

in each video till the total number of frames extracted from a sequence.

4.8.2 Evaluation criteria

From Table 4.3, we remark that considering only 20 frames to represent a sequence is not

enough and using the totality of frames is not optimizing in terms of efficiency and running time as

the first seconds of the sequence could contains non important information regarding the pain facial

expressions. Further, the best results are obtained using the last 80 frames that contain the most

significant expressions. It is noteworthy to mention that an appropriate tuning of the initialization

of α⃗ and β⃗ parameters plays an important role on the performance of our proposed models. We

mention also that using the visual words, the models have been also affected by vocabulary sizes and

smoothing parameter as shown in disaster tweets related emotions application. It is clearly observed

that our proposed smoothed approaches outperform the other multinomial-based methods which

demonstrate the efficiency in addressing the challenges of visual words namely the sparseness,

the overdispersion, and the burstiness. Among the multinomial models, our SGDM achieves the

best accuracy as well as the SGD based on mixture and agglomerative clustering that accurately

determines the pain facial expressions while the multinomial, the DCM, and the GDM are not

appropriate for such challenging database. Further, Table 4.4 shows a comparison between the

proposed approaches and state-of-the-art methods applied on the BioVid database for pain detection

where we achieve superior results of 86.55% for detecting pain expressions using SGDM.

4.8.3 Taylor approximation to the SGDM

For high-dimensional count data, the multinomial-based models are usually suffering from high-

computational problems due to the non-closed form solution for learning parameters. In the case of

SGDM, taking into account the high-dimensional features, the model takes more time for estimating

the parameters despite that it outperforms all the other models in terms of recognizing the emotional

states for both text and images. For the sake of optimizing the model, we propose an approximation

that is based on the fact that parameters α⃗ and β⃗ are too small positive values and very close to zero

in a high-dimensional feature space (details are in supplementary materials). The new approximated
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Table 4.3: Accuracy results for Pain detection on BioVid-Heat Pain Dataset using different count-
data models

Models Number of Frames
20 40 60 80 100 138

Multinomial 55.56 55.88 56.57 52.42 53.06 51.46
DCM 55.22 54.87 56.14 53.83 53.06 52.83
GDM 49.89 49.97 50.36 50.28 50.22 50.16

SD 55.56 60.40 60.40 69.60 61.56 56.56
SGD- KL 53.97 71.05 72.60 58.66 60.83 60.32

SGD- Fisher 53.97 71.05 72.60 58.66 60.83 60.32
SGD- Bhatt 50.11 75.55 62.40 58.66 65.36 60.80

SGD mixtures 56.81 73.50 74.90 80.50 65.33 64.80
SGDM 52.84 75.22 78.00 86.55 62.20 75.40

Table 4.4: Comparative analysis on the BioVid database for Pain detection (Frame level)

Method Accuracy (%)
LBP [101] 59.08
LPQ [101] 58.82
BSIF [101] 59.25

LBP + LPQ [101] 60.23
LPQ+BSIF [101] 59.83
LBP + BSIF [101] 60.23

GMM 22.36
SGD mixtures 80.50

SGD-KL 72.60
SGD-Fisher 72.60
SGD-Bhatt 75.55

SGDM 86.55
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count-data distribution, so-called Taylor approximation to the SGDM (TSGDM), with prescribed

parameters α⃗, β⃗ is defined by:

p(X⃗|α⃗, β⃗) ≃ |x|!∏D
d=1 xd!

D∏
d=1

1 + x− d log(xd)

1 + xd log(β − d+ Zd)

1 + Zd+1 log(Zd+1)

1 + Zd+1 log(αd + Zd)
(101)

We estimate the parameters αd and βd using MLE (Maximum-Likelihood Estimator) learning

method where we obtain closed-form solutions which motivate our interest in optimizing the compu-

tation complexity. We provide the following log-likelihood for a set of count vectors X⃗1, . . . , X⃗N :

log

N∏
i=1

p(X⃗i|α⃗, β⃗) =

N∑
i=1

(
log |x|! +

D∑
d=1

log(1 + xd log(xd)) + log(1 + Zd+1d+1) (102)

− log(1 + xd log(βd + Zd))− log(1 + Zd+1 log(αd + Zd))−
D∑

d=1

log(xd!)
)

When evaluating the log-likelihood with respect to the parameters, the resulting inference gives the

following:

α̂d =
Zd+1

1 + Zd+1 log(αd + Zd)
− Zd (103)

β̂d =
xd

1 + xd log(βd + xd)
− xd (104)

We investigate the performance of the proposed TSGDM on the BioVid database. In this matter,

we compare the running time and accuracy of the proposed models (SGD mixtures, SGDM) with

TSGDM approach under various dimensions of LBP features in the case of 80 frames. It is clearly

observed from Table 4.5, that SGD mixtures and SGDM performance declines when the size of

vocabulary becomes larger. Despite the outstanding results of these two models, they are unable to

support the high-dimensionality issue. We note that SGDM takes more time for running than the

SGD mixtures due to the no-closed form solution. A significant improvement was seen between
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Table 4.5: Accuracies results for Pain detection on BioVid-Heat Pain Dataset using different count-
data models

Proposed Models Features dimension
50 100 700 1100 2500

Accuracy Time (min) Accuracy Time (min) Accuracy Time (min) Accuracy Time (min) Accuracy Time (min)
SGD mixtures 80.50 6.53 79.80 24.03 62.00 355.33 52.00 796.11 52.33 2,620.05

SGDM 86.55 14.31 57.01 52.9 68.00 640.95 53.30 1560.45 54.25 3,865.6
TSGDM 81.02 3.41 84.30 12.11 60.15 141.48 60.00 352.75 54.00 1,810.4

SGDM and the approximated distribution TSGDM in terms of running time and comparable results

with regard to accuracy. Accordingly, the SGDM is the best model in terms of accuracy but when

we compare runtime with regards to other proposed models, it tooks more time in case of high-

dimensional data. For that, we proposed the approximation for more simplification and fastness.

Thus, when we have data where the features don’t exceed “700” size of vocabulary, the SGDM is

the best choice to use it for modeling and if we have high-dimensional data, it is preferable to apply

the TSGDM.

4.9 Conclusion

Count data modeling continues to attract considerable interest in data mining community. In this

work, we proposed novel probabilistic approaches: SGD mixtures, SGD-KL, SGD-Fisher, SGD-

Bhattacharyya, SGDM, and TSGDM. The core idea of our models is to deal with the problems of

count data such as the sparseness, the overdispersion, the burstiness, and the high-dimensionality

issue. In this regard, the count data is smoothed using Jelinek-Mercer smoothing approach to avoid

assigning zero-probabilities and a new generalized Dirichlet distribution is defined on a smoothed

simplex that is due to its covariance properties was able to face the overdispersion problem. Re-

garding parameters learning, we considered a maximum likelihood approach for the SGD and two

different clustering mechanisms: mixture modeling and agglomerative-based geometrical informa-

tion (Kulback-Leibler, Fisher information, Bhattacharyya distance).

Taking into account the burstiness phenomenon, we provided a new smoothed prior for the

multinomial distribution to present a new count-data modeling so-called Smoothed Generalized

Dirichlet multinomial. Further, dealing with high-dimensional features, we approximated the SGDM

using Taylor series expansion to propose the TSGDM model.
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For the sake of evaluating the proposed models, we applied them to detect emotional states.

For that, we selected two different applications: disaster tweets related emotions and pain intensity

estimation. Experimental results indicate the superior efficiency and robustness of our approaches

in modeling text and images features. Hence, the proposed smoothed models outperform the com-

peting count data models and methods reported in literature. Taking into account the impact of

inference techniques on the performance of probabilistic models, we plan to investigate estimation

techniques other than frequentest approaches such as variational learning that has achieved impres-

sive results in non-linear model inference problems. In view of the outstanding obtained results, it

is interesting to consider providing other smoothed multinomial based approaches as a future work

as well as proving the utility of the proposed models in other complex applications.
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Chapter 5

Latent Smoothed Beta-Liouville Topic

Modeling for Emotion Analysis and

Affect Recognition

This chapter is concerned with mining emotions from child-directed texts and recognizing hu-

man affect states from face and body expressions. In recent years, several research works have been

addressed to multi-modal emotion recognition from facial, body, voice, and physiological signals.

Emotions expressed by people from text as well may take multiple formats such as messages, tweets,

letters, and books. This work explores new ways of emotion analysis from fairy tales and visual af-

fect recognition from two modalities: face and body. First, we propose a new statistical approach

based on Beta-Liouville distribution and a smoothed simplex for the purpose of addressing textual

data challenges. Second, we extend the novel distribution to topic modeling where we model data

(text/image) as a mixture of Smoothed Beta-Liouville (SBL) distributions which we represent by la-

tent topics and we introduce a clustering algorithm through an Expectation-Maximization approach.

Following, we incorporate modeling unknown documents in a Bayesian folding-in way where we

present thereby a novel Emotion-Term model using SBL kernels for PLSI. Third, we apply our new

models for tracking emotions in fairy tales where experiments results show the outperformance of

the proposed models with regards to the related smoothed-based models that prove the aptitude of
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addressing textual data challenges. Next, we study the challenges of bimodal affect recognition from

face and body through Latent SBL. Experiments on FABO database demonstrate that Latent SBL

achieves better recognition rates than related-works and even outperforms supervised algorithms in

some scenarios.

5.1 Introduction

Emotion is a psychological state defined as a reaction pattern of such experience involving

behavioral elements. Humans perceive their emotions through different modalities such as facial

expressions, body language, verbal signals, and textual context. Categorizing human emotions be-

comes essential both in developing efficient Artificial Intelligence (AI) systems and in understand-

ing how humans convey their psychological states. Emotion categorization plays also a vital role in

human-computer interaction. For instance, a number of robotics applications have became possible

thanks to facial expression recognition. Not only robotics technologies have been invested in emo-

tion AI but also education [146], healthcare [147], natural disaster prediction [17], and personalized

recommendation [148]. These recent areas involve different modalities of emotion recognition to

help industries improve customer satisfaction. For example, in education, thanks to emotion-based

AI, new learning systems have been adapted to autistic children where they can recognize their

level of frustration. As well, detecting stress and anxiety level are currently considered in numerous

companies for employee safety.

Accordingly, multiple research studies have been directed to emotion recognition from human

facial expression, speech signals, and text messages. While facial expression and emotional speech

signals have been studied extensively, text-based emotion recognition received recently attention

due to the rapid growth of AI and in particular Natural Language Processing (NLP) which com-

bines computational and linguistic techniques to help computers understand human languages in

the format of text. Extracting emotions from textual documents demonstrates massive challenges

including the complexity of meaning, the ambiguity of words in the text, and writing styles. Un-

derstanding the verbal meaning was even a challenge for human to distinguish their own emotional

states. Initially, AI models start with six fundamental emotional states (happiness, sadness, anger,
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disgust, surprise, and fear) which are defined by Ekman [149] and extended by Alm [150] in which

he included positive surprise and negative surprise. Recently, larger datasets involve more emotional

states such as “shame” suggested by Emotion-Stimulus database [151], “trust” and “anticipation”

defined by Mohammad et al. [152], and Crowdflower 1 which introduces new categories consisting

of thirteen emotions: fun, worry, love, hate, surprise, happiness, sadness, anger, enthusiasm, bore-

dom, relief, and empty. For instance, emotion recognition (ER) models consider wider applications

that consist of detecting mental states such as frustration [153], unsure, and concentrating [154].

More recently, human body gestures have been linked to emotions understanding. Early re-

search works on gestures have been oriented basically to recognize human activities but investigat-

ing the relation between gesture and emotions expressions was sparsely covered. Previous works

aim to detect behaviors using illustrative gestures such as waving hands to say “HI”, shaking head

to refuse something, or thumbs up to indicate approval. Actually, novel studies indicate that body

gestures are helpful to understand hidden emotions or suppressed feeling. Additionally, combining

facial expressions and body gestures in a bimodal manner have shown to be efficient for recogniz-

ing human nonverbal behavior [155], analyzing the correlations between gesture and emotions, and

combining the categories in a multimodal manner. This research area lines up with affect recognition

field which contains wider range of modalities including affect in written language, facial display,

and physical activity. Affect computing (AC) [156] is the field that develops techniques able to rec-

ognize human emotions. In affective recognition, information is combined from facial expressions,

human’s behavioral, and affect states in order to predict the emotional feelings. In this regard, the

significant contribution of psychologists and linguistics have impacted the progress in AC for the

purpose of understanding human affect perception [157]. To this end, new challenges have been

introduced including the necessity to study the correlations between the behavioral motions such as

facial, head, and gestures as well as the importance to consider the temporal correlations between

the different modalities.

The main contributions of this paper is to provide to the emotion analysis community two new

emotion analysis models able to:
1https://appen.com/figure-eight-is-now-appen/
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(1) Track emotions in children-directed texts ”fairy tales” using two novel topic models: Latent-

based Smoothed Beta-Liouville and Smoothed Beta-Liouville Emotion Term Model that we

have developed.

(2) Incorporate modeling unknown documents in a Bayesian folding-in way along with estimat-

ing the document-topic distribution.

(3) Detect affective states from facial and body recognition through a bimodal affect framework

that combines facial expressions features, pose estimation, and hand gestures.

(4) Consider the correlations between different behavioral motions with latent topics using Latent

SBL through exploiting the temporal phase detection into onset, apex, and offset.

The remainder of this paper is organized as follows. Section 2 reviews the related work mainly

associated with emotion analysis from textual data and affect recognition from face and body. Sec-

tion 3 presents a background introduction for the smoothed-based models and Bayesian folding-in

method for PLSI. In Section 4, we present the novel Smoothed Beta-Liouville distribution and in

Section 5 the Latent-based Smoothed Beta-Liouville. Following, in Section 6, we present the novel

Smoothed Beta-Liouville kernels for PLSI and the emotion term model. Sections 7 and 8 demon-

strate the experimental results for tracking emotions in fairy tales and affect recognition from face

and body, respectively. Section 9 concludes this paper with conclusions remarks and future insights.

5.2 Related work

5.2.1 Emotion analysis from textual data

Emotion analysis from text has gained recently increased attention from linguistics, computer

science, and psychologists. Text-based emotion recognition is one of the most important topics in

NLP research area. For instance, emotions expressed in text format could be communicated through

different modalities such as e-mails, letters, social media, and books. Methods of emotion detection

rely mainly on bag of words modeling and statistical approaches that consider embedding words

including word2vec [158], PAS-CBOW [159], and other word vector representations [160]. Tradi-

tional emotion classification models have been based on the common text classifiers like Support
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Vector Machines (SVM), Naive Bayes, and Logistic regression. Afterwards, popular deep learn-

ing models, in particular, Convolutional Neural Network (CNN) [161], Recurrent Neural Network

(RNN) [162], Long Short-Term Memory (LSTM) networks [163], and Bi-directional Long Short-

Term Memory (Bi-LSTM) [164] offer a competitive performance for emotion analysis.

Despite the much focus on text-based emotion recognition, little is directed to fairy tales detec-

tion. The most related direction to our work is oriented to emotion analysis of books which includes

fairy tales, fables, novels, romances, and epics. Emotion analysis of books has an outstanding im-

portance as much as emotion recognition from social media. In fact, tracking emotions from books

could be considered in several applications including social analysis (i.e. analyzing the distribution

of words related to women, race, and religion), summarization, and analyzing persuasion tactics. In

this regard, Mohammad [165] considers tracking emotions in mail and books where the author stud-

ied the emotional difference between man and woman in work-place mail and shows how fairy tales

have more emotions densities than novels. Volkova et al. [166] explored the emotional perception

of fairy tales through a new annotation scheme. Acerbi et al. [167] performed an emotion extraction

model using three emotion detection tools (WNA, LIWC, HED) on Google Books n-gram corpus.

All the above works directed to emotion analysis of books just focus on studying the density

concept of emotions [165, 166] and detecting emotion states [167] using classical detection tools.

Little attention is paid to modeling text occurrence information for emotion recognition in fairy

tales. To address these mentioned issues, our attention will be oriented to topic modeling because of

its strength and flexibility. Particularly, Bao et al. [168] have extended Latent Dirichlet Allocation

(LDA) to model the connection between words and emotions using an emotion-topic model where

they add an additional emotion generation layer to LDA. However, LDA fails to generate accurate

topics over short texts. To address the sparsity in feature space when modeling short text for emotion

recognition, Pang et al. [169] proposed a weighted labeled topic model (WLTM). Wang et al. [170]

introduced Topic-Over-Time (TOT) that captures time information with latent topics. Mei et al.

[171] proposed Topic sentiment mixture model for sentiment analysis.
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5.2.2 Affect Recognition from face and body

Affect expressions occur through combination of different non-verbal communications forms

such as facial expressions, body posture, gestures, and eye gaze. Despite the large range of modal-

ities, most of the research works [172] have focused on recognizing affective states from facial

muscle actions (facial action units) rather than emotions from facial displays. Several studies have

demonstrated the importance of integrating different modalities for human affect perception [173].

Only recently, some studies have considered bodily expressions and have shown their importance as

much as facial expressions in detecting emotions [174]. Body language, for instance, gestures and

posture, can conduct an important message about how humans communicate their feelings and emo-

tions. Progressive attention is being made toward affect expressions through body language systems.

In fact, potential applications of affect recognition entails commercial call services, intelligent auto-

mobile systems, video-gaming, and video surveillance systems. In addition, affect-related research

work fields including psychiatric disorder, behavioral science, and neuroscience have been able to

help in assisting patients for mental disease treatment. Actually, few databases have been devoted

to analyze and recognize affective face and body emotional expressions. In this regard, Gunes and

Piccardi [175, 155] introduced the FABO database, where they proposed a recognition system that

uses feature vectors combining the upper body and facial expression and a set of standard classifiers

(SVM, Adaboost, C4.5, HMM). Baltrusaitis et al. [176] proposed GEMEP-FERA database which is

a subset of GEMEP corpus and they considered a hierarchical recognition system based on HMM.

Further, Castellano et al. collected a body language database HUMAINE [177]. In their recognition

model, they compared different models including 1-nearest-neighbor with dynamic time warping

(DTW-1NN), decision tree, and Hidden Naive Bayes. Baveye et al. [178] created LIRIS-ACCEDE

database which contains upper body videos annotated with six basic emotions.

The methods proposed in this paper differs significantly from the aforementioned approaches

for different reasons. The proposed emotional body gesture recognition models were based on stan-

dard classifiers. However, the features extracted from different modalities are more complex and

represent several challenges that couldn’t be handled using basic AI algorithms. These challenges
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are, for instance, the correlation between features from different modalities and also the tempo-

ral properties of face and body gestures. Furthermore, our models are based on the nature of the

data considering the textual and the visual features. For instance, we consider the extension of

the smoothed Dirichlet distribution which is proposed for building topic models for text. Our pur-

pose is to improve the Dirichlet distribution and to tackle the problems of data covariance structure

with an alternative distribution namely the Beta-Liouville. In addition, despite the success of the

previous works for predicting emotions, existing approaches consider only modeling the topic mix-

tures of known documents and ignored the unknown ones. In contrast, in this paper, we aim to

develop a topic mixture model so-called Latent-based Smoothed Beta-Liouville (Latent SBL) and

a Bayesian folding-in with Smoothed Beta-Liouville kernels for PLSI which incorporates modeling

the unknown documents in a Bayesian folding-in way.

5.3 Background

This section describes the background of the models proposed and the motivations behind this

choice. First, we start by introducing Smoothed Dirichlet and Smoothed Generalized Dirichlet.

Second, we present PLSI and Bayesian folding-in.

5.3.1 Smoothed-based models

In the context of building generative topic models for text, Nalapati et al. [82] proposed the

smoothed Dirichlet (SD) distribution. SD distribution, a novel variant of the Dirichlet, was intro-

duced as an alternative to the Dirichlet compound multinomial model [22] for text classification.

For generating text, the probability density function of SD is given as follows:

p(X⃗s|α⃗) =
∏D

d=1(x
s
d)

αd−1

λ
∫
∆s

∏D
d=1{λxud + (1− λ)xGE

d }αd−1dXu
, (105)

where X⃗s is the smoothed proportions vector defined by:

X⃗s = λX⃗u + (1− λ)X⃗GE , (106)
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(a) SD

(b) GSD

(c) SBL

Figure 5.1: Graphical representation of SD, GSD, and SBL distributions
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where X⃗u is a proportions vector defined by X⃗u = (w1/
∑

dwd, . . . , wD/
∑

dwd) (wd is a the

frequency of word in a document), X⃗GE is the general proportions of words estimated from the

entire document, and 0 < λ < 1 is a smoothing parameter. The generation of smoothed proportions

for the smoothed Dirichlet distribution is displayed in Figure 5.1 (a).

The smoothed Dirichlet distribution is proposed under a subset of the entire simplex ∆ where

the smoothed proportions of words are defined:

∆s = {X⃗s} = {λX⃗u + (1− λ)X⃗GE |X⃗u ∈ ∆}, (107)

Integrating the normalizer of SD distribution with regards to the new compressed domain was sim-

plified using Stirling’s approximation of Gamma function which gives:

p(X⃗s|α⃗) =
∑D

d=1 α
∑D

d=1 αd

d∏D
d=1 α

αd
d

D∏
d=1

(xsd)
αd−1, (108)

where α⃗ is the SD parameter.

SD was successfully applied also for information retrieval [89], word embedding [13], and im-

age categorization [14] where it outperforms SVM, DCM, CNN, and LDA. However, the smoothed

Dirichlet suffers from the same disadvantages of Dirichlet distribution which relies on the facts that

features with the same mean must have the same covariance and it has a restrictive negative co-

variance structure. In this regard, Najar et al. [16] proposed a smoothed variant of the generalized

Dirichlet distribution and a generalization of the smoothed Dirichlet. The Smoothed Generalized

Dirichlet (SGD) was proposed for emotion detection including disaster tweets related emotions and

pain intensity estimation. SGD is based on the concept of neutrality that offers a large structure for

the covariance and has one extra free parameter which makes the distribution more flexible than SD.

SGD was proposed for modeling count data where the probability of generating a smoothed count

vector is defined by:
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p(X⃗s|α⃗, β⃗) =
D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

(109)

(xsd)
αd−1

(
1−

d∑
k=1

xsk
)γd

where α⃗ = (α1, . . . , αD−1) and β⃗ = (β1, . . . , βD−1) are the parameters of Smoothed Generalized

Dirichlet that characterize the shape of the distribution, and γd = βd−αd+1−βd+1, d = 1, . . . , D−

2 and γD−1 = βD−1 − 1.

Under the above density function, we demonstrate in Figure 5.1 (b) how smoothed words are

generated with SGD parameters α⃗ and β⃗.

5.3.2 Bayesian folding-in for PLSI

Probabilistic Latent Semantic Indexing (PLSI) [179] was initially proposed for document in-

dexing and information retrieval. PLSI models documents as a mixture of latent topics where its

parameters including the topic-word associations and document-topic mixtures are learned using

Expectation-Maximization (EM) algorithm. The PLSI model is a latent variable model that repre-

sents the co-occurrence documents d and words w as a mixture of z latent topics:

p(d,w) = p(d)
∑
z

p(w|z)p(z|d) (110)

where p(w|z) are the word distributions and p(z|d) are the weights of distributions.

However, PLSI is a non-generative model and can’t be used for computing the representation

of a new unknown document. For that, a Folding-in approach is proposed for obtaining the topic

mixture proportions p(w|z). The folding-in procedure estimates as well the model’s parameters

using EM algorithm where p(z|d,w) is learnt in the E-step while p(w|z) and p(d|z) are estimated

during M-step. Though, the problem with folding-in of new document is the fact that topic mix-

tures of known documents are ignored. Hence, this model leads to an insignificant representation

of the novel extended collection of documents. To deal with this issue, Bayesian folding-in [180]

was proposed to model PLSI parameters in a Bayesian way for information retrieval. For Bayesian
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folding-in, instead of maximizing the likelihood function of the word vector, the posterior is maxi-

mized. To cope with modeling the topic mixture of the known documents in collection, the prior is

defined as a kernel density estimate using Dirichlet distribution “Dirichlet kernels”.

5.4 Smoothed Beta-Liouville distribution

In this chapter, we propose a smoothed Beta-Liouville distribution: a novel probabilistic ap-

proach for modeling textual data. First, we introduce the Liouville family and the Beta-Liouville

distribution. Then, we present the steps that leads to define the new smoothed distribution.

The Liouville family of distributions is defined with positive parameters (α1, . . . , αd, ζ) as fol-

lows:

p(X⃗|α1, . . . , αD, ζ) = f(u|ζ)
Γ(
∑D

d=1 αd)

u
∑D

d=1 αd−1
(111)

D∏
d=1

xαd−1
d

Γ(αd)
,

where u =
∑D

d=1 xd and f(u|ζ) is the density generator of u with parameters ζ.

The probability density function of the Liouville family is defined in the simplex

∆ = {(x1, . . . , xD);
∑D

d=1 xd ≤ a} if and only if the density generator f(.) is defined in [0, a].

For this purpose, we choose the Beta distribution defined in [0, 1] in view of modeling proportional

data. The probability density function of Beta distribution is given by:

f(u|α, β) = Γ(α+ β)

Γ(α)Γ(β)
uα−1(1− u)β−1, (112)

In dimension D, a categorical data vector X⃗ is defined in the simplex ∆ = {(x1, . . . , xD),
∑D

d=1 xd ≤

1}. We present a transformation on the simplex that contains smoothing representation for the cat-

egorical data which can be defined as the following expression:

∆s = {(x1, . . . , xD), λxud + (1− λ)xJMd |xd ∈ ∆}, (113)

where λ is a smoothing parameter and xJM is a normalization vector estimated from the entire
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dataset using Jelinek-Mercer (JM) smoothing [81]. Defining the smoothed proportions vector X⃗s ∈

∆s from the Beta-Liouville distribution gives:

p(X⃗s|Θ) =
1

Zs
(us)α−

∑D
d=1 αd(1− us)β−1

D∏
d=1

(xsd)
αd−1,

(114)

where Θ = (α1, . . . , αD, α, β), u
s =

∑D
d=1 x

s
d, and Zs is the normalizer that guarantees that the

probabilities add up to 1 defined as follows:

Zs =

∫
∆s

(us)α−
∑D

d=1 αd(1− us)β−1
D∏

d=1

(xsd)
αd−1dX⃗s, (115)

Considering the fact that the smoothed simplex is a subset of the whole simplex ∆, it is clearly

incorrect to address the Beta-Liouville normalizer given by:

Z =

∫
∆
(u)α−

∑D
d=1 αd(1− u)β−1

D∏
d=1

(xd)
αd−1dX⃗ (116)

=

∏D
d=1 Γ(αd)Γ(β)Γ(α)

Γ(
∑D

d=1 αd)Γ(α+ β)
,

Thus, we need to define an analytical form for the smoothed normalizer defined in the com-

pressed domain ∆s:

Zs =

∫
∆s

(us)α−
∑D

d=1 αd (117)

(1− us)β−1
D∏

d=1

(xsd)
αd−1dX⃗s,
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where us =
∑D

d=1 x
s
d = λu+ (1− λ)uJM and uJM =

∑D
d=1 x

JM
d . Thus, we have:

Zs =

∫
∆
(λu+ (1− λ)uJM )α−

∑D
d=1 αd(1− λu+ (1− λ)uJM )β−1 (118)

D∏
d=1

(λxd + (1− λ)xJMd )αd−1λdX⃗,

Taking cue from the smoothed Dirichlet normalizer defined in [82], we define the approximation

of the Beta-Liouville normalizer Zs as:

Zs =
∏D

d=1 Γa(αd)Γa(α)Γa(β)

Γa(
∑D

d=1 αd)Γ(α+β)
, (119)

where Γa(.) is an approximation to Γ(.) under the Stirling’s approximation defined as follows:

Γ(α) ≈ e−ααα−1/2
√
2π(1 +

1

12α
+O(

1

α2
)), (120)

Taking into consideration the fact that we need a bounded normalization solution for the smoothed

distribution, we follow the simplification considered in [82] to redefine the Gamma approximation

function as:

Γa(α) ≃ e−ααα, (121)

Note that we choose simply to ignore the unbounded terms in Stirling’s approximation that

yields to a mathematical simpler solution and a closed form solution to maximum likelihood esti-

mation. Combining equations 119 and 121 gives:

Zs ≃
∏D

d=1 e
−αdααd

d eαααe−βββ

e−
∑

d αd(
∑

d αd)
∑

d αe−(α+β)(α+ β)α+β
(122)

≃
∏D

d=1 α
αd
d ααββ

SS(α+ β)α+β
,

where S =
∑D

d=1 αd. Note that defining the new distribution depends on the Beta-Liouville nor-

malizer, we eventually present the novel Smoothed Beta-Liouville (SBL) distribution as follows:
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p(X⃗s|Θ) =
(α+ β)α+βSS

ααββ
∏D

d=1 α
αd
d

(us)α−S(1− us)β−1
D∏

d=1

(xsd)
αd−1, (123)

With α =
∑D

d=1 αd and β = αD+1, the Smoothed Beta-Liouville distribution is reduced to

the Smoothed Dirichlet distribution with parameters (α1, . . . , αD+1). We compare in Figure 5.1

the generation of the smoothed word proportions using the proposed SBL distribution with SD and

GSD. We present the graphical representations for the three models where SBL has more character-

izing parameters namely α⃗, β, and α.

5.5 Latent-based Smoothed Beta-Liouville

We propose, in this section, a mixture modeling based approach. A generative topic model con-

stituted by a mixture of SBL distributions, so-called Latent-based Smoothed Beta-Liouville (Latent

SBL). In what follows, we consider a mixture of K Smoothed Beta-Liouville distributions. Given

a collections of N documents D = {d1, . . . , dN} where each document is represented by the co-

occurrence of words xd in a vocabulary of size D, the Latent SBL represents documents as a mixture

of K SBL distributions which depict the latent topics. For this approach, the log-likelihood function

can be written as follows:

l(Θ) =
N∑
i=1

K∑
j=1

ŵij

[
(αj + βj) log(αj + βj) + Sj log(Sj) (124)

+ (αj − Sj) log(

D∑
d=1

xsid) + (βj − 1) log(1−
D∑

d=1

xsid)

− αj log(αj)− βj log(βj)−
D∑

d=1

αdj log(αdj)

+
D∑

d=1

(αdj − 1) log(xsid) + log(pj)
]
,
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where pj represents the mixing proportions which are positive and sum to 1 and ŵij is the posterior

probability given by:

ŵij =
pjp(X⃗

s|Θ)∑K
j=1(pjp(X⃗

s|Θ))
, (125)

Seeking to find the maximum likelihood estimates (MLE) of Θ that optimize the above log-likelihood

function, we employ the Newton-Raphson algorithm which is defined as the following:

Θnew = Θold −H−1g, (126)

where g is the gradient vector and H−1 is the inverse of Hessian matrix which request the calculation

of second-order derivatives. The gradient is therefore defined as:

for d = 1, . . . , D, j = 1, . . . ,K,

gαjd
=

N∑
i=1

ŵij

[
log(xsid) + log(

D∑
d=1

αjd)− log(αjd)
]
, (127)

gαj =
N∑
i=1

ŵij

[
log(αj + βj) + log(

D∑
d=1

xsid)− log(αj)], (128)

gβj
=

N∑
i=1

ŵij

[
log(αj + βj) + log(1−

D∑
d=1

xsid)− log(βj)], (129)

The Hessian matrix is block diagonal and its inverse is represented as follows:

H−1 = block-diag{H(l(αj1, . . . , αjD))
−1, H(l(αj , βj))

−1}, (130)

where

H(l(αj1, . . . , αjD)) =
N∑
i=1

ŵij (131)
Cαd
− 1

αj1
. . . Cαd

...
. . .

...

Cαd
. . . Cαd

− 1
αjD

 ,
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and

H(l(αj , βj)) =

N∑
i=1

ŵij

Cαβ − 1
αj

Cαβ

Cαβ Cαβ − 1
βj

 , (132)

where Cαd
= 1∑D

d=1 αjd
and Cαβ = 1

αj+βj
are constant terms. Then, we use for the inverse of the

matrix H(l(αj1, . . . , αjD) the following formula:

H(l(αj1, . . . , αjD)
−1 = diag[h]−1 + δ∗a∗a∗tr, (133)

where the (.) function places a given vector on the diagonal of a matrix, h is a column vector

containing the non-constant terms from the diagonal of the Hessian matrix, a∗ is a column vector of

ones, and δ∗ = −
∑N

i=1 ŵijCαd
(1 +

∑N
i=1 ŵijCαd

∑D
d=1

1
hd
)−1.

We develop the complete clustering algorithm using an Expectation-Maximization approach

where we evaluate the posterior probability defined in equation 125 and next we maximize the

parameters of Latent SBL using maximum likelihood estimator.

5.6 Smoothed Beta-Liouville Kernels for PLSI

A probabilistic Latent Semantic Indexing (PLSI) is a basic aspect model proposed for latent

topic models [179] which represents a document as a mixture of latent topics. Several research

works have extended the PLSI model to overcome its drawbacks including the overfitting problem.

The Latent Dirichlet Allocation (LDA) was proposed [181] to model documents as mixture of top-

ics drawn from a Dirichlet distribution which is considered as a generalization of PLSI approach.

Other alternatives which use log-normal prior distributions include correlated topic models [182]

and dynamic topic models [183]. Further, undirected graphical models [184] have improved PLSI

approach using contrastive divergence such as undirected PLSI and Rate Adapting Poisson model.

A direct improvement approach for the PLSI is the use of Fisher kernels to learn document similar-

ities [185] and in another work a kernel density estimate was used as prior in Bayesian folding-in
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procedure [180] which also captures the dependencies between topics. This approach uses the max-

imum a posteriori instead of the maximum likelihood estimation method considered in the original

PLSI approach. However, the used kernel was a Dirichlet density which makes the model suscep-

tible also to overfitting problem. For that purpose, we propose in this work to extend the Bayesian

folding-in approach and to use as a prior the Smoothed Beta-Liouville kernels.

Using the same notation defined in the previous section, PLSI folding-in estimates the mixture

proportions θ⃗q of topics z ∈ Z for a new document dq represented by new word vector X⃗q =

(xq1, . . . , xqD) where the parameters of the model are the document-topic distributions θ⃗ = [θij =

P (zj |di)]i=1,...,N,j=1,...,K and the topic-word associations w⃗ = [wdj = P (xd|zj)]d=1,...,D,j=1,...,K .

The maximum a postoriori (MAP) requires maximizing the posterior distribution P (θ⃗q|X⃗q, θ⃗, X⃗)

to estimate the topic mixtures by running the Expectation-Maximization algorithm. We define the

posterior distribution for a new document dq as follows:

P (θ⃗q|X⃗q, θ⃗, X⃗) ∝ P (X⃗q|θ⃗q, θ⃗, X⃗)P (θ⃗q|θ⃗, X⃗), (134)

where P (X⃗q|θ⃗q, θ⃗, X⃗) is the word likelihood and P (θ⃗q|θ⃗, X⃗) is the topic prior. Assuming here

that the words are independent, so the likelihood can be defined as:

P (X⃗q|θ⃗q, θ⃗, X⃗) =

D∏
d=1

K∑
j=1

P (xd|zj)P (zj |q) =
D∏

d=1

K∑
j=1

wdjθqj , (135)

We define the topic prior as a kernel density estimate based on Smoothed Beta-Liouville kernels

where the topics have non-negative components and sum to one which makes the SBL distribution

a suitable density function over the smoothed simplex. Defining the SBL kernel, we introduce a

smoothing parameter η for each document-topic mixture vector. Thus, the kernel density prior is

defined as follows:

P (θ⃗q|θ⃗) =
1

N

N∑
i=1

SBL(θ⃗sq |αs, βs, α⃗(θ⃗i)), (136)

where θ⃗sq is the smoothed document-topic defined in the smoothed simplex ∆s, α⃗(θ⃗i) = 1
η θ⃗i + 1,
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αs =
1
ηα+ 1, and βs =

1
ηβ + 1 are the smoothing functions of the parameters of SBL.

To simplify the maximization of the posterior distribution with respect to θ⃗sq , we define new

hidden variables such as a binary variable y⃗d ∈ {0, 1}K which indicates if a topic zj contains a

word xd and an indicator variable r⃗ ∈ {0, 1}N that indicates which SBL distribution represents a

document-topic mixture of the new document. Thus, we define the modified log-posterior function

of the new model as:

log[P (θ⃗q|X⃗q, y⃗, r⃗, X⃗)] = log[P (X⃗q, y⃗|θ⃗q, X⃗)P (θ⃗q, r⃗|θ⃗, X⃗)] (137)

=

[
M∏
d=1

K∑
j=1

ydj [logwdj + log θqj ]

]

+
N∑
i=1

ri[log
1

N
+ log SBL(θ⃗sq |αs, βs, α⃗(θ⃗i))],

The parameters of PLSI are estimated through an EM algorithm where the posteriors for the

hidden variables are defined in the E-step and the document-topic mixtures for the new document

are updated in the M-step.

E-Step: we define the following posteriors of the hidden variables.

P (ydj = 1|xd, θ⃗(t)q , X⃗) =
wdjθ

(t)
qj∑K

j′=1wdj′θqj′
= gdj , (138)

P (ri = 1|θ⃗s(t)q , θ⃗) =
SBL(θ⃗s(t)q |αs, βs, α⃗(θ⃗i))∑N
i′=1 SBL(θ⃗s(t)q |αs, βs, α⃗(θ⃗′i))

= hi, (139)

M-step: we substitute the posteriors defined in E-step into Equation 138 then we maximize the

log-posterior w.r.t. θ⃗q under the condition of
∑K

j=1 θqj = 1 which gives the following formula:

θ
s(t+1)
qj =

∑D
d=1 gdj +

1
η

∑N
i=1 hiθ

s(t)
ij

D + 1
η

, (140)

In this work, we adapt the proposed Bayesian folding-in approach to text-based emotion recog-

nition. We consider a training data collection containing N l documents denoted by Dl = {(dl1, el1),

. . . , (dl
N l , e

l
N l)} where dli and eli is the i-th training text document and its corresponding emotion

label respectively. The unlabeled target documents set is denoted by Dt = {dt1, . . . , dtQ} where dti
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(a) PLSI

(b) SBL-ETM

Figure 5.2: Graphical model for PLSI and SBL-ETM

is the i-th unlabeled document in the test corpus containing Q documents. The objective here is

to assign an emotion label to each new document in the testing corpus. First, we assume that the

number of latent topics is equal to emotion categories in the whole corpus. Second, we consider that

emotion-word p(w|e) probabilities are the same for both collections and the probability of generat-

ing training documents with a specified emotion category p(dl|e) is different from the probability

of generating a new document form the testing collection with same emotion category p(dt|e). Fi-

nally, after training the model learning, we predict the new document label based on the posterior

distribution p(e|dt) as follows:

e = argmax p(e|dt) (141)

= argmax θ⃗sq

The new emotion-term model is shown in Figure 5.2 where the training and testing domains are

incorporated in the so-called Smoothed Beta Liouville Emotion Term model (SBL-ETM).

5.7 Tracking emotions in fairy tales

In this section, we introduce the first application where we track emotions in fairy tales using

our proposed approaches. We consider the Fairy tales dataset [186] which includes a collection
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of children’s stories written by Potter, the Brothers Grimm, and Andersen. The corpus has been

independently marked by two annotators with a primary emotion and a mood label for each sentence

which includes the feeling of an audience listening to a story being read. The primary and mood

annotations were combined into a set of 8 affect categories for each sentence including: neutral,

angry, disgusted, fearful, happy, sad, positively surprised, and negatively surprised. Each collection

contains a set of stories: Grimms including 80 stories with a total of 5352 sentences, Potter (18

stories, 1926 sentences), and Andersen (77 stories, 7984 sentences). Each line in the text dataset

consists of Sentence ID, Emotion label for annotator A and B, Mood label for annotator A and B,

and the sentence. In this work, we evaluate our proposed models on three different experiments:

tracking emotions on short stories, on the three collections, and on new stories from collections. For

the three experiments, we consider the emotion label marked by annotator A for tracking emotions

purposes.

First, for preprocessing the text data, we eliminate the stop words as well as the infrequent words

to create a vocabulary with different feature sizes. Next, we represent each sentence by a vector of

co-occurrences of words which are used for clustering with the proposed model. We show in Figure

5.3, examples of wordcloud generated from six different fairy tales.

For experiment 1, we evaluate the Latent SBL on six different stories where Goloshes, The tale

of Mr Tod, Old Bach, Ugly duc, The wind, and Snowman consist of 495, 314, 212, 164, 114, and

114 sentences respectively. We show in Table 5.1 the evaluation results of Latent SBL on these short

stories and comparing with the results of SGD and SD. The tracking scores show the robustness of

Latent SBL for clustering emotion categories in short stories. In fact, this type of data suffers

from short text issues such as the sparseness problem and the unmeaningful content which is often

complicated to predict the underlying emotion information. Also, small datasets has the challenge

of unsufficient data for learning a model. From Table 5.1, we demonstrate the out-performance

of the novel Latent SBL with regards to SGD and SD where the properties of Beta-liouville are

proved to make it the best adequate distribution for clustering such type of data and for emotion

categorization as well. We mention also the significance of incorporating the latent topics in our

model which identify the topical structure of the textual data and shows higher quality in the case

of limited size corpora.
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(a) Goloshes (b) Old Bach (c) Snowman

(d) The tale of Mr Tod (e) The wind (f) Ugly duc

Figure 5.3: Word-cloud generated from six different Fairy tales: Goloshes, Old Bach, Snowman,
The tale of Mr Tod, The wind, and Ugly duc.
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Table 5.1: Comparing tracking scores of Latent SBL for different fairy tales (sentence-level) with
related smoothed-based models

Story Model Tracking scores
Latent SBL 83.63

Goloshes SGD 79.39
SD 54.95

Latent SBL 78.91
The tale of Mr Tod SGD 67.41

SD 60.10
Latent SBL 79.71

Old Bach SGD 68.39
SD 53.11

Latent SBL 72.60
Ugly duc SGD 63.69

SD 57.66
Latent SBL 83.03

The wind SGD 73.52
SD 69.29

Latent SBL 80.70
Snowman SGD 78.40

SD 69.29

In Table 5.2, we evaluate Latent SBL and SBL-ETM through two different experimental setups.

The Latent SBL is applied on three collections namely Potter, Grimms, and Andersen over a clus-

tering framework while for SBL-ETM, we train the model on documents from different collections

containing 30 stories (Briar rose, Dog and sparrow, Fisherman and his wife, Golden bird, etc.) from

which we construct a vocabulary of 5302 words. Then, Potter, Grimms, and Andersen collections

are given as the testing sets where we predict the emotion categories on sentence level. The per-

formance of both Latent SBL and SBL-ETM are higher than the related smoothed-based models

(SGD, SD) for all collections. From Table 5.2, we notice that the two proposed latent topic models

perform similarly. This can be explained by the fact that they are both based on the Beta-Liouville

distribution. Additionally, we show the strength of our proposed approaches when dealing with

large corpora (1926, 5352, 7984 sentences for Potter, Grimms, and Andersen, respectively), with

highly dimensional data vectors (5302 co-occurrence features), and when predicting new unknown

documents using SBL kernels for PLSI in a Bayesian folding-in way.
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Table 5.2: Comparing tracking scores of Latent SBL for different fairy tales collections with related
smoothed-based models

Collection Model Tracking scores
SBL-ETM 73.91
Latent SBL 74.23

Potter (18 stories) SGD 50.20
SD 47.81

SBL-ETM 52.52
Latent SBL 55.22

Grimms (80 stories) SGD 52.26
SD 50.06

SBL-ETM 72.49
Latent SBL 73.67

Andersen (77 stories) SGD 65.33
SD 58.31

5.8 Affect recognition from Face and Body

In this section, we address the recognition of human nonverbal emotional states. We consider

for this study a bimodal face and body gesture database (FABO) [155] proposed for affective be-

havior analysis. The FABO database consists of recordings of 23 subjects that simultaneously per-

formed face and body gestures with two cameras: the face camera and the body camera. Face and

body videos of the FABO database have been labeled by six annotators into 12 emotional states

including non-basic affective expression such as anxiety, boredom, uncertainty, puzzlement, and

neutral/negative/positive surprise, in addition to the basic emotions of fear, anger, disgust, sadness,

and happiness. Figure 5.4 shows sequence samples from FABO dataset from both body and face

cameras which includes non-basic facial expressions and their corresponding body gestures. For

this purpose, we adapt our model to cope with the mutlimodal data. We present in the first sub-

section the data preprocessing technique. Following, we display the different feature quantization

methods considered for face and body. Then, we provide the affect recognition approach proposed

in this work.
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Figure 5.4: Sequences samples from FABO dataset obtained from body and face cameras. (a1–h1)
non basic facial expressions and (a2–h2) their corresponding body gestures. (a) Neutral. (b) Nega-
tive surprise. (c) Positive surprise. (d) Boredom. (e) Uncertainty. (f–g) Anxiety. (h) Puzzlement.

5.8.1 Data pre-processing

In this work, we considered affect recognition on frame level. Therefore, we started by video

preprocessing and frames extraction. In the work of Gunes et al. [175], for recognizing affect

states, a temporal structure of facial movement is approximated by a sequence of four temporal

phases called neutral, onset, apex, and offset. They showed the importance of temporal dynamics

for interpreting emotional expressions. Neutral phase occurs when there are no sign of muscular

action. The onset level is the phase of appearing of face changes while the apex is when the intensity

of movement reaches a stable level followed by the relaxation of the muscular action that takes

place in the offset phase. The body gesture consists of similar temporal factors which involves five

phases: preparation, prestroke, stroke, poststroke, retraction. In this work, we consider the onset-

apex-offset time markers for both facial and body gestures. Following experiments of [175], all the

frames in the emotional sequence are classified into the temporal segment apex that is considered

to be between frames number 37 and 57. For this reason, we extracted, first, all the frames from the

video sequences and then we selected only the apex frames from which we derived the features.
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5.8.2 Feature quantization

In our system, we used a combination of facial expression and body features.

Facial features For face model, we considered only the video obtained from face camera. In

this work, we used a face recognition 2 library based on the dlib toolbox which is an open source

machine learning software written in C++ 3. Initially, we detected the position and boundaries of

faces from the apex frame using face detection algorithm. Then, we extract 128-dimensional feature

vectors using CNN algorithm. Figure 5.5 displays examples of facial landmarks detected using dlib

toolbox.

Body features extraction and tracking For body feature, we applied MediaPipe Holistic pipeline

4; an open-source framework designed with optimized hand tracking, human pose, and face land-

mark models to generate 33 pose landmarks, 468 face landmarks, and 21 landmarks per hand. For

body feature extraction, we considered only the pose and hand landmarks where each landmark

consists of x, y coordinates normalized by the image width and height, z that represents the depth

of the landmark, and visibility which indicates the likelihood of the landmark being visible. The

total number of Body features is 300. Figure 5.6 presents examples of pose, right hand, and left

hand landmarks for various affect states.

After extracting both face and body features, we apply a softmax function to normalize the data

in order to be in the unit simplex.

5.8.3 Affect recognition

In this subsection, we describe the complete affect recognition approach based on Latent SBL

model. We elaborate in Figure 5.7 all the steps of affect recognition including: video pre-processing,

extracting apex frames, features quantization, features-level fusion, and affect states clustering using

Latent SBL where the latent topics are considered as the affect states. We consider for our experi-

ments different number of subjects, affect states, and apex frames. Table 5.3 shows the evaluation
2https://pypi.org/project/face-recognition/
3http://dlib.net/
4https://google.github.io/mediapipe/solutions/holistic
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Figure 5.5: Examples of facial landmarks detected using dlib toolbox from faces for different emo-
tions. First row: Happiness. Second row: Positive Surprise. Third row: Anger. Fourth row:
Puzzlement.

110



Figure 5.6: MediaPipe Holsitic results that identify human pose, right hand, and left hand landmarks
on four affect states: happiness, fear, positive surprise, and anger for two different subjects.

Figure 5.7: The pipeline of affect recognition model from facial-body expressions.
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of frame-level affect recognition from face and body features when varying these different metrics.

We notice in Table 5.3 the variation of the recognition rate when the number of frames and affect

states increase. We mention that Latent SBL model has been proved to be able to detect affect states

when the number of classes is higher as well as smaller. The proposed model has been evaluated

when taking into account the facial landmarks, the hand gestures, and the body pose features. We

observe that the model performs better using hand gestures and pose features which proves that

body features provide better information than facial one. Given the fact that both face and body

features are high dimensional data with 128 and 300 dimensions, respectively, Latent SBL was able

to achieve a recognition rate of 49.63%, 54.54%, and 53.81% using face, hands, and pose features

respectively for only 630 apex frames. Detailed accuracy for different frames numbers and affect

states is provided in Table 5.3.

Table 5.3: Results of frame-level affect recognition from Face and Body features

Facial landmarks
Subjects 2 3 6 8 10

Affect states 6 10 12 12 12
Apex Frames 650 1000 2000 3000 4000

Recognition rate (%) 49.63 37.84 31.59 41.20 32.17
Hand gestures

Subjects 2 3 6 8 10
Affect states 6 10 12 12 12
Apex Frames 650 1000 2000 3000 4000

Recognition rate (%) 54.54 33.50 30.40 30.56 32.8
Body Pose features

Subjects 2 3 6 8 10
Affect states 6 10 12 12 12
Apex Frames 650 1000 2000 3000 4000

Recognition rate (%) 53.81 31.40 30.45 31.70 30.09

We illustrate the comparison of Latent SBL with some of the related-works that are proposed for

FABO system [175] in Table 5.4. We show in Table 5.4 that Latent SBL outperforms existing clas-

sification methods and smoothed-based models for the recognition of 12 affective states from face

frames. In Table 5.5, it is demonstrated that recognition using concatenated features vectors from

face and body improve significantly the results (67.41%) which confirms what has been reported

in the state-of-the-art about bimodal affect recognition. To illustrate more the impact of combining
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the facial landmarks and body features, we present in Table 5.6 qualitative results of monomodal

(face and body) and bimodal recognition for video 01 from subject S001. We display 9 apex frames

of actual label “Happiness” for both face and body modalities. From Table 5.6, it can be noted

that almost half of the frames are assigned incorrectly as “Positive surprise” for face modality and

”Fear” using body modality while by feature-level fusion all the frames are perfectly recognized

as the actual affect state. We compare also the performance of Latent SBL with related smoothed-

based models (SGD, SD) and other standard clustering methods. Overall, our experimental results

show that our proposed approach outperforms all the clustering algorithms where the significance

of the latent topics and the Beta-Liouville distribution is confirmed. It is noteworthy to mention

that the referred related works in Table 5.5 present bimodal classification results from video basis

that does not make the evaluation fully comparable. And even that, Latent SBL presents a relative

performance with regards to the results of FABO system mentioned in Table 5.5.

Table 5.4: Monomodal recognition results of 12 affective states from face frames using different
related classification and clustering methods.

Classifier Recognized face (%)
BayesNet [175] 28.97

SVM-SOM [175] 32.49
Random Forest [175] 33.56

Adaboost [175] 35.22
Clustering

SD 26.10
SGD 32.87

Latent SBL 41.20

5.9 Conclusion

In this chapter, we proposed two latent topic modeling approaches based on Beta-Liouville dis-

tribution for emotion analysis and affect recognition. First, we presented a new distribution on

smoothed simplex where we addressed the challenges of proportional data. Second, we proposed a

Latent SBL from which we represented topic mixtures by SBL distributions and we estimated the
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Table 5.5: Bimodal recognition results (12 affect states) of the combined Face and Body features
using different related classification and clustering methods.

Classifier Recognized rate (%)
BayesNet [175] 72.73

Random Forest [175] 80.72
Neural Networks[175] 80.27

Adaboost [175] 82.65
Clustering
K-means 42.29

Affinity propagation 22.16
Agglomerative clustering 42.29

Mean shift 53.77
GMM 42.22

SD 47.79
SGD 54.71

Latent SBL 67.41

Table 5.6: Qualitative results of Monomodal recognition (Face, Body) and Bimodal Fusion-level
for S001 Video 01

Apex Frames Actual affect state Face modality Body modality Bimodal fusion
38 Happiness Happiness Happiness Happiness
39 Happiness Happiness Happiness Happiness
40 Happiness PST-Surprise Happiness Happiness
41 Happiness Happiness Happiness Happiness
42 Happiness Happiness Happiness Happiness
43 Happiness PST-Surprise Fear Happiness
44 Happiness Happiness Fear Happiness
45 Happiness PST-Surprise Fear Happiness
46 Happiness PST-Surprise Fear Happiness

model parameters using a maximum likelihood approach. Third, we introduced a new Emotion-

Term model based on Bayesian folding-in with SBL kernels for PLSI. We investigated two chal-

lenging applications namely tracking emotions in storytelling scenarios and recognition of affect

states from face and body information. For text-based emotion recognition, experimental results

proved that the smoothed distribution joined with topics modeling principle leads to a substan-

tially greater ability of tackling textual data challenges. Additionally, the merits of generating SBL

kernels for PLSI and defining a new Bayesian folding-in approach have been shown through esti-

mating new unknown stories for the purpose of tracking emotions in fairy tales. On the other hand,

Latent SBL successfully recognized affect states from face and body information within a bimodal
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framework. Results revealed that the novel affect recognition framework mostly outperforms the

related smoothed-based models and the standard clustering algorithms and achieves comparable

performance to the supervised models applied on FABO database. Taking into consideration that

we compared our experimental frame-based results to the related-works which consider classifying

affect states from video basis, we aim to improve our framework to be able to track affect states

from video sequences. Regarding the promising results of Latent SBL and SBL-ETM, we advocate

seeking to analyze emotion states from other modalities such as voice signals and video sequences.

Finally, it seems worth exploring SBL models for other interesting applications in biological sci-

ences, business management, and also in medicine.
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Chapter 6

On Smoothing and Scaling Language

Model for Sentiment Based Information

Retrieval

Sentiment analysis or opinion mining refers to the discovery of sentiment information within

textual documents, tweets, or review posts. This field has emerged with the social media outgrowth

which becomes of great interest for several applications such as marketing, tourism, and business.

In this work, we approach Twitter sentiment analysis through a novel framework that addresses

simultaneously the problems of text representation such as sparseness and high-dimensionality.

We propose an information retrieval probabilistic model based on a new distribution namely the

Smoothed Scaled Dirichlet distribution. We present a likelihood learning method for estimating the

parameters of the distribution and we propose a feature generation from the information retrieval

system. We apply the proposed approach Smoothed Scaled Relevance Model on four Twitter sen-

timent datasets: STD, STS-Gold, SemEval14, and SentiStrength. We evaluate the performance of

the offered solution with a comparison against the baseline models and the related-works.
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6.1 Introduction

Information retrieval (IR) plays a dominant role in web-based search engines [187]. Broadly,

the field of IR deals with more domains including natural language processing (NLP) [188], image

and video retrieval [189], [190], recommendation systems [191], handwriting retrieval [192], and

question answering [193]. Recently, IR approaches were oriented successfully to sentiment analysis

such as Sentiment Analysis Based on Information Retrieval (SABIR) [194] and Sentiment Analysis

for Pseudo-Relevance Feedback [195]. In fact, IR deals with extracting relevant information within

large collection of documents. Particularly, Ad-hoc retrieval is a text-based retrieval which responds

to a specified user’s request/query by retrieving information in the form of output documents that

are mostly relevant. Matching the relevant documents to queries requires ranking functions that

are commonly based on similarity measures. Sentiment analysis is extensively known as polarity

classification of documents according to a particular opinion. The majority of text-based sentiment

analysis are based on tweets to classify them into positive or negative sentiment polarity. Sentiment

analysis based on information retrieval classify documents or tweets using information about the

similarity of unlabeled tweet considered as a query in relation to the elements of labeled tweets.

Existing algorithms addressed for binary sentiment analysis are generally based on machine

learning such as the supervised learning techniques: Naive-Bayes, Maximum Entropy, and Sup-

port Vector Machines, [196]. Most of the standard models consider using bag-of-words (BoW)

for representing the words in tweets as features such as n-grams [197], [198]. Advanced studies

present different sets of features that bring new challenges to sentiment analysis including emoti-

cons, hashtags, retweets, and emojis. Recently, deep learning algorithms gained interest for several

applications and in particular sentiment analysis. For instance, a convolution neural network was

presented in [199] to classify sentiment of movie reviewers using dynamic k-Max pooling. In [200],

authors proposed the use of feature hashing to address the problem of sparsity in tweets when us-

ing the bag-of-words approach. Jianqiang et al. introduced [201] the combination of deep neural

network and word embedding approaches, GloVe-Deep Convolution Neural Network (DCNN) to

predict sentiments based on GloVe, a deep word embedding algorithm which represent sentiments

information. More recently, feature extraction task has been performed using information retrieval
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systems to derive sentiments from the tweets. Kauer et al. [194] proposed Sentiment Analysis Based

on Information Retrieval (SABIR) that employs features derived from ranking function generated

by an information retrieval system in response to a query. Taking into account the intuition behind

considering the domain of such document to decode sentiment polarity, a multi-domain sentiment

analysis approach was proposed by applying information retrieval techniques for representing in-

formation about the linguistic structure of sentences [202]. In a book search domain, Htait et al.

[195] proposed a sentiment analysis based query expansion. They introduced a sentiment oriented

method for the purpose of selecting sentences from the reviews of top rated book.

In this work, we are mainly concerned with sentiment analysis based on probabilistic approaches

for information retrieval that are based on document likelihood. Likelihood-based generative mod-

els provide a meaningful function on unseen data and modeling features from documents in the

collection. The likelihood function is a successful way to learn from unlabelled data and to sample

documents from a particular distribution that best suits the data. We propose a Smoothed Scaled

information retrieval approach namely a Smoothed Scaled Dirichlet Relevance Model (SSD-RM).

The proposed information retrieval model is based on a new distribution so-called Smoothed Scaled

Dirichlet (SSD) that we present in this paper. Specifically, we introduce the maximum likelihood

estimation of the parameters that will be used in the retrieval framework.

We review the existing retrieval models in Section 2 where we present the difference between

deep matching models and the probabilistic ones. We introduce the challenges faced by probabilis-

tic models and in particular the likelihood-based generative models. Based on that, we provide the

motivations that led us to propose the new sentiment-based information retrieval approach. In Sec-

tion 3, we introduce the Smoothed Scaled Dirichlet prior, the novel distribution, and the maximum-

likelihood estimation of SSD parameters. In Section 4, we present the sentiment analysis framework

based on SSD. We evaluate the proposed framework in Section 5 on several benchmarks of senti-

ment analysis, namely, Stanford Twitter sentiment (STD) corpus, Stanford sentiment gold standard

(STS-Gold), SemEval2014 Task9, and Sentiment Strength Twitter (SentiStrength) where we com-

pare the classification results with the baselines and state-of-the-art (SOTA) models in the literature.

We conclude this work with future directions in Section 6.
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6.2 Related work

In the past decades, several information retrieval methods have been proposed [203], [204]

which can be categorized into two types according to the model architecture namely deep matching

models and probabilistic approaches. We review briefly the relevant approaches applied to informa-

tion retrieval and we illustrate the motivations of this work in the following.

6.2.1 Deep matching models

Deep learning models applied to information retrieval have formalized the task as a matching

problem between documents and queries [205], [206], [207], [208]. When dealing with matching

structured objects in natural language, a convolutional matching model namely ARC-I has been pro-

posed for matching two sentences [209]. The ARC-I is based on deep convolutional network and

adopts the hierarchical structure of sentences through layer composition and pooling. A semantic

modeling using deep auto-encoders integrates a semantic structure when representing documents

and the query in latent semantic space [210]. An extended work in [205] makes use of Deep Neural

Network (DNN) to propose a series of Deep Structured Semantic Models (DSSM) for web search-

ing. Embedding the notion of such interestingness in the semantic model [211], [212] extends the

DSSM through a Convolutional Neural network (CNN).

6.2.2 Probabilistic models

Earlier work on information retrieval has been based on the probability ranking principle de-

veloped by Robertson [213] in which documents D are ranked by the probability of belonging to

a relevant class: p(D|R)/p(D|N). We refer to R as the class of relevant documents and N the

class of documents that are non-relevant to the user’s query. Typically, the majority of information

retrieval technologies seek to rank documents based on supervised methods where the collections

is classified into relevant and non-relevant classes of documents. The estimation of p(D|R) differs

in various approaches where the probability of words could be sampled through multiple Bernoulli

distributions [214], a mixture of multinomial distributions [214] known as unigram models, or with

Dirichlet smoothing as in [81]. These IR approaches are described as likelihood-based generative
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models where the ranking function uses the likelihood of training data.

Recent probabilistic models of information retrieval consider separately documents as models

and queries as fixed sample of text generated from these models. The generation is not necessary

sampled from the same document model but there is also a possibility to be sampled from a par-

ticular relevance model. Besides, topic models have been introduced as probabilistic models that

generate documents from a mixture of topics. Topic models gained a lot of attention in document

analysis and, in particular, information retrieval. We mention the well-known Latent Dirichlet Allo-

cation (LDA)-based information retrieval [188], [215]. The matching problem has been formalized

not only using probabilistic models and deep models [206], [207], [216] but also graphs which have

been successfully applied as a language model for information retrieval applications [217].

6.2.3 Motivations

The related-works of IR approaches based on probabilistic models in the literature have used

only Bernoulli and multinomial distributions. In fact, these models are very basic to deal with the

challenges of short texts and the sparsity problem. Further, a Smoothed Dirichlet distribution have

been considered for information retrieval in the work of Nallapati [89] where he considered the

probability ranking principle. In this work, he proposed two models for IR, one as relevance model

and the second as Smoothed Dirichlet based classification where the cross-entropy was considered

as ranking function. Motivated by the promising results obtained by these approaches that demon-

strate the capability to capture term occurrence patterns in documents better than the multinomial

and taking into account the known limitations of the Dirichlet distribution, we propose at first a

new scaled distribution defined in a smoothed simplex. Then, based on this novel distribution, we

propose a new probabilistic model for IR.

6.3 Smoothed Scaled Information Retrieval

6.3.1 Scaled Dirichlet prior

In this section, we present a new smoothing approach using a Scaled Dirichlet (SD) prior. In fact,

when representing a document D = (w1, . . . , wV ) with a Dirichlet distribution, wv = zv∑
d zv

where
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each zv is a standard Gamma-distributed random variable with shape parameter αv and equally

scaled, i.e., zv ∼ Ga(αv, 1). In fact, the Dirichlet distribution has several drawbacks such as the

negative covariance structure, the estimation of the parameters is not straightforward and the MLE

has no simple closed form solution which leads to computationally expensive learning algorithms.

In this regard, the SD distribution [218] is more flexible than the Dirichlet distribution since it

removes the requirement of equally scale parameter of Gamma variables i.e. zd ∼ Ga(αd, βd).

In fact, the scaled Dirichlet distribution is obtained from a perturbed composition with a Dirichlet

distribution which defines a vector-space structure in the simplex. The proposed language model is

a multinomial distribution for which the conjugate prior for Bayesian analysis is a Scaled Dirichlet

distribution with shape and scaling parameters, (α1, . . . , αV ), (β1, . . . , βV ) respectively. Thus, the

probability density function assigned to each document D is given by:

p(w1, . . . , wV |α⃗, β⃗) =
Γ(α+)∏V
v=1 Γ(αv)

∏V
v=1 β

αv
v wαv−1

v

(
∑V

v=1 βvwv)α+
. (142)

where α+ =
∑V

v=1 αv and Γ(.) denotes the Gamma function. Note that SD is a generalization that

reduces to Dirichlet distribution when all the scaled parameters are all equal β1 = · · · = βD = β.

6.3.2 Smoothing Scaled Dirichlet simplex

Given a count representation from a proportion vector fv; normalized as wD
v = fv

|D| where

|D| represents the length of document D, the compressed domain that contains all the smoothed

language models is given by the following:

∆s = {λwD
v + (1− λ)wC

v ;w
D
v ∈ ∆}. (143)

where 0 < λ < 1 is a smoothing parameter used to smooth a document language model with wC
v =∑C

i=1 fiv
|C| , i.e. the proportion of words occurring in the collection C of all documents considered.

Estimating the smoothed language model under the Scaled Dirichlet distribution that considers

the whole simplex ∆ = {w|∀dwd > 0;
∑V

v=1wv = 1} will incorrectly represents the collection

since documents span only a small fraction of the entire domain (this phenomenon is illustrated

with a detailed example in [89]). Hence, one way to overcome this problem is to propose a new
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domain spanned by the smoothed documents. This can be illustrated by presenting a new variation

of the Scaled Dirichlet distribution called the Smoothed Scaled Dirichlet (SSD) distribution with

proposing an approximated normalizer over the compressed domain. We start by giving the Scaled

Dirichlet normalizer which is defined by:

ZSD =

∫
w⃗∈∆

∏V
v=1w

αv−1
v

(
∑V

v=1 βvwv)α+
dw⃗ =

∏V
v=1 Γ(αv)

Γ(α+)
∏V

v=1 β
αv
v

. (144)

Taking into account the smoothed representation of documents, the integral of the normalizer should

only be spanned over the compressed domain ∆s, which gives:

ZSSD =

∫
w⃗∈∆s

∏V
v=1(w

s
v)

αv−1

(
∑V

v=1 βvw
s
v)

α+
dw⃗s. (145)

Exploiting the mapping from ∆s to ∆ of the smoothing language model defined in equation 143

into 145, we get:

ZSSD = λ

∫
w⃗∈∆

∏V
v=1(λw

D
v + (1− λ)wC

v )
αv−1

(
∑V

v=1 βv(λw
D
v + (1− λ)wC

v ))
α+

dw⃗. (146)

We note that SSD distribution has the same parametric form as the Scaled Dirichlet distribution but

with a different normalizer defined over the smoothed simplex which gives:

p(ws
1, . . . , w

s
V |α⃗, β⃗) =

1

ZSSD

∏V
v=1(w

s
v)

αv−1

(
∑V

v=1 βvw
s
v)

α+
. (147)

Inspired by the approximation of the smoothed Dirichlet normalizer [82] where the concept is to

develop an analytically tractable solution using Stirling’ approximation for the Gamma function,

we define the following:

ZSSD =

∏V
v=1 Γa(αv)

Γa(α+)
∏V

v=1 β
αv
v

≃
∏V

v=1 e
−αvααv

v

e−
∑V

v=1 αv(α+)α+
∏V

v=1 β
αv
v

(148)

≃
∏V

v=1 α
αv
v

(α+)α+
∏V

v=1 β
αv
v

.
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where Γa(α) ≃ e−ααα is the approximation of the Gamma function that makes sure the unbound-

edness of the normalization and yields a closed form solution to the maximum likelihood estimation.

Thus, we define the Smoothed Scaled Dirichlet distribution as follows:

p(ws
1, . . . , w

s
V |α⃗, β⃗) =

(α+)
α+
∏V

v=1 β
αv
v∏V

v=1 α
αv
v

∏V
v=1(w

s
v)

αv−1

(
∑V

v=1 βvw
s
v)

α+
. (149)

6.3.3 Maximum-Likelihood estimation

Given a set of N documents D = (D1, . . . , DN ) over K number of clusters, we define the

log-likelihood function corresponding to SSD distribution as follows:

L(D|α⃗, β⃗) =
N∑
i=1

log
(
p(ws

i1, . . . , w
s
iV |α⃗, β⃗)

)
. (150)

Differentiating the log-likelihood with respect to each αv and βv (appendix B) with treating α+ as

a constant and equating to zero, we get the following Maximum-Likelihood estimates (MLE) of αv

and βv:

α̂v =
N∑
i=1

βv
ws
iv∑V

v=1 βvw
s
iv

. (151)

β̂v =
N∑
i=1

αv

α+

∑V
v=1 βvw

s
iv

ws
iv

. (152)

The MLE of the parameters of SSD provides closed-form solutions.

6.3.4 SSD-based retrieval

In this section, we propose a new information retrieval approach so-called Smoothed Scaled

Dirichlet Relevance Model (SSD-RM). SSD-RM is defined as a relevance model where we calculate

the Kulback-leibler divergence between the query and each document to select the n top ranking

documents measured by query-likelihood [219]. Given a query Q = (q1, . . . , qd), the relevance

model PR based on a language model framework, is defined from the expected value of top ranking
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documents as:

PR = E[D|Q] =

n∑
i=1

Dip(Di|Q) (153)

=

n∑
i=1

Di
p(Q|Di)p(Di)∑n
i=1 p(Q|Di)p(Di)

.

We assume a uniform prior over all the documents p(Di). Thus, the computation of the rele-

vance model reduces to weight average of the query-likelihood p(Q|Di) that determines how well

a document Di fits the query Q:

p(Q|Di) =
p(Di|Q)p(Q)

p(D)
. (154)

Taking into account that all documents have the same prior and considering the fact that, when a

query is on the same topic as the document, the language model will induce a high query score

approximated using the multinomial distribution as per the principle of the known relevance model

in the SOTA [220]. Hence, we define the likelihood to generate a Relevance Model (RM) as:

log p(Q|Di) =
V∑

v=1

qv log(w
s
iv) (155)

=
V∑

v=1

qv log
(
(1− λ)wC

i

[ λwD
iv

(1− λ)wC
iv

+ 1
])

∝
V∑

v=1

qv log
( λwD

iv

(1− λ)wC
iv

+ 1
)
.

By defining a scaled prior over the smoothed simplex using Multinomial Scaled Dirichlet dis-

tribution [103], we get:
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log p(Q|Di) ∝
V∑

v=1

log Γ(qv + ws
iv)− log Γ(qv) (156)

Γa∝
V∑

v=1

(qv + ws
iv) log(qv + ws

iv)− qv log(qv)− ws
iv

∝
V∑

v=1

qv

(
log(qv + ws

iv)− log(qv)
)

∝
V∑

v=1

qv log
((1− λ)wC

iv + λwD
iv

qv
+ 1
)
.

where
Γa∝ refers to the approximation Γa(α) ≃ e−ααα used to define the Smoothed Scaled distribu-

tion. Thus, the weight average of the Smoothed Scaled Relevance model is normalized over the top

ranking documents to give:

PR =
1

Z

n∑
i=1

Di exp
{∑

v

qv log
((1− λ)wC

iv + λwD
iv

qv
+ 1
)}

. (157)

where Z is the normalizer that sums up the average weight over all the top ranking documents. Using

the expected value assigned by SSD relevance model PR, we define the score calculated between

a selected query and a ranking document over the same vocabulary V using the Kulback-Leibler

divergence:

Score(Q,D) = −KL(Q||D) (158)

=
∑
w∈V

pq(w) log
pq(w)

pd(w)
.

where the score measures the relative entropy between the two distributions pq(w) and pd(w), where

pq(w) encodes the relevance model PR and pd(w) the SSD document model over the parameter

space (α, β) computed according to equation 149.
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Figure 6.1: Overview of sentiment based SSD-RM

6.4 Sentiment Based Information Retrieval

In this section, we describe our proposed sentiment analysis framework based on Smoothed

Scaled Dirichlet relevance model. Our framework is composed of three main steps: information

retrieval system, feature generation, and classification. We present an overview of the process in

Figure 6.1.

6.4.1 Information retrieval system

In response to a query set, information retrieval algorithms are applied to rank the top similar

documents. In this work, we consider the set of documents as labeled tweets and rank them in

relation to each unlabeled tweet taken as a query. Given a set of tweets, we split the dataset into

two subsets: labeled tweets for training T = {t1, . . . , tm} for which the class is known (positive or

negative) and unlabeled tweets Q = {q1, . . . , qd}where each tweet is considered as query. To select

the n-top tweets using our method, the first step is to index labeled tweets using the proposed SSD-

RM. Second, we rank the n most similar tweets using the score function defined by Kulback-Leibler

(Eq. 159).

6.4.2 Feature generation

In this subsection, we explain how to extract 24 features (12 for each class) from top ranking

tweets. We extract the same features suggested in the work of [194]. First, we determine the

aggregation functions for each class such as max, min, sum, average, and count. Second, we derive
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a new feature ϕ that takes into consideration the absolute and the relative ranks of each tweet related

to each class as follows:

ϕc =

nc∑
r=1

rankrel
rankabs

(159)

where c is the class (positive or negative), nc is the number of ranked tweets for that class, rankrel

is the relative position of the tweet regarding the tweets of that class, and rankabs is the absolute

position of the tweet in the overall ranking.

Following, we then derive other features from the combination of ϕ with the aggregation functions

as follows: [194] ϕmaxc = ϕc

maxc
, ϕminc = ϕc

minc
, ϕsumc = ϕc

sumc
, ϕavgc = ϕc

avgc
, and ϕcountc =

ϕc

countc
where maxc, minc, are the maximum and minimum scores for class c, sumc, avgc, compute

the sum and average scores respectively, and countc determines the number of tweets from class c

in the ranking. The last feature combines the scores of the retrieved tweets and their positions in the

ranking, given by:

ϕpositionalc =
n∑

r=1

rankrel
rankabs

score(qi) (160)

We generate new features from IR system instead of the bag-of-words structure to tackle the problem

of dimensionality. In fact, we present usually tweets using the BOW structure in the format of

high-dimensional feature vectors which provoke more the sparsity issue. However, taking only a

24-feature vector, makes the classification task easier and it improves performance as we are able

to classify tweets with low-dimension. In addition, features extracted from IR system reflect the

similarity between tweets and lexical properties of words in the whole dictionary.

6.4.3 Classification

The last step of our proposed framework is to classify the test set of tweets. After deriving the

new features from the retrieval system, we classify them using a supervised learning algorithm. We

tested different machine learning algorithms (SVM, K-NN, and Logistic Regression) to select the

one that gives the best classification performance.
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6.5 Experiments analysis

In this section, we evaluate our method on four different balanced datasets for sentiment analy-

sis: Stanford Twitter sentiment (STD), Stanford Sentiment Gold Standard (STS-Gold), SemEval2014

Task9, and Sentiment Strength Twitter (SentiStrength). We selected these datasets for three reasons:

(1) they are publicly available to theresearch community, (2) they have been extensively used in the

literature for Twitter sentiment classification, and they are (3) manually annotated as positive or neg-

ative sentiments labels. We consider in the ad-hod IR system experiments a binary classification.

Before applying the IR system on the labeled and unlabeled tweets, we pre-process the datasets and

present the tweets using TF-IDF approach. Next, as we tested different machine learning algorithms

(SVM, K-NN, and Logistic Regression), we found that K-NN gives the best performance among the

others. All the listed results in the next sections are obtained using the K-NN algorithm. We com-

pare the obtained performance of our model with different models including the baseline machine

learning algorithms (SVM, KNN, MNB, GNB) and SOTA approaches applied on these datasets.

Furthermore, we study the influence of the number of ranked tweets and the dimension of features

on the performance of the proposed framework.

6.5.1 Datasets

• Stanford Twitter sentiment (STD) 1 known also as Sentiment140 dataset introduced by Go et al.

[221]. The STD corpus contains STD-train and STD-test subsets which contain 1,6 million

tweets labeled into positive, negative, and neutral sentiment tweets. The STD-test set consists

only of 182 positive, 177 negative, and 139 neutral tweets and STD-train consists of 248 576

positive and 800 000 negative tweets. For our experiments, we extract a subset of tweets from

STD-train containing only 8000 tweets equally divided into positive and negative.

• Stanford Sentiment Gold Standard (STS-Gold) 2 dataset constructed by Saif et al. [222] which

is extracted from the original Stanford Twitter corpus using AlchemyAPI3 online service. It

contains 2034 positive and negative tweets annotated manually by three graduate students.
1Available at http://help.sentiment140.com/
2Available at https://www.kaggle.com/divyansh22/stsgold-dataset/
3http://www.alchemyapi.com/
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This dataset takes into account the associated semantic concept class such as the city, person,

etc.

• SemEval2014 Task9 (SemEval14) 4 provided in the Semantic Evaluation of Systems challenge

SemEval-2014 for the Twitter sentiment analysis task (task 9) [223]. The original SemEval

dataset contains three subsets: training, development and test with a total of 20K tweets. The

dataset was annotated manually by Amazon Mechanical Turk workers into positive, negative,

and neutral labels. For applying our framework, we removed the neutral labels to have in total

3263 positive and 1351 negative sentiment labels.

• Sentiment Strength Twitter (SentiStrength) 5 introduced in [224] to evaluate SentiStrength for

sentiment strength detection on social web. The dataset contains 4242 tweets manually anno-

tated in positive and negative labels where the positive strength range between 1 (not positive)

and 5 (extremely positive) and the negative strength is a number from -1 (not negative) to -5

(extremely negative). In this work, we re-annotate the labels following the methodology pro-

posed in [222]. Thus, we assign only two labels: positive and negative. For that, we consider

a tweet as positive if its positive sentiment strength is 1.5 times higher than the negative one,

and negative otherwise. We obtain 1,037 negative and 1,252 positive tweets.

6.5.2 Comparison with baseline models

In this subsection, we present a comparison of the proposed SSD-RM with baseline models

such as Support Vector Machines (SVM), K-Nearest Neighbors (KNN), Multinomial Naive Bayes

(MNB), and Gaussian Naive Bayes. We evaluate these models according to the Accuracy, Preci-

sion, Recall, and F1-measure. We display the results obtained for the four datasets (STD, STS-

Gold, SemEval14, SentiStrength) in Table 6.1. In all datasets, SSD-RM achieves the best perfor-

mance. Therefore, in this study, our proposed method was able to increase the performance of

sentiment classification up to 80% accuracy for STD, STS-Gold, and SemEval14 datasets, and for

SentiStrength corpus around 70% accuracy. In terms of precision, recall, and F1-measure, SSD-

RM outperforms the other baseline models for all the datasets except for SemEval14 where SVM
4Available at https://alt.qcri.org/semeval2014/task4/index.php?id=data-and-tools
5Available at http://sentistrength.wlv.ac.uk/documentation/
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achieves a precision of 97.10%. The differences between SSD-RM and the other tested models are

statistically significant: using student’s t-test, p-values are between 0.025 and 0.018 for the STD

dataset, in the range of [0.0003, 0.035] for STS-Gold, and between 0.00057 and 0.00037 for both

SemEval14 and SentiStrength datasets.

Table 6.1: Classification results obtained by SSD-RM and baseline models (SVM, KNN, MNB,
GNB) for the selected datasets: STD, STS-Gold, SemEval14, SentiStrength.

Dataset SVM KNN MNB GNB SSD-RM

STD Accuracy 84.15 79.70 84.05 84.05 84.93
Recall 61.69 61.42 61.82 61.29 62.56

Precision 96.48 91.72 96.38 96.31 96.32
F1-measure 74.26 73.57 74.33 74.10 74.58

STS-Gold Accuracy 76.41 71.20 64.11 54.17 80.72
Recall 54.35 62.50 43.54 46.13 58.56

Precision 42.64 38.26 41.39 80.1 59.66
F1-measure 47.80 47.46 42.44 60.9 58.3

SemEval14 Accuracy 71.50 63.54 69.6 53.83 81.04
Recall 57.60 59.19 57.64 61.79 61.08

Precision 97.10 77.72 94.01 60.46 91.6
F1-measure 72.31 67.22 71.43 61.12 72.86

SentiStrength Accuracy 62.39 58.77 62.50 56.79 77.23
Recall 55.43 55.22 54.33 59.35 59.51

Precision 76.64 69.60 76.46 53.03 82.83
F1-measure 64.33 61.70 63.73 56.01 69.07

In Table 6.4, we compare our proposed model with other RM models based on multiple Bernoulli

[214], multinomial, and smoothed Dirichlet [89] so-called M-RM, B-RM, and SD-RM, respec-

tively. We considered different sparsity rates for the four datasets where sparsity score is defined

as the number of zero values in the document collection divided by the total number of words.

The classification results demonstrates that SSD-RM outperforms all the other related models with

different sparsity rates which shows the importance to consider the Smoothed Scaled distribution

for the retrieval model. We show also in Table 6.4, that under five different rates, the proposed IR

system outperforms always the other tested methods including the M-RM, B-RM, and SD-RM for
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the four considered datasets. The sparsity rates are chosen with respect to the vocabulary dimension

in the datasets as demonstrated in Table 6.4. We notice that all the four datasets are highly sparse

even with low dimension. For example, the sparsity rate for STD datsetset is equals to 97.06 for

50-dimensional features. Thus, our proposed IR approach are able to deal with sparsity issue and

offers competitive performance in handling sparse data comparing to the other language models.

6.5.3 Comparison with other published results

We consider different related-works to compare the results with the ones obtained by our pro-

posed framework: SABIR [194], Colette et al. [225], Silva el al. [200], Saif el al. [222], (GloVe-LR,

GloVe-SVM, GloVe-DCNN) [201], and (BOW-SVM, BOW-LR) [226]. These approaches can be

categorized into two main groups: deep neural networks and machines learning algorithms. Also,

the machines learning approaches have considered two different types of feature extractions. The

information retrieval methods are based on feature engineering and the other algorithms have used

the BOW structure for text representation. We display, in Figure 6.2, the results of accuracy of

the different models applied on STD, STS-Gold, SemEval14, and SentiStrength datasets. On the

STD and SemEval14 datasets, SSD-RM achieves the second best results where the outperformed

approaches GloVe-DCNN and GloVe-LR apply deep convolutional neural network for word repre-

sentation. In fact, our proposed approach incorporates retrieval information in the framework and

feature engineering while the compared models consider co-occurrence matrices. On SentiStrength

dataset, our proposed SSD-RM outperforms the other related-works where the two least performing

approaches apply BOW structure for word representation. This mention how the IR achieves better

in classifying sentiment tweets. For STS-Gold, we found that SSD-RM outperforms both the deep

convolutional neural network and also the BOW-SVM method which validate our hypothesis that

underline the advantage of constructing the new features from the top ranking tweets. Even so,

SSD-RM presents the second best result comparing to the SABIR approach which employs as well

an information retrieval system for sentiment classification.
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Table 6.2: Classification results comparing the proposed SSD-RM against the retrieval models based
on Multinomial (M-RM), Multiple Bernoulli (B-RM), and Smoothed Dirichlet (SD-RM) under dif-
ferent sparsity rates.

Sparsity (%) M-RM B-RM SD-RM SSD-RM

STD
97.06 61.12 70.08 70.01 84.93
97.95 62.62 58.50 66.87 83.15
98.64 69.56 70.75 70.12 82.00
98.93 65.56 70.08 70.25 83.06
99.14 65.25 70.68 70.64 82.18

TS-Gold
96.59 60.56 59.82 60.68 76.28
97.56 56.14 60.12 58.10 78.25
98.34 57.01 57.73 61.30 77.03
98.72 57.24 54.54 61.67 78.13
98.96 61.67 55.77 61.42 78.99

SemEval14
96.13 60.35 55.25 60.72 77.95
97.42 63.01 63.12 62.01 78.23
98.34 61.15 57.81 61.46 79.08
98.72 63.65 56.60 62.03 79.63
98.93 61.86 63.51 63.03 79.66

SentiStrength
96.22 53.62 50.53 48.90 73.90
97.53 53.39 53.72 54.16 78.61
98.42 52.19 53.17 55.48 74.67
98.78 46.27 51.97 52.52 72.47
98.98 50.01 46.60 56.68 77.35
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(a) STD (b) STS-Gold (c) SemEval14

(d) SentiStrength

Figure 6.2: Accuracy results for the state-of-the-art and SSD-RM

6.5.4 Features performance

We now evaluate the influence of some parameters on the proposed model. We study the per-

formance of SSD-RM in terms of the number of ranking top tweets and the feature dimensions

of words. Figure 6.3 displays the accuracy scores of SSD-RM in terms of the number of top-

ranked tweets. We varied the number of top retrieved tweets from 10 to 1000 for all the considered

datasets. We notice that increasing the number of retrieved tweets gives more classification perfor-

mance where the best results for the four datasets is around 200. It is clear from Figure 6.3 that

after a number of 800 ranked tweets, the performance decreases. This indicates that the more the

number of retrieved tweets is important, the less useful the information extracted from the generated

features will be useful. Moreover, we evaluate the execution time of our model in terms of feature

dimension (see Table 6.3). As we mentioned before in the pre-processing step, we represent words

using tf-idf before applying the IR system. We considered features of dimension 50, 100, 200, 500,

and 1000. We notice that the higher the feature dimension, the greater is the decrease of accuracy,

and the greater the execution time. The best results obtained for STD, STS-Gold, and SentiStrength

are for around 100-dimensional features and 50 dimension for SemEval14.
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Figure 6.3: Evaluation of SSD-RM in terms of number of ranking top tweets

Table 6.3: Feature influence on time, sparsity, and accuracy for SSD-RM.

Dataset Features 50 100 200 500 1000
STD

Accuracy 84.93 83.15 82 82.37 82.12
Time (sec) 241.82 250.33 267.27 305.08 403.88

sparsity (%) 97.06 97.95 98.64 99.25 99.56

STS-Gold
Accuracy 80.43 80.72 75.92 79.35 77.48
Time (sec) 64.68 65.6 73.12 88.12 121.62

sparsity (%) 96.60 97.50 98.33 99.10 99.45

SemEval14
Accuracy 81.04 79.49 79.08 77.98 79.58
Time (sec) 330 327.42 363.89 419.63 515.3

sparsity (%) 96.11 97.47 98.33 99.07 99.43

SentiStrength
Accuracy 76.86 77.23 77.19 75.76 74.89
Time (sec) 81.59 84.09 89.64 105.72 153.03

sparsity (%) 96.22 97.57 98.39 99.15 99.46
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Table 6.4: Evaluation of SSD-RM in terms of different sparsity rates using randomly generated
sparse data

Dataset Sparsity rates 25% 50% 75% 90%
STD Accuracy 96.12 96.18 81.93 80.31

Recall 65.71 65.83 66.01 65.91
Precision 92.24 91.83 79.69 79.33

F1-measure 75.72 76.63 72.21 72.01

STS-Gold Accuracy 91.52 90.62 77.14 76.65
Recall 63.78 62.41 57.38 50.01

Precision 69.84 73.71 54.64 60.25
F1-measure 66.67 60.51 55.98 54.64

SemEval14 Accuracy 89.81 87.81 78.11 78.71
Recall 64.27 64.99 59.68 59.85

Precision 87.28 84.45 93.95 93.31
F1-measure 74.03 73.45 72.99 72.92

SentiStrength Accuracy 92.6 91.73 75.21 73.56
Recall 63.60 63.96 61.37 62.53

Precision 86.13 84.03 72.91 67.72
F1-measure 73.23 72.63 66.65 65.02
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In Table 6.4, we evaluate the SSD-RM approach in terms of sparsity rates. We mixed a random

generated sparse data with each Twitter dataset while varying the sparsity rates and considering the

feature dimensions as fixed (1000). It is clearly shown in Table 6.4 that evaluation metrics including

accuracy, recall, precision, and F1 measure decrease when sparsity rates are more important. We

note the influence of the sparsity on the performance of the retrieval model. Even though the sparsity

rates of the data are enormous, the proposed model is able to achieve good performance.

6.6 Conclusion

This chapter presented a new sentiment analysis approach. The proposed approach was based

on an IR system and a probabilistic-based model. We first introduced a new distribution defined in

a smoothed simplex that was able to handle sparse data namely “Smoothed Scaled Dirichlet”. We

proposed an information retrieval approach integrating the SSD and the ranked model principle. The

SSD-RM was considered for the purpose of classifying sentiment tweets. Hence, we introduced a

sentiment based information retrieval framework that considers a subset of the tweets as queries and

generated new features from IR system. The proposed model achieves good results when applying

them on four sentiment tweets datasets: STD, STS-Gold, SemEval14, and SentiStrength. We proved

the outperformance of our proposed model SSD-RM by comparing the results against the baseline

models and the related-works approaches. In a future direction, this work could open different

scopes for exploration. Indeed, we can deal with data representation as a first step and integrate

instead a deep convolutional neural network approach for that purpose. Further, it is interesting to

consider other applications than sentiment analysis and takes into account multi-classification.
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Chapter 7

Sparse adaptive Bayesian multinomial

estimation using vocabulary knowledge

Popularity of count data is accompanied by its challenging nature such as high-dimensionality

and sparsity. Multinomial distribution and extensions are widely applied for modeling data with

multivariate count sequences where smoothing the parameters of multinomial distributions is an

important concern in statistical inference tasks. This chapter considers the strength of estimating

multinomial parameters based on Bayesian methodology using two different hierarchical priors.

Respect of this, we propose first a probabilistic approach using a hierarchical generalized Dirichlet

prior for sparse multinomial distributions. Our technique builds up on Bayesian knowledge over

large discrete domains represented by subsets of feasible outcomes: observed and unobserved. This

model allows us to predict the new outcomes based on the preceding data generated from a multi-

nomial distribution. Second, we present another smoothing prior for the Multinomial Naive Bayes

classifier which takes advantage of the Beta-Liouville distribution for the estimation of the multino-

mial parameters. Dealing with sparse documents, we exploit vocabulary knowledge to define two

distinct priors over the “observed” and the “unseen” words. We analyze the problem of large-scale

and sparse data by enhancing Multinomial Naive Bayes classifier through smoothing the estimation

of words with a Beta-scale. We evaluate the sparse generalized multinomial over large benchmarks
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associated with emotion prediction through two different experiments results in competitive perfor-

mance. The first experiment reveals predicting emotions in poetry context from English and German

dictionaries. The second experiment concerns analyzing flow of emotions related to natural disas-

ters. Next, the novel Beta-Liouville Naive Bayes with vocabulary knowledge is evaluated on two

different challenging applications with sparse and large-scale documents namely: emotion intensity

analysis and hate speech detection. Experiments on real-world datasets show the effectiveness of

our proposed classifier compared to the related-work methods.

This chapter includes two manuscripts and organized as follows. Section 2 introduces the first

approach published in International Conference on Advanced Data Mining and Applications. Sec-

tion 3 provides the second manuscript published in the International Conference on Document Anal-

ysis and Recognition. We conclude the two contributions in Section 4.

7.1 Sparse Generalized Dirichlet Prior based Bayesian Multinomial

estimation

Data with multivariate count sequences known also as count data abound in many statistical

domains including language modeling, political sciences, financial studies, and biology [7, 227,

109, 108]. In this perspective, modeling count data has gained a great attention where the multino-

mial distribution has been known as the classical model considered for this type of data. However,

this distribution was not robust enough to deal with the challenges of count data including sparsity,

burstiness, and overdispersion [69]. Improving estimates over multinomial approach leads to in-

corporate Bayesian knowledge using conjugate priors such as the well-known Dirichlet-compound-

multinomial (DCM) [22]. The DCM has been effectively applied in artificial intelligence where it

has been considered as a key model in various domains including probabilistic graphical models

[228], smoothing methods for language models [81], and topic modeling [229]. While in other line

of research, methods address the problem of choosing the Dirichlet prior under a mean-squared error

criterion [230, 231] and additional employments of the Dirichlet prior for the multinomial proba-

bilities [232]. Going beyond the difficulties and the weak properties of the Dirichlet prior, more

flexible priors have been introduced in [27] where the generalized Dirichlet has been considered to
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build the multinomial generalized Dirichlet mixture model. Besides, the Beta-Liouville which be-

longs to the multivariate Liouville family is a conjugate prior to the multinomial distribution [102].

A recent count data modeling approach has adapted the scaled Dirichlet [103] and the shifted-scaled

Dirichlet [126] as conjugate priors to propose statistical frameworks for clustering count data.

Despite all the significant contributions to the modeling of count data, all the above mentioned

research works have considered smoothing the multinomial parameters and integrating it out to

define a new distribution based on the parameters of the conjugate prior. Unfortunately, there are

no considerable research works for modeling sparse count data while keeping the estimation of

multinomial cell probabilities. With respect to statistical language processing, in the context of pa-

rameter estimation for multinomial cell probabilities [233, 234], Bayesian approaches that employ

weak prior knowledge generally face the problem of sparseness and high-dimensionality. In this

context, the probability of characters was assigned to subsets of different cardinalities (small, large

and moderates size of alphabets) using natural law [235]. Estimating sparse multinomial parameters

using Dirichlet prior have been considered in [236, 237]. In the work of [237], authors address the

problem of large corpora in natural language application when distributions were mostly assigned

to words that were not seen in the training set. They propose a Bayesian approach considering a

hierarchical Dirichlet prior for multinomial distribution over exponential hypothesis each of which

represents a set of feasible outcomes. In [236], the matter of uncertainty in vocabularies was ad-

dressed to give more flexibility with regards to the method of Friedman and Singer [237].

Meanwhile, the Dirichlet prior employed in [237] and [236] favors the sparsity due to the def-

inition of proportions in the unit simplex using only one shape parameter. In this regards, sparse

outcomes will be assigned low values of shape parameter which leads to prior probabilities located

in the corner of the simplex implies to have only small or large probabilities. Consequently, the

generalized Dirichlet (GD) distribution defined by [28, 124, 55] has been proposed to smooth this

property through two shape parameters and a more general covariance which shows good capa-

bilities for describing proportional data. The GD distribution was introduced as conjugate prior

for multinomial distribution to model count data [27]. This distribution arises in various contexts

including: Bayesian life-testing problems [55], medical applications such as analysis of acute lym-

phoblastic leukemia [238], and computer vision like unusual events prediction [239].
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In the context of sparse multinomial estimation, there are no recent works even though the inter-

esting utilities in Bayesian statistics, language modeling, graphical models, etc. Motivated by these

facts, we propose a novel sparse generalized Dirichlet prior based Bayesian multinomial estimation

over large discrete domains. We define prior over exponential hypothesis using vocabulary knowl-

edge; each of which represents a set of feasible outcomes for seen and unseen words. In this work,

we consider two different benchmarks to evaluate our proposed approach. A sparse dictionary of

German and English poetry where we predict the emotion revealed by each line and the second

database concerns tweets allowing us to analyze the flow of emotions related to natural disasters.

7.1.1 Preliminary definitions

With L categories, let X⃗ be a vector with cell counts (N1, . . . , NL) that follows a multinomial

distribution with parameters (θ1, . . . , θL) where Nd represents the number of times in which the

d-th category is observed. The probability density function can be represented as follows:

p(X⃗|Θ) =
N !

N1! . . . NL!

L∏
d=1

θNd
d (161)

where N is the total number of observations.

Assuming a Dirichlet distribution as prior over Θ and using Bayes rule, the posterior density

function is given by:

p(Θ|X⃗) ∝ p(X⃗|Θ)p(Θ|α⃗) ∝
L∏

d=1

θNd+αd−1
d (162)

Using the Dirichlet prior, the expected θ̂d is then given by:

θ̂d =
αd +Nd∑L
d=1 αd +N

(163)

From a predictive Bayesian perspective, the posterior predictive distribution describing beliefs

about future observations X̃ is given by:

p(X̃|D,M) =

∫
Θ
p(X̃|Θ,M)p(Θ|D,M)dΘ (164)
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where D is the observed data, M is the model described with the parameters Θ and p(Θ|D,M) is

the posterior distribution for the model parameters.

Given that generalized Dirichlet (GD) distribution is conjugate to the multinomial distribution, a

GD prior over Θ is characterized with hyperparameters (α1, . . . , αL−1, β1, . . . , βL−1) as following:

p(Θ) =

L−1∏
d=1

Γ(αd + βd)

Γ(αd)Γ(βd)
Θαd−1

d (1−
d∑

j=1

Θj)
δd (165)

where δd = βd − αd+1 − βd+1, d = 1, . . . , L− 2 and δL−1 = βL−1 − 1.

Considering this GD prior, the prediction of initial value of X is :

p(X1 = d) =
αd

αd + βd

d−1∏
j=1

βj
αj + βj

(166)

Given that if the prior is a GD with hyperparameters α1, . . . , αL−1, β1, . . . , βL−1, then the

posterior is a GD with hyperparameters α′
1, . . . , α

′
L−1, β

′
1, . . . , β

′
L−1 (where α′

d = αd + Nd and

β′
d = βd +

∑L
i=dNi), the prediction for XN+1 is as follows:

p(XN+1 = d) =
αd +Nd

αd + βd + nd

d−1∏
j=1

βj + nj+1

αj + βj + nj
(167)

where nd =
∑L

i=dNi.

7.1.2 Generalized sparse multinomial

We present in this work a new Bayesian approach for sparse multinomial distribution. Our

technique builds up on proposing a new hierarchical prior namely the generalized Dirichlet for the

sparse multinomial distribution. We define the new sparse multinomial estimation on two subsets of

outcomes: observed and unobserved. The basic strategy of this work can be stated as predicting a

new outcome X⃗N+1 given D = {X⃗1, . . . , X⃗N} drawn from an unknown multinomial distribution.
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The Bayesian estimate given a prior over the multinomial distribution can be represented as:

p(X⃗N+1|D) =

∫
Θ
p(X⃗N+1|Θ)p(Θ|X⃗1, . . . , X⃗N ) dΘ (168)

where p(Θ|X⃗1, . . . , X⃗N ) can be obtained using Bayes theorem:

p(Θ|X⃗1, . . . , X⃗N ) ∝ p(D|Θ) p(Θ) ∝ p(Θ)

L∏
d=1

θNd
d (169)

where p(Θ) is the prior probability of a given Θ.

We note the total vocabulary Σ where a random selection of a subset dictionary V = Σ′ is

consistent with training text data only if it contains all the occurrences d for which Nd > 0 where

(Σ′ ⊆ Σ). Hence, we refer by Σo the set of observed words and ko = |Σo|.

Given now, a GD prior over possible multinomial distributions for only the observed words with

the same hyper-parameters α, β for each word in the vocabulary V (∀d αd = α, βd = β). Thus,

we define the following prior:

p(Θ|V ) =
[ Γ(α+ β)

Γ(α)Γ(β)

]|V | L−1∏
d=1

Θα−1
d (1−

d∑
j=1

Θj)
−α (170)

where k = |V |, k = 1, . . . , L− 1.

Considering the fact that θd = 0 for all d /∈ V and using equations 165 and 167, we have:

p(XN+1 = d|X1, . . . , XN , V ) =


α+Nd

α+β+nd

∏d−1
j=1

β+nj+1

α+β+nj
If d ∈ V

0 otherwise
(171)

Now, if we use the matter of the uncertainty in vocabularies, this will reflect to expect having

words outside the vocabulary. Thus, we assume having a specific probability for the unseen words.

First, we define two different priors for all the categories of the set V . Let k be the size of V and

assuming a prior that gives equal probability to all the sets with same cardinality.

Given Bayesian multinomial estimation properties, the posterior predictive distribution of a new
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outcome given the training data D is defined as follows:

p(XN+1 = d|D) =
∑
V

p(XN+1 = d|D,V )p(V |D) (172)

=
∑

V,|V |=k

p(XN+1 = d|D,V )p(V = k|D)

where, using Bayes theorem, p(V = k|D) is given by:

p(V = k|D) =
p(D|V = k)p(V = k)∑
k′ p(D|V = k′)p(V = K ′)

(173)

∝ p(D|V = k)p(V = k)

∝
∑

D,|V |=k

p(D|V )p(V |k)p(V = k)

Next, we assume that we are given the distribution p(V |k) for k = 1, . . . , L − 1. So, the prior

over sets is:

p(V |k) =
(
L− 1

k

)−1

(174)

For simplicity purpose, we suppose p(V = k) is the same for all sets of size k that contains Σo.

Besides, using Bayes rule we can simplify the prediction of XN+1. As there are two cases where

any set V has non-zero posterior probability (d ∈ Σo)

p(XN+1 = d|D) =
α+Nd

α+ β + nd

d−1∏
j=1

β + nj+1

α+ β + nj

∑
V,|V |=k

p(V = k|D) (175)

=
α+Nd

koα+N

d∏
j=1

β + nj

α+ β + nj

koα+N

β +N∑
k

p(D|V )p(V |k)p(V = k) If d ∈ Σo

To simplify the prediction, we move outside the summation terms that doesn’t depend on k.
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Thus, we need to estimate only:

S(D,L) =
koα+N

β +N

∑
k

p(D|V )p(V |k)p(V = k) (176)

where S(D,L) is considered as the scaling factor and the probability mass assigned to the observed

outcomes. Hence, we assign the probability (1− S(D,L)) to unseen words given the training data

where d /∈ Σo.

Taking advantages of GD properties as a conjugate prior for multinomial distribution for the

case of Σo ⊆ V , then we can express the following:

p(D|V ) =

∫
Θ
p(D|Θ)p(Θ|V )dΘ (177)

=
[ Γ(α+ β)

Γ(α)Γ(β)

]|V | ∏
d∈Σo

Γ(α+Nd)Γ(β + nd+1)

Γ(α+ β +Nd + nd+1)

Therefore, using the previous equations, we conclude:

p(D|V )p(V |k) =

(
L− 1

k

)−1[ Γ(α+ β)

Γ(α)Γ(β)

]|V |=k ∏
d∈Σo

Γ(α+Nd)Γ(β + nd+1)

Γ(α+ β +Nd + nd+1)
(178)

Sampling a random combination to obtain the possible summation over the subsets V , we have

∑
k

p(D|V )p(V |k) =

(
L− 1− ko

k − ko

)(
L− 1

k

)−1 Γ(α+ β)k

Γ(α)kΓ(β)k∏
d∈Σo

Γ(α+Nd)Γ(β + nd+1)

Γ(α+ β +Nd + nd+1)

=

[
(L− 1− ko)!

(L− 1)!

∏
d∈Σo

Γ(α+Nd)Γ(β + nd+1)

Γ(α+ β +Nd + nd+1)

]
k!

(k − ko)!

Γ(α+ β)k

Γ(α)kΓ(β)k
(179)

As the term in the square brackets does not depend on the choice of k, we cancel it out to give rise

to the proposed equality:
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p(V = k|D) =
mk∑

k′≥k0 m
′
k

(180)

where

mk = p(V = k)
k!

(k − ko)!

Γ(α+ β)k

Γ(α)kΓ(β)k
(181)

Therefore, the scaling factor is expressed as the following:

S(D,L) =
( L−1∑

k=ko

koα+N

β +N
mk

)( ∑
k′≥k0

mk′

)−1
(182)

Thus, the simplified prediction probability can be defined as:

p(XN+1 = d|D) =


α+Nd
koα+N

∏d
j=1

β+nj

α+β+nj
S(D,L) If d ∈ Σo

1
L−ko (1− S(D,L)) If d /∈ Σo

(183)

7.1.3 Experimental results

Human emotions pose a quite set of challenges that facial expressions are not enough to under-

stand the expressing issues of human being. Concerned about the verbal communication, there is

a room for textual information that provides more thoughts about people’s opinion and sentiment.

So far, limited efforts have focused on sentiment analysis from poetry content for instance poems

and books. In this work, we approach the sentiment analysis from various text contents such as

poems and messages. Our objectives are to deal with the challenges of text documents that are

usually represented with bag-of-words structure (count data) which leads to the sparseness and the

high-dimensionality issues. For instance, we consider two challenging applications namely emotion

prediction in poetry context and modeling the flow of emotions related to natural disasters.
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7.1.4 Emotion prediction in poetry context

In this section, we evaluate the proposed generalized sparse multinomial (GSM) model on public

dataset: PO-EMO [1]. The PO-EMO dataset is a collection of German and English language po-

ems which enables modeling aesthetic emotions in poetry. The German corpus contains 158 poems

with 731 stanzas written by 51 authors during the period of 1575–1936. The considered poems are

extracted from ANTI-K website1 which provides a platform for student to help them upload edited

poems for class including author names, year of publications, poetry topic, and literary epochs.

Regarding English dataset, it contains 64 poems (174 stanzas) collected from Project Gutenberg2

which contains a bunch of eBooks freely available sorted by author, title, topic, language, etc. The

two poetry corpora consider emotions elicited in the reader rather than expressed in the text or ex-

pected by the author. The emotions are annotated within the context of the whole poem by literary

graduate students. Each line is annotated with two labels among the set of considered emotions:

Beauty / Joy, Sadness, Uneasiness, Vitality, Awe / Sublime, Suspense, Humor, Annoyance, and

Nostalgia (not available in the German data) where the frequencies of these emotions are listed in

Table 7.1. We can notice from the Table 7.1 that ”Beauty / Joy” and ”Sadness” are the dominant

emotions and the remaining are infrequent which makes this dataset more challenging and interest-

ing to explore the effectiveness of the new sparse multinomial model. It is worthy to mention also

that there are no major difference in the emotion frequencies regarding the first annotation and the

second one. For that, we consider in our experiments only the first annotation.

The experiments were preformed on Windows 10, an Intel Xeon E-2144G CPU model with

a 32 GB RAM and 64-bit operating system. We implemented in Python 3.7 the GSM approach

proposed in section 7.1.2, the sparse-multinomials proposed in [237, 235] and [236] for comparison

experiments. We consider in our experiments vocabularies with different cardinalities, we give an

example of the generated set of words with L = 300 for the German and English corpus in Figure

7.1.

In view of evaluating the effectiveness of the proposed generalized sparse multinomial model,

we target a challenging scenario in terms of predicting emotions in poetry context. We split the
1https://lyrik.antikoerperchen.de/
2https://gutentag.sdsu.edu/
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Table 7.1: Emotions frequencies for each annotator in the German and English dictionary [1]

Annotation 1 Annotation 2
Vocabulary English German English German
Beauty / Joy .31 .30 .26 .30

Sadness .21 .20 .20 .18
Uneasiness .15 .19 .15 .18

Vitality .12 .11 .18 .13
Awe / Sublime .07 .06 .07 .06

Suspense .04 .07 .07 .08
Humor .04 .05 .04 .05

Nostalgia .03 — .03 —
Annoyance .03 .04 .02 .02

Figure 7.1: Generated set of words for German and English poems

data into training/testing sets using different ratios (90/10, 80/20, 70/30, 60/40) where each vector

X⃗i is a line in the poem corpus. First, we train the model on the training data for the purpose of

predicting the poems of the testing set. We represent each poem line as vector of words and we

assign a probability for each coming word. If the word is not observed in the context of the previous

words, the new word is expected to occur with a specific probability mass. Next, we apply the

multinomial mixture clustering on the predicted data to recognize the emotions. We consider the

predictive distributions as the multinomial parameters and based on the Bayes rule, we choose the

emotion label c corresponding to the poem line X⃗i given by:

p(c|D, θ⃗c) = p(X⃗N+1, . . . , X⃗N+T |c)πc (184)
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where {πc}Cc=1 are the mixing weight coefficients, and p(X⃗N+1, . . . , X⃗N+T |c) is the c-th probabil-

ity density function (pdf) of the multinomial distribution that corresponds to the emotion c.

We evaluate the impact of the hyperparameters of the proposed approach using as evaluation

metric accuracy and F1-micro scores for comparison analysis. We mention that we assumed that

parameters α and β are the same for all the d symbols. Thus, the choice of these parameters will

be empirical. For that, we consider three hypothesis: when α and β are equals, when β = 2,

α ∈ [0.1, 3], and when α = 2, β ∈ [0.1, 3]. From Figure 7.2, we can deduce the great impact

of the parameters α and β on the generalized sparse multinomial and how interfere the relations

between the two parameters on the resolution of the model. For the German corpus, we reach the

highest accuracy performance when α < β but for the English data, the better result is achieved

when α = β. Thus, we conclude that there are no strict relation or value for the parameters and the

superior performance is achieved through empirical observations.

Figure 7.2: Impacts of α and β of the effectiveness of the GSM model

Other important parameters which affect the results are the size of the vocabulary L and the

cardinality of the predicted outcomes set T . Besides, we mention that we consider two different

priors for the word size: an exponential prior p(S = k) = ϵk, and a polynomial prior p(S = k) =

k−ϵ, where ϵ = 0.9. Figure 7.3 presents the alteration of the accuracy percentages in terms of L

and T . We can see clearly that the performance fluctuates slightly with respect to the size of the

vocabulary while it drops quickly with the number of the predicted outcomes. For L = 200 and

T = 50, the GSM achieves the best performance for the two corpora and it should also be underlined

that the proposed model is more capable when the prior for the word size is exponential. We mention
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also that the best results are obtained on a corpus with the total number of words N = 14, 440. The

difficulty of this model occurs when the number of the future outcomes are important. Indeed, this

is due to the fact that the prediction of XN+t is based on the preceding prediction p(XN+t−1).

Figure 7.3: Illustration of the emotion prediction results within German and English corpus for
different values of L (size of the vocabulary) and T (size of the testing set) using two priors: P (V =
k) exponential and polynomial.

The comparison of our proposed model to the baseline methods are summarized in Table 7.2.

We refer to the Ristad approach: the model proposed in [235], sparse multinomial: Friedman and

Singer’s method [237], and the Bayesian sparse multinomial: Griffiths’s approach [236]. The entire

experiments are averaged over 10 times of running the algorithms. We compare also with BERT

model (DBMDZ) applied on the German corpus for line-level in [1]. As illustrated in Table 7.2, the

proposed generalized sparse multinomial outperforms all the other related-works on two corpora.

The flexibility of the generalized Dirichlet prior gives advantages to the model which results in

better performance.
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Table 7.2: Comparative results for Line-level emotion prediction

German English
Model Accuracy F1-micro Accuracy F1-micro

Ristad approach .33 .28 .36 .25
Sparse multinomial .33 .31 .37 .27

Bayesian sparse multinomial .34 .31 .39 .21
BERT-DBMDZ [1] - .420 - -

Generalized sparse multinomial .50 .425 .58 .419

7.1.5 Modeling the flow of emotions related to natural disasters

We investigate the performance of the proposed Generalized sparse multinomial (GSM) ap-

proach on the second application where we consider, CrisisNLP, a crisis corpora collection [145].

The CrisisNLP corpora contains tweets messages related to different natural disasters like earth-

quake, floods, and infectious disease. In this work, we consider the 2013-Pakistan earthquake

database which contains 156,905 tweets messages related to 9 different emotions categories namely:

“Injured or dead people”, “Missing, trapped, or found people”, “Displaced people and evacuations”,

“Infrastructure and utilities damage”, “Donation needs or offers or volunteering services”, “Caution

and advice”, “Sympathy and emotional support”, “Other useful information”, “Not related or irrel-

evant”. This corpora presents two important challenges as the datasets have high class imbalance

and collected messages are introduced as short texts which increase the sparsity problem. For pre-

processing, the bag-of-words approach is used to represent the tweets messages as count vectors.

We represent each short text “tweets” as an L-dimensional count vector. We display in Figure 7.4 an

example of generated vocabulary from the 2013-Pakistan earthquake database with size L = 600.

We evaluate the influence of the vocabulary size and the size of testing set on GSM approach

and the related works such as Ristard approach (Rt), sparse multinomial (SM), and Bayesian sparse

multinomial (BSM). We note from Figure 7.5 the outperformance of GSM with regards to other

approaches. We mention that in terms of high-dimensionality (high vocabulary size), the GSM

model is able to predict emotions with outsanding performance. It is noteworthy to mention also that

the more the vocabulary size is important the more the data is sparse. Thus, the proposed approach

succeeds to tackle the challenge of sparsity which proofs the effect of including the vocabulary

knowledge for the unseen words. In addition, comparing the GSM with approaches that consider
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Figure 7.4: Vocabulary words of 2013-Pakistan earthquake database

the knowledge of unseen words as the SM and the BSM, the GSM achieves the best performance

owing to the special characteristics of the generalized Dirichlet prior. Considering the size of testing

set, we refer that 200 is 20% of the dataset for testing and 80% for training, 300 represents 30% for

testing and 70% for training. We point out that the performance of GSM drops after the size of 600

which is a consequence of the training set is only 30% of the dataset. For that, the performance is

affected by the size of the testing-training set of the database.

Figure 7.5: Evaluation results of the proposed GSM and comparison with related multinomial-based
models in terms of L (vocabulary size) and T (size of testing set)

In Table 7.3, we compare our proposed method in terms of accuracy percentage with the other

related multinomial-based models namely: multinomial distribution, Dirichlet compound multi-

nomial (DCM), generalized Dirichlet multinomial (GDM) that are different to Ristard approach

(Rt), sparse multinomial (SM), and Bayesian sparse multinomial (BSM). DCM and GDM considers
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smoothing the multinomial parameters with Dirichlet and generalized Dirichlet priors respectively

without Bayesian vocabulary knowledge. These models are not able to deal with this nature of

data due to the sparsity and the high-dimensionality issues which demonstrate the effectiveness of

including a hierarchical prior with vocabulary knowledge to estimate sparse multinomial.

Table 7.3: Accuracy results on Pakistan earthquake dataset using different multinomial-based mod-
els

Models Accuracy scores
Multinomial 23.81

DCM 28.76
GDM 38.49

Ristard (Rt) 41.79
Sparse Multinomial (SM) 43.91
Bayesian Sparse (BSM) 44.44

Generalized Sparse (GSM) 70.26

7.2 Sparse Document Analysis using Beta-Liouville Naive Bayes with

Vocabulary Knowledge

Multinomial Naive Bayes (MNB), mostly used for document classification, is known to be an

effective and successful solution [240, 241, 242]. The MNB algorithm is based on Bayes’ theorem

where the probability of document is generated by multinomial distribution. The strength of this

approach lies in the inference speed and the principle of classifying new training data incremen-

tally using prior belief. The MNB was largely applied to sentiment analysis [243], spam detection

[244], short text representation [245], and mode detection [246]. However, assuming the features

to be independent still presents a limitation for its deployment in real-life applications. Given this

central problem in text retrieval, different solutions have been proposed to improve the performance

of MNB classifier. Some of these solutions are based on weighting heuristics as in [69], words are

associated with term frequencies where common words are given less weight and rare words are

152



accorded to an increased term. Other transformations are based on word normalization such as doc-

ument length normalization to reduce the influence of common words [247]. Indeed, the most popu-

lar heuristic transformation applied to multinomial model is the term-frequency inverse-document-

frequency (TF-IDF) associated with log-normalization for all the documents which makes them

have the same length and consequently the same influence on the model parameters. Additional

alternatives have been applied to enhance the multinomial such as the complement class modeling

[69] which solves the problem of unseen words from becoming zero through smoothing the model

parameters within a class. Other different smoothing techniques have been associated to MNB such

as Laplace smoothing, Jelinek-Mercer (JM), Absolute Discounting (DC), Two-stage (TS) smooth-

ing, and Bayesian smoothing using Dirichlet priors [248, 245, 249].

Among the above approaches, the Dirichlet smoothing gained a lot of attention in informa-

tion retrieval and different tasks such as novelty detection [250], text categorization [22], texture

modeling [26], emotion recognition [11], and cloud computing [25]. With the explosion of online

communications, text classification poses huge challenges related to high-dimensional and sparse-

ness problems due to the new variety of available texts including tweets, short messages, customer

feedback, and blog spots. Considering large-scale data collections with short and sparse text, text

representation based on Multinomial Naive Bayes classifier and the Dirichlet smoothing approaches

are not anymore robust enough to deal with these issues. In this context, other priors have been pro-

posed for smoothing the parameters of multinomial such as the generalized Dirichlet distribution

[27, 251], the Beta-Liouville [80, 252], and the scaled Dirichlet [103]. By presenting a prior over

the training words in a text representation, we ignore the fact that words could be unseen in the vo-

cabulary which correspond to 0 values in the features domain. This fact leads to the sparsity in text

categorization. One possible way to cope with this challenge is to exploit a hierarchical prior over

all the possible sets of words. In this regards, a hierarchical Dirichlet prior over a subset of feasible

outcomes drawn from the multinomial distribution was proposed in [253]. Such knowledge about

the uncertainty over the vocabulary of words improves estimates in sparse documents. Yet, still the

Dirichlet prior suffers form limitations concerning the strictly negative covariance structure where

applying this prior in case of positively correlated data, the modeling will be inappropriate. In this

matter, motivated by the potential structure of hierarchical priors [254, 255], we propose a novel
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hierarchical prior over the multinomial estimates of the Naive Bayes classifier. We introduce the

Beta-Liouville prior over all the possible subsets of vocabularies where we consider two assump-

tions for the “observed” and “unseen” words. We examine the merits of the proposed approach on

two challenging applications involving emotion intensity analysis and hate speech detection which

are characterized by sparse documents due to the nature of the short text and the large-scale docu-

ments.

7.2.1 The Dirichlet smoothing for Multinomial Bayesian Inference

In a Bayesian classification problem, the categorization of an observed data X with N instances

X⃗1, . . . , X⃗N is done by calculating the conditional probability p(cj |X ) for all class cj . Then, se-

lecting the class that maximizes the following posterior:

p(cj |X ) ∝ p(cj)p(X⃗1, . . . , X⃗N |cj) (185)

where p(cj) is the proportion of each class cj and p(X⃗1, . . . , X⃗N |cj) is the probability that rep-

resents the instances within the class. If we consider that the instances are independents within

the class cj , this probability will be given as: p(X⃗1, . . . , X⃗N |cj) =
∏N

i=1 p(X⃗i|cj). Let X =

(X⃗1, . . . , X⃗N ) be a set of N independent draws of X⃗ = (x1, . . . , xD+1) from an unknown multi-

nomial distribution with parameters (P1, . . . , PD) defined as follows:

p(X⃗i|cj , P⃗j) =
(
∑D+1

d=1 xid)!∏D+1
d=1 xid!

D+1∏
d=1

P xid
dj (186)

where PD+1j = 1−
∑D

d=1 Pdj ,
∑D

d=1 Pdj < 1.

The objective of Bayesian parameter estimation for multinomial distributions is to find an ap-

proximation to the parameters (P1j , . . . , PDj) for each class j which can be interpreted as calculat-

ing the probability of a possible outcome X⃗N+1 where:

p(X⃗N+1|X⃗1, . . . , X⃗N , ζ) =

∫
p(X⃗N+1|P⃗ , ζ)p(P⃗ |X , ζ)dP⃗ (187)

where ζ is the context variables and p(P⃗ |X , ζ) is the posterior probability of P⃗ . By Bayes’ theorem,
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this conditional probability is given by:

p(P⃗j |X , ζ) = p(P⃗j |ζ)
N∏
i=1

p(X⃗i|P⃗j , ζ) (188)

∝ p(P⃗j |ζ)
D+1∏
d=1

PMd
dj (189)

where Md =
∑N

i=1 xid.

Using the Dirichlet properties, the conjugate prior distribution p(P⃗j |ζ) is specified by hyperpa-

rameters (α1, . . . , αD+1) as follows:

p(P⃗j |α⃗) =
Γ(
∑D+1

d=1 αd)∏D+1
d=1 Γ(αd)

D+1∏
d=1

Pαd−1
dj (190)

Using the fact that when P⃗ follows a Dirichlet D(α1, . . . , αD;αD+1) and p(X⃗|P⃗ ) follows a

multinomial distribution then the posterior density p(P⃗ |X⃗) is also a Dirichlet distribution with pa-

rameters (α′
1, . . . , α

′
D;α

′
D+1) where α′

d = αd + Md for d = 1, . . . , D + 1, the estimate of P ∗
dj is

then given by:

P ∗
dj =

αd +Mdj∑D+1
d=1 αd +

∑D+1
d=1 Mdj

(191)

where Mdj is the number of occurrence of xid in document of class j.

7.2.2 The Liouville assumption using vocabulary knowledge

The Liouville family of distributions is an extension of Dirichlet distribution and is proven to be

a conjugate prior to the multinomial [256, 257]. The Liouville distribution characterized by positive

parameters (a1, . . . , aD) and a generating density function f(.) is defined by:

p(P⃗j |⃗a) =
Γ(a∗)∏D
d=1 Γ(ad)

∏D
d=1 P

ad−1
dj

(
∑D

d=1 Pdj)a
∗−1

f(

D∑
d=1

Pdj) (192)

where a∗ =
∑D

d=1 ad. The probability density function is defined in the simplex {(P1j , . . . , PjD);∑D
d=1 Pdj ≤ u} if and only if the generating density f(.) is defined in (0, u). A convenient choice
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for compositional data is the Beta distribution where the resulted distribution is commonly known

as Beta-Liouville distribution that presents several well-known properties [79, 78, 80]. To name a

few, in contrast to the Dirichlet smoothing, the Beta-Liouville has a general covariance structure

which can be positive or negative. Further, with more flexibility the Beta-Liouville distribution is

defined with (a1, . . . , aD) and two positive parameters α and β:

p(P⃗j |⃗a, α, β) =
Γ(a∗)Γ(α+ β)

Γ(α)Γ(β)
(

D∑
d=1

Pdj)
α−a∗(1−

D∑
d=1

Pdj)
β−1

D∏
d=1

P ad−1
dj

Γ(ad)
(193)

The Beta-Liouville distribution with α =
∑D

d=1 ad and β = aD+1 is reduced to a Dirichlet

D(a1, . . . , aD; aD+1).

When P⃗ = (P1, . . . , PD) follows BL(a1, . . . , aD, α, β) and p(X⃗|P⃗ ) follows a multinomial

distribution then the posterior density p(P⃗ |X⃗) is a Beta-Liouville distribution with hyperparameters:

a′d = ad + Md, for d = 1, . . . , D, α′ = α +
∑D

d=1Md, and β′ = β + MD+1. According to this

property, the Beta-Liouville can be also a conjugate prior to the multinomial distribution where we

obtain as a result the estimate of P ∗
dj :

P ∗
dj =

α+
∑D

d=1Mdj

α+
∑D

d=1Mdj + β +MD+1

ad +Mdj∑D
d=1(ad +Mdj)

(194)

when α =
∑D

d=1 ad and β = aD+1, the estimate according to the Beta-Liouville prior is reduced to

the equation 191.

In natural language context, we consider W a corpus of all the used words in X and the vocab-

ulary D is a subset of W containing d words. We denote k = |D| the size of the vocabulary. Using

this vocabulary, each text-document is described by an occurrence vector X⃗i = (xi1, . . . , xiD+1),

where xid denotes the number of times a word d appears in the document i. Considering the text

classification problem, we denote Wj is the set of all documents of topic j. For simplicity purposes,

we use the same Beta-Liouville parameters for all the words in Wj which gives:

P ∗
dj =

α+M

α+M + β +MD+1

a+Mdj

ka+M
(195)
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where M =
∑D

d=1Mdj .

Using vocabulary structure, unseen words are usually presented as zero values which influences

the problem of sparsity. In this regard, to give the estimates of multinomial parameters, we use

different vocabularies assumptions that solve the problem of unseen words from becoming zero.

Assuming W 0
j is the set of observed words in documents of topic j: W 0

j = {Mdj > 0, ∀d} and

k0j = |W 0
j |. We propose to have two different priors over the values of D. We start with the prior

over the sets containing W 0
j where we assign a Beta-scale that assumes to see all the feasible words

under a Beta-Liouville prior and a probability mass function assigned to the unseen words. Thus,

by introduction of multinomial estimates, we have:

P ∗
dj = p(XN+1 = d|Wj ,D) (196)

where D ⊆Wj , allowing to have the following properties:

p(XN+1 = d|Wj) =
∑
D

p(XN+1 = d|Wj ,D)p(D|Wj) (197)

=
∑

D,k=|D|

p(XN+1 = d|Wj ,D)p(k|Wj)

and using Bayes’rule, we define the following prior over the sets with size k:

p(k|Wj) ∝ p(Wj |k)p(k) (198)

where:

p(Wj |k) =
∑

W 0
j ⊆D,|D|=k

p(Wj |D)p(D|k) (199)

We introduce a hierarchical prior over the sets of D with size k = 1, . . . , D:

p(D|k) =
(
D

k

)−1

(200)
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and using the Beta-Liouville prior properties, we define the probability p(Wj |D) as follows:

p(Wj |D) =
Γ(ka)

Γ(ka+M)

Γ(α+ β)Γ(α+M)Γ(β +MD+1)

Γ(α+ β +M ′)Γ(α)Γ(β)

∏
d∈W 0

j

Γ(a+Mdj)

Γ(a)
(201)

Thus summing up over the sets of observed words when d ∈W 0
j , we have the following probability:

p(Wj |k) =

(
D − k0

k − k0

)(
D

k

)−1 Γ(ka)

Γ(ka+M)
Γ(a)−k0

∏
d∈W 0

j

Γ(a+Mdj) (202)

[
Γ(α+ β)Γ(α+M)Γ(β +MD+1)

Γ(α+ β +M ′)Γ(α)Γ(β)

]

=

[
(D − k0)!

D!
Γ(a)−k0

∏
d∈W 0

j

Γ(a+Mdj)
Γ(α+ β)Γ(α+M)Γ(β +MD+1)

Γ(α+ β +M ′)Γ(α)Γ(β)

]
k!

(k − k0)!

Γ(ka)

Γ(ka+M)

It is noteworthy to mention that the parameters inside the brackets have no influence on the choice

of k. For that, we assume the probability is given by:

p(k|Wj) ∝
k!

(k − k0)!

Γ(ka)

Γ(ka+M)
p(k) (203)

As a result, we have the estimates of Beta-Liouville multinomial parameters for d ∈ W 0
j defined

by:

p(XN+1 = d|Wj) =
D∑

k=k0

α+M

α+M + β +MD+1

a+Mdj

ka+M
(204)

k!

(k − k0)!

Γ(ka)

Γ(ka+M)
p(k)

Thus, we define the estimates of Beta-Liouville multinomial parameters using two hypothesis over
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the “observed” and the “unseen” words as the following:

P ∗
dj =


α+M

α+β+M ′
a+Mdj

k0a+M
Bl(k,D) if d ∈W 0

j

1
D−k0

(1− Bl(k,D)) if d /∈W 0
j

(205)

where M ′ = M +MD+1 and Bl(k,D) is the Beta-scale:

Bl(k,D) =
D∑

k=k0

k0a+M

ka+M
p(k|Wj) (206)

7.2.3 Experimental results

In order to evaluate the proposed approach, we consider two applications that are marked with

sparseness of its data namely emotion intensity analysis and hate speech detection; both of them

in tweets. We compare the novel Beta-Liouville Naive Bayes with vocabulary knowledge so-called

(BLNB-VK) with the related-works: Multinomial Naive Bayes (MNB), the Dirichlet smoothing

(DS), the Dirichlet smoothing with vocabulary knowledge (DS-VK), and the other models applied

on the considered datasets. In our experiments, we assign an exponential prior for the word size

p(k) ∝ γk, where we set γ = 0.9. The results obtained in these two applications are achieved with

the following hyperparameters: a = 1, α = 0.2, β = 0.2. Details on the implementation code are

available on .

Emotion intensity analysis

With the explosion of the new communications means, speaking out our feeling takes new

formats than verbal and facial expressions. Social media allows people to share their emotions,

opinions, and even their attitudes. These online expressions give the opportunity for entrepreneur,

producer, and politician to predict the preference and the tendency of their community. In our work,

we consider a dataset that considers not only emotions in tweets but also the intensity dataset [258].

The tweet emotions intensity (EmoInt) dataset contains four focus emotions: anger, joy, fear, and

sadness where tweets are associated with different intensities of each emotion. For example, for

the subset anger, 50 to 100 terms are associated with that focus emotion as mad, frustrated, furry,
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peeved, etc. The EmoInt dataset 3 contains 7, 097 of tweets split into training, development, and

testing sets. We consider in our experiments the testing set for comparison issues and we randomly

split the data into 70/30 to generate the vocabulary. In Figure 7.6, we show a vocabulary of 352, 000

words with 600 features size.

Figure 7.6: Visualization of the vocabulary of words for EmoInt dataset

We explore the influence of the features dimensions and the number of words on the perfor-

mance of the proposed approach. Accordingly, we measure the accuracy of classifiers. Figure 7.7

shows the outperformance of the BLNB-VK when the feature of texts are less than 200 and when

we have also documents with more than 1000 size of vocabulary. This proves the ability of our

algorithm to recognize short texts as well as high-dimensional documents. We mention that num-

ber of words affect also the classification of the tweets emotions where we have a vocabulary with

less words is not able to recognize properly the emotions intensity. Yes, with an adequate number

of words as 150, 000, the tweets are accurately detected by the mentioned classifiers: BLNB-VK,

DS-VK, DS, and MNB. In Table 7.4, the performance of different classifiers is compared according

to Pearson correlation and accuracy percentage where the best overall results are again achieved by

BLNB-VK.
3http://saifmohammad.com/WebPages/EmotionIntensity-SharedTask.html
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Figure 7.7: Influence of feature dimension and the number of words on the performance of the
proposed approach BLNB-VK and comparison with Naive-based related works on EmoInt dataset

Hate speech detection

Recently, social media becomes a platform of expressing racism, religious beliefs, sexual ori-

entation, and violence. Violence and related crimes are on rise due to the spreading of online hate

speech. Researchers and social media companies as Facebook and Tweeter conduct efforts to detect
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Table 7.4: Pearson (Pr) correlations and Accuracy percentages of emotion intensity predictions
using different classifier methods

Model Pr correlation Accuracy
Word embedding (WE) [258] 0.55 -

Lexicons (L) [258] 0.63 -
WE + L [258] 0.66 -

MNB 0.59 72.12
DS 0.61 71.51

DS-VK 0.64 73.63
BLNB-VK 0.68 76.36

and delete offensive materials. We are interested in this type of data where haters express their

beliefs in short tweets or messages. In this regard, we study the performance of our proposed ap-

proach on Tweeter hate speech dataset [259]. The dataset contains 24, 802 tweets categorized into

hate speech, offensive but non-hate, and neither. Each tweet was encoded by three experts based

on Hate-base lexicon where only 5% were encoded as hate speech, 76% are considered to be offen-

sive, and the remainder are considered neither offensive nor hate-speech. We split the dataset into

training and testing sets to form the vocabulary.

Figure 7.8: Visualization of the vocabulary of words for Hate speech dataset

Figure 7.8 shows an example of set of words observed in the vocabulary of the dataset. By

comparing performance results in Figure 7.9, we can see that size of the vocabulary and the overall

number of words have influenced the classification of hate speech texts. Indeed, we mention that
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BLNB-VK achieves the highest classification accuracy while Multinomial Naive Bayes attains the

least performance in both cases: short texts and high-dimensional documents. We compare also the

classification results against previously reported results on the same dataset (Table 7.5 where our

proposed approach outperforms the Logistic regression in [259] by 10% with respect to accuracy

metric.

Figure 7.9: Influence of feature dimension and the number of words on the performance of the pro-
posed approach BLNB-VK and comparison with Naive-based related works on hate speech dataset
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Table 7.5: Classification results of different methods on hate speech dataset

Model Accuracy
Logistic regression [259] 82.33

MNB 89
DS 90.5

DS-VK 90
BLNB-VK 92.85

7.3 Conclusion

In this chapter, we presented a hierarchical prior for the problem of estimating the sparse multi-

nomial parameters. We proposed a novel sparse model based on the generalized Dirichlet prior

which reduces the limitations of Bayesian approaches previously introduced for language model.

Our method exploits the knowledge of the structure of the vocabularies in natural language. Ex-

plicitly, we employ prior knowledge for two feasible sets of vocabulary of words to be used for the

estimation of sparse multinomial distribution. We consider predicting each new word if it is ob-

served/not observed with a specific probability mass. We showed the effectiveness of the proposed

approach in predicting emotions in German and English poetry and modeling the flow of emotions

related to natural disasters. Different parameters influence the performance of the GSM algorithm,

demonstrating that it can be properly considered to more complex applications. Although the pro-

posed model achieved interesting and competitive results, we aim for a future work to investigate

its limitations with respect to the size of testing set.

Additionally, we investigated the problem of sparse document analysis using Bayesian classi-

fier. First, we presented an alternative Liouville prior for the Multinomial Naive Bayes: the Beta-

Liouville distribution. Then, we incorporated the vocabulary knowledge to BLNB for the purpose

of taking into account the unseen words in the vocabulary. We introduced hierarchical priors over

all the possible sets of the vocabulary. Evaluation results illustrate how our proposed approach was

able to analyze emotion intensities and to detect hate speech in Tweeter. Better results have been

obtained by the proposed BLNB-VK with comparison to the other related Bayes classifier, for in-

stance, Multinomial Naive Bayes, Dirichlet smoothing, and Dirichlet smoothing with vocabulary

knowledge in both applications. In our approach, we assume that all parameters are the same for
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all words for inference simplicity. However, fixing model’s parameters could affect the flexibility.

For that, a promising extension of this paper could be to investigate the inference of parameters of

the BLNB. Further, our proposed model could be combined with reinforcement learning where the

probabilities of each state could use Beta-Liouville multinomial parameters.
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Chapter 8

Interactive Distance Dependent IBP

Compound Dirichlet Process

The sparse topic model (sparseTM) is a nonparametric Bayesian model that employs a Spike

and Slab prior which decouples sparsity and smoothness in the topic mixtures. Though power-

ful, sparseTM considers the sparsity problem only for the topic-word distributions where sparsity-

enhanced topic models emerged to extract focused topics and focused terms. However, these models

assume that data are exchangeable which often fails for real-world data where dependencies between

features are expected. We present a generalization of the distance dependent IBP, the interactive dis-

tance dependent Indian buffet process compound Dirichlet process (idd-ICDP), for modeling non-

exchangeable text data. To the best of our knowledge, idd-ICDP is the first nonparametric Bayesian

model supporting non-exchangeable data applied to sparse topic models. The idd-ICDP allows an

interactive framework integrating human experts knowledge with potentially an unbounded number

of topics and vocabulary words in a corpus. We derive a Markov Chain Monte Carlo sampler com-

bined with Metropolis-Hastings algorithm and study its performance on benchmark corpora and

sentiment analysis data. Experiments demonstrate that accounting the non-exchangeablility nature

of real-world data gives better predictive performance and that the interactive strategy offers better

high-quality topics.
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8.1 Introduction

With the rapid spread of online information in different fields, probabilistic topic models such as

probabilistic Latent Semantic Analysis (PLSA) [260] and Latent Dirichlet Allocation (LDA) [181]

have been developed to explore and analyze large text corpora [261, 262, 263]. These classical topic

models generally regard a collection of documents as a mixture of a fixed number of topics where

each topic is a discrete distribution over words and each word is assumed to be generated from one

of these topics. Compared to PLSA, LDA introduces a smoothing process over the document-topic

distributions and the topic-word distributions drawn from a Dirichlet prior.

Despite the success of LDA for topic modeling, it is noteworthy to mention that it adopts the

bag-of-words representation of the documents and it ignores the sequential structure of text. As a

result, classical models fail to overcome the sparsity problem in real-world applications [264, 265].

Instead of defining topic mixtures in the entire simplex, Wang et al. [266] handle the sparsity of

topic mixtures along with a smoothing prior and propose the sparse topic model (sparseTM). They

apply a “Spike and Slab” prior that decouples smoothness and sparsity in which topics are defined

on a random subset of the vocabulary (addressing sparsity) and then only the selected terms are

smoothed. Allowing the smoothness of topic simplex, a focused topic model (FTM) [267] was

proposed as a new sparse topic model to handle the sparsity in document-topic distributions. In the

FTM, focused topics reflect the fact that topic-document distribution is focused on a sparse subset

of topics with a specific document. Mining focused topics and focused terms, a dual sparse topic

model was introduced for short text [268]. The dual sparse topic model (DsparseTM) addresses the

sparsity in both the document-topic mixtures and topic-word distributions. DsparseTM introduces

focused topics and focused terms to restrict the size of the topic simplex and the word simplex.

Despite addressing the sparsity in both topic mixtures and word usage, DsparseTM considers a fixed

number of topics. Accordingly, a major limitation of probabilistic topic models is considering fixed

number of topics. Reconsidering the bounded topic assumption, the Hierarchical Dirichlet process

(HDP) [269] is often used in Bayesian nonparametric topic modeling [270, 271]. For instance, the

sparseTM was built on the HDP where the number of topics is unbounded. Another well known

nonparametric Bayesian model is the Indian Buffet process (IBP) typically used for latent feature
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models [272]. The IBP was inspired by the Indian buffet where customers can choose an infinite

number of dishes. The FTM combines HDP with infinite binary matrices constructed using IBP.

An extension of IBP that combines the properties of HDP and the IBP was proposed in [273],

the IBP compound Dirichlet Process (ICD) applied to focused topics. However, FTM was based

on the one-parameter IBP which is not power-low distributed and generate sparse binary matrices.

Accordingly, Archambeau et al. [2] introduced a four-parameter IBP compound Dirichlet process

(ICDP) to sparse nonparametric topic modeling called latent IBP compound Dirichlet allocation

(LIDA). ICDP allows more flexibility and exhibits power-law characteristics for topic modeling.

However, all the above mentioned sparse models do not consider dependencies between data

points and assume that data are exchangeable. Broadly, one more shortcoming of traditional topic

models is assuming that documents are exchangeable: permuting the order in which they appear

leaves the probability of seeing a topic unchanged. Though, this assumption is unreasonable for

textual data where we expect topics to be auto-correlated over time or more generally covariate-

dependent. To relax this assumption, variants of Dirichlet process adapt nonparametric models to

non-exchangeable data that allow dependencies between documents [274], [275], [276], [277]. Dis-

tance dependent Chinese restaurant process (dd-CRP) [278] introduces dependencies between data

elements over time, space, and network connectivity in infinite models. dd-CRP connects customers

to others customers while the traditional CRP connects customers to tables. The distance dependent

CRP allows accommodating the non-exchangeability of the data in which customers assignment

depends on the distances between them that could be over time, space, or other characteristics. A

generalization to the IBP and the dd-CRP was proposed in [279], the distance dependent IBP (dd-

IBP). The dd-IBP extends dd-CRP to infinite latent feature models and allows as well to capture

non-exchangeable structure.

On social media platforms, user-generated content (UGC) is reshaping e-commerce and intro-

ducing a new marketing strategy. UGC offers the opportunity for organisations in different field to

understand customer behaviors. Such content can mostly be presented as unstructured text where

topic models have been used to extract hidden semantic information. Although LDA and its vari-

ants provide a powerful tool for modeling such text data, the discovered topics are not always

interpretable by users and some of the words does not make sense for customers which affect topic
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quality. Recently, an interactive latent Dirichlet allocation (iLDA) was proposed [280] to obtain

subjective topic-word distribution from human experts. Integrating human knowledge can draw

high-quality topics for real-word corpora. The proposed iLDA presents a useful model not only for

UGC but also for all kind of text data to improve topic quality.

In this work, we introduce an interactive distance dependent IBP compound Dirichlet process

(idd-ICDP) to address the following issues:

(1) The sparsity problem in textual data, in particular, count data. We propose a Spike and Slab

prior in our model where we smooth topic-word and topic-document distributions by intro-

ducing Bernoulli variables over words and topics, respectively.

(2) The bounded topics and words assumption. We introduce a novel nonparametric Bayesian

model and applied, for the first time, to topic modeling. We adapt the dd-IBP to topic model-

ing and propose the new dd-IBP compound Dirichlet process (dd-ICDP).

(3) The dependency between features over time and the exchangeability data assumption. We

introduce the dd-ICDP for the purpose of considering the non-exchangeability of data through

sampling topics/words assignments using the distance between them over time.

(4) Integrating human experts knowledge for the purpose of improving topic quality. We present

an interactive dd-ICDP (idd-ICDP) using an objective topic-word distribution generated from

dd-ICDP and a subjective topic-word distribution based on human experts’ belief.

The remainder of this chapter can be summarized as follows. In Section 2, we introduce sparsity

and smoothness in topic models and we present the generative process of SparseTMs briefly. Next,

in Section 3, we present the distance dependent IBP for latent feature models and we explain a small

example of a latent feature matrix generated by dd-IBP. Section 4 provides an introduction to the

interactive LDA. We then develop the novel interactive nonparametric Bayesian model so-called

interactive distance dependent IBP compound Dirichlet process where we present the process of

topic generation and document generation, and the complete generative process in Section 5. We

explore the inference of each parameter in Section 6 using MCMC sampling approach. In Section

7, we validate our model, compare its performance to the state-of-arts models on several benchmark
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Figure 8.1: The graphical model of sparseTM.

corpora and consider the proposed model as a supervised topic mooel for sentiment analysis. We

conclude this paper in Section 8 with discussions and some future insights.

8.2 Sparsity and Smoothness in Topic models

The key idea of decoupling sparsity and smoothness in topic models is to introduce Bernoulli

variables over words that represent “on” if the term appears in the topic and “off” otherwise. This

fact was the main goal of Sparse topic models (sparseTMs) which is known also as “Spike and Slab”

prior that has been used in many real world applications [281, 282, 283, 284, 285]. SparseTMs per-

mit controlling in an independent manner the number of terms in topics to address the sparsity

problem and regulating the probability of words which is responsible of the smoothness issue. De-

coupling sparsity and smoothness in topic modeling was first proposed in [266] using a Dirichlet

distribution over the topics and Bernoulli variables over words named “term selector” to indicate

whether a term is selected by the topic. Extending the work to Dual-Sparse topic model for short

texts, the authors in [268] address the sparsity in both topics and terms by introducing “focused top-

ics” and “focused terms”. The graphical model representation for sparseTM is depicted in Figure

8.1 where b is the term selector, π is the term selection proportion and the topic distribution is drawn

over Dirichlet distributions as follows:

β ∼ Dirichlet(γb),

bkv ∼ Bernoulli(πk),

πk ∼ Beta(r, s),
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The strength of sparseTM is controlling the sparsity of the topic with a proportion of zeros in a

bank of Bernoulli random variables and enforcing the smoothing over the terms with non-zeros bkv

through the hyperparameter γ. The sparsity of a topic k is defined as follows:

sparsityk = 1−
V∑

v=1

bkv/V. (207)

8.3 Distance dependent IBP for latent feature models

The Indian Buffet process (IBP) is a nonparametric Bayesian model introduced to generate

unbounded latent features when data are assumed to be exchangeable. The dd-IBP [279] is a prior

over binary latent feature matrices Z with an infinite number of columns and a finite number of rows.

Like the IBP, rows of Z correspond to customers and columns correspond to dishes. In dd-IBP, a

distance in time or space is associated for each pair of customers. The generative process of features

is defined as a sequential process. The first customer enters the restaurant and selects a Poisson-

distributed number of dishes, where the dishes selected by a customer are defined as “owned” by

this customer. A dish can be owned by one customer or unowned. Next, for each owned dish, unlike

IBP where customers sample new dishes, customers connect to other customers. Thus, a graph of

connections is defined between customers where dishes are inherited by a customer if there exist a

path to reach the dish’s owner. The active features in this model are those that each customer owns

or inherits.

We display an example of per-dish graph for customers assignments in Figure 8.2. In this

example, dish 1 is owned by customer 1; customer 3 reaches customer 1 for dish 1 directly and

customer 4 inherits the dish 1 through a chain. Thus, feature 1 is activated for customers 1, 3, and

4. Customer 2 owns dish 2 and customer 1 reaches customer 2 for dish 2. Dish 3 is owned by

customer 3, customers 1, 2, 4 reach customer 3 for dish 3, either directly or through a chain. Hence,

dish 3 is activated for all the customers. Dish 4 is owned by customer 1 and only customer 3 reaches

customer 1 for dish 4.

To generate the latent feature matrix Z, a connectivity matrix C = (cij) is defined which as-

sociates each dish with a set of customer-to-customer assignments where c∗k = i indicates that
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Figure 8.2: Example of a latent feature matrix generated by dd-IBP. Rows correspond to customers
and columns correspond to dishes. Black shading indicates that a feature is active for a given
customer.

customer i owns dish k. Next, in order to sample dishes, the distance matrix between customers

D = (dij) plays an important role where the customer assignment is determined according to the

probability that customer i connects to customer j for dish k given a decay function: p(cik =

j|D, f) = aij . Hence, we obtain a normalized proximity matrix A = (aij). The decay function

f requires that f(0) = 1 and f(∞) = 0 which controls the probabilities of customers that we

call proximity: aij = f(dij)/hi, where hi =
∑N

j=1 f(dij). The generative process of the dd-IBP

defines the joint distribution of the ownership vector as follows:

p(C, c∗|D,α, f) = p(c∗|α)p(C|c∗, D, f). (208)

where the first term is the probability of the ownership vector:

p(c∗|α) =
N∏
i=1

p(λi|α), (209)

where λi ∼ Poisson(α/hi) is the Poisson distributed number of dishes for each customer i and the

second term is defined from the conditional distribution of customer assignments:

p(C|c∗, D, f) =

N∏
i=1

K∏
k=1

aicik . (210)
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8.4 Interactive LDA

The iLDA model [280] combines the knowledge of human expertise to generate subjective

topic-word distribution with the objective topic-word distribution mined by LDA. We suppose we

have D documents where each document d consists of a sequence of words w⃗d = {wd1, . . . , wdV }

defined in a vocabulary of size V and let nd denote the nth word in document d. Suppose the sub-

jective topic-word distribution generated by human knowledge is ϕu and the objective distribution

ϕl, iLDA defines the topic-word distribution as a linear weighted sum: ϕ = λ1ϕl + λ2ϕu. In this

section, we describe the calculation of the subjective topic-word distribution for both deterministic

and stochastic strategy.

For deterministic strategy, the objective topic-word distribution is based on the degenerative

probabilities given by experts and considers always human experts’ knowledge accurate and reli-

able. Thus, the adjusted topic-word distribution is calculated as:

ϕ
(k)
uT ′ = {p(k)lt′ × p

(k)
ut′ |t ∈WT , t

′ ∈WT ′} (211)

where WT represents the T most probable words in topic k, WT ′ represents the T ′ selected words

by human experts with probabilities p(k)lT ′ , and p
(k)
ut′ is the degenerative probability that measures the

distrust of human experts for word t′ in topic k. In order to validate that the sum of the probabilities

of all words in a topic are equals to 1, the other most probable words in (WT −WT ′) are adapted by

the surplus probabilities from the adjusted words as:

ϕ
(k)
u,−T ′ =

{
p−t′ ×

(
1 + pr

p−t′∑
−T ′ p−t′

)
| − t′ ∈WT

and− t′ ̸= WT ′

}
, (212)

where p−t′ are the probabilities in WT ′ and pr =
∑T ′

t′=1 pt′ × (1 − p
(k)
ut′ ) measures the surplus

probability. Hence, the subjective topic-word distribution obtained by the deterministic strategy is

ϕ
(k)
u = {ϕ(k)

uT ′ , ϕ
(k)
u,−T ′ , ϕ

(k)
V−T }.
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The stochastic strategy adjusts the topic-word probabilities for the words while taking into ac-

count human experts’ knowledge. The degenerative probabilities are controlled with a signal func-

tion where a higher probability means human experts largely accept the objective topic-word distri-

bution while a smaller value reflects accepting the adjusted probabilities according to the belief of

human experts. Accordingly, a stochastic variable u is defined to determine if the probability words

in a topic should be adjusted by human experts:

ϕ
(k)
uT ′ = {p(k)t × [p

(k)
t′ ]I(u>p

(k)

t′ )|t ∈ T, t′ ∈ T ′} (213)

where I(u > p
(k)
t′ ) is the signal function which is equals to 1 if u > p

(k)
t′ and 0 otherwise. The

degenerative probabilities of the words are weighted as in the deterministic strategy (equation 212)

and hence the subjective topic-word distribution is obtained.

8.5 Interactive Distance Dependent IBP Compound Dirichlet Process

The proposed idd-ICDP focuses on accommodating the sparsity issue through the “Spike and

Slab” prior over Dirichlet distributions for the topics and terms. Our model can be seen as infinite

spike and slab model where we assume that the number of topics and the number of vocabulary

words are unbounded using a Bayesian nonparametric prior on the topic and the word proportion

matrices. To capture the non-exchangeability structure of the data and characterize its feature-

sharing properties, we propose the dd-IBP compound Dirichlet process (dd-ICD), an alternative

Bayesian nonparametric prior to the Dirichlet process that combines properties from the HDP and

dd-IBP. We apply the dd-ICDP as a prior for document-topic distribution and topic-word matrix. We

introduce also, in this work, an interactive strategy to mine high-quality topics through integrating

human experts knowledge. The notations that we use in our model are summarized in Table 8.1.

The distance dependent Indian Buffet process for documents and topics generation can be sum-

marised as follows:
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Table 8.1: Variables and Notations

Notation Meaning
K number of topics
V vocabulary
D collection of documents
Nd length of document d
B connectivity matrix for topics
M distance matrix between topics
A normalized proximity matrix for topics
f decay function
R topics reachability
C connectivity matrix for documents
Q distance matrix between documents
G normalized proximity matrix for documents
L documents reachability
βk term selector
τ DP hyperparemeter
Φ topic distribution over words in interactive model
Φs topic-word distribution generated by expert knowledge
Φu
k topic-word distribution generated by the model

Φ̄u
k word activation per word

λ1 the trust of the model
λ2 the trust of human beings
θd document-topic distribution
α DP hyperparameter
η dd-IBP parameter
γ deterministic many-to-one function
Θ document distribution over topics
θ̄d topic activation per document
πk topic selector
η dd-IBP parameter
wdi i-th word in document d
zdi topic of the i-th word in document d

8.5.1 Topic generation

a. Assign words ownership: Each topic k selects a Poisson-distributed number of words v, let

σk ∼ Poisson(δ/yk), thus allocating σk words to this topic and set the ownership b∗v = k.

The total number of owned words is K =
∑K

k=1 σk ∼ Poisson(δ/y), where y =
∑K

k=1 yk

b. Assign topic connections: Each word is associated with a set of topic-to-topic assignments,

specified by V × K connectivity matrix B, where bvk = k′ indicates that topic k connects
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to topic k′ for word v. Given B, topics form a set of directed graphs according to p(bvk =

k′|M,f) = akk′ , where M = (mkk′) is the distance matrix between topics and f is the decay

function. f : R 7→ [0, 1] maps distance to a quantity which controls the probabilities of

topics. By applying the decay function to each topic and normalized by topics, we define the

normalized proximity matrix for topics A, akk′ = f(mkk′)/yk where yk =
∑K

k′=1 f(mkk′).

c. Compute words inheritance: A topic k inherits a word v if there exists a path along the

directed graph for the word v from the topic k to the word’s owner b∗v. The owner of a word

automatically inherits it. We encode reachability with R. If topic k is reachable from k′ for

word v,Rkk′v = 1, otherwiseRkk′v = 0.

d. Compute topic-word indicator matrix: For each topic k and word v, we set Φkv = 1 if k

inherits v, otherwise Φkv = 0.

8.5.2 Document generation

a. Assign topics ownership: Each document d selects a Poisson-distributed number of topics

k, let µd ∼ Poisson(η/hd), thus allocating µd topics to this document and set the ownership

c∗k = d. We define the total number of owned topics by D =
∑D

d=1 µd.

b. Assign document connections: Each topic is associated with a set of document-to-document

assignments, specified by K × D connectivity matrix C, where ckd = d′ indicates that docu-

ment d connects to document d′ for topic k. Given C, documents form a set of directed graphs

according to p(ckd = d′|Q, f) = qdd′ , where Q = (qdd′) is the distance matrix between doc-

uments and f is the decay function defined as in the topic generation. By applying the decay

function to each document and normalized by documents, we define the normalized proximity

matrix for documents G, gdd′ = f(qdd′)/hd where hd =
∑D

d′=1 f(qdd′).

c. Compute topics inheritance: A document d inherits a topic k if there exists a path along the

directed graph for the topic k from the document d to the word’s owner c∗k. The owner of a

topic automatically inherits it. We encode reachability with L. If document d is reachable

from d′ for topic k, Ldd′k = 1, otherwise Ldd′k = 0.
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d. Compute document-topic indicator matrix: For each document d and topic k, we set

Θkd = 1 if d inherits k, otherwise Θkd = 0.

8.5.3 Generative process

We suppose that we have a collection of documents D = {w⃗d}
|D|
d=1, where each document d is a

sequence of words representing its textual content w⃗d = {wd1, . . . , wdNd
}, where wdi denotes the

frequency of the i-th term in document d, and Nd is the size of document d and the total number of

words in the corpus is given by N =
∑

dNd. The graphical representation of the proposed model

is depicted in Figure 8.3. The formal definition of the generative process of idd-ICDP is as follows:

For each topic k ∈ {1, 2, . . . }:

• For each term v ∈ {1, 2, . . . };

◦ Sample word activator ϕ̄u
kv ∼ dd-IBP(δ);

◦ Sample word distribution:

Φu ∼ dd-ICDP(δ, τ), Φu|Φ̄u ∼ DP(τ Φ̄);

For each document d ∈ {1, . . . , D}:

• For each topic k ∈ {1, 2, . . . }:

◦ Sample topic activation θ̄kd ∼ dd-IBP(η);

◦ Sample topic distribution:

Θ ∼ dd-ICDP(α, η), Θ|Θ̄ ∼ DP(αΘ̄);

• For each word i ∈ {1, 2, . . . , N}:

◦ Sample topic zdi ∼Multinomial (θ⃗d);

◦ Sample word wdi ∼Multinomial (Φzdi);

We define Θ̄ as the binary selection mask for Θ ∈ RK×D where the dd-ICDP of topic distribu-

tions is obtained by integrating out the latent binary mask Θ̄:

Θ ∼ dd-ICDP(α, η) =
∑
Θ̄

p(Θ|Θ̄)p(Θ̄), (214)
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Figure 8.3: A graphical model representation for interactive Distance Dependent IBP compound
Dirichlet Process (idd-ICDP)

In a similar way, we present the binary mask Φ̄u for word distributions with size K×V defined by:

Φu ∼ dd-ICDP(δ, τ) =
∑
Φ̄u

p(Φu|Φ̄u)p(Φ̄u), (215)

8.6 Inference

In this section, we explore the inference of each parameter that defines the proposed idd-ICDP

approach. We mention that the proposed approach is the application of distance dependant Indian

Buffet Process (dd-IBP) compound Dirichlet process to dual-sparse topic model in an interactive

framework. For that, we determine first the set of focused topics and focused terms. Next, we

update the parameters using Markov Chain Monte Carlo sampling approach.

We begin by giving the marginal likelihood associated with topics and words as follows:

Z|Θ̄ ∼
∏
d

Γ(αθ̄.d)

Γ(αθ̄.d + n..d)

∏
k:θ̄kd ̸=0

Γ(αθ̄kd + n.kd)

Γ(αθ̄kd)
, (216)

W|Z, Φ̄u ∼
∏
k

Γ(τ ϕ̄u
.k)

Γ(τ ϕ̄u
.k + n.k)

∏
v:ϕ̄u

kv ̸=0

Γ(τ ϕ̄u
kv + nvk.)

Γ(τ ϕ̄u
kv)

, (217)

where nvkd denotes the number of times word v was assigned or inherited to topic k in document d.
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The notation . means the summation over the corresponding index. We mention that if θ̄kd = 0 and

ϕ̄vk = 0 we will have n.kd = 0 and nvk. = 0, respectively.

To sample the connectivity matrix, the owned words b∗v, and the owned topics c∗k, we use the

Metropolis algorithm based on the likelihood ratio. For that, we can write the joint posterior over

topic assignment matrix B and document assignment matrix C:

p(B, b∗, τ, δ|Φu,M, f) ∝ p(Φu|B, b∗, τ Φ̄u)p(B|M,f)

p(b∗|δ)p(δ), (218)

p(C, c∗, α, η|Θ, Q, f) ∝ p(Θ|C, c∗, αΘ̄)p(C|Q, f)

p(c∗|η)p(η), (219)

where p(Φu|B, b∗, τ Φ̄u) and p(Θ|C, c∗, αΘ̄) are the likelihoods, the second terms in both equations

are the priors over parameters, p(B|M, f) and p(C|Q, f) are the dd-ICDP priors over the connec-

tivity matrix B and C respectively, p(b∗|δ) and p(c∗|η) are the priors over the ownership vectors and

the last terms are the priors over δ and η. We recall that Θ ∈ RK×D represents topic proportions and

Φu ∈ RK×V represents the words proportions matrices. In dd-ICDP, the topic and word activation

does not operate with random binary matrix yet with deterministic (many-to-one) functions on the

random variables B, b∗, and C, c∗ for word activation Φ̄u and topic activation Θ̄, respectively. We

denote the deterministic function by γ and we compute the Gibbs updates as follows:

p(Φ̄u|W,Z,M, δ, f) ∝ p(W|Z, Φ̄u)p(Φ̄u|M, δ, f), (220)

p(Θ̄|Z, Q, η, f) ∝ p(Z|Θ̄)p(Θ̄|Q, η, f), (221)

p(zi = k|W,Z\i, Θ̄,Φ) ∝ p(W|Z, Φ̄u,Φs)p(Z|Θ̄). (222)

where Φ = λ1Φ
u+λ2Φ

s represents the interactive dd-ICDP model with introducing a new variable

Φs to denote the subjective topic-word distribution generated by human experts, λ1, λ2 are the
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weights of Φu and Φs, respectively, and

p(Φ̄u|M, δ, f) =
∑

(B,b∗):γ(B,b∗)=Φ̄

p(B, b∗|M, δ, f) (223)

=
∑

(B,b∗):γ(B,b∗)=Φ̄

p(b∗|δ)p(B|b∗,M, f)

=
∑

(B,b∗):γ(B,b∗)=Φ̄

K∏
k=1

p(σk|δ)
K∏
k=1

V∏
v=1

akbvk ,

and

p(Θ̄|Q, η, f) =
∑

(C,c∗):γ(C,c∗)=Θ̄

p(C, c∗|Q, η, f) (224)

=
∑

(C,c∗):γ(C,c∗)=Θ̄

p(c∗|η)p(C|c∗, Q, f)

=
∑

(C,c∗):γ(C,c∗)=Θ̄

D∏
d=1

p(µd|η)
D∏

d=1

K∏
k=1

gdckd ,

Various decay functions f could be defined in this approach such as:

• Constant function: f(x) = 1 if d <∞ and f(∞) = 0.

• Exponential function: f(x) = exp(−βx).

• Logistic function: f(x) = 1/(1 + exp(βx− ϵ).

We mention that when using a constant decay function and a sequential distance matrix (mkk′ =∞

for k′ > k) the dd-IBP reduces to the standard IBP.

8.6.1 Sampling word activations

We update the word activations per topic using Gibbs sampling according to equation 220.

Under dd-IBP approach, two topics (k, k′ ∈ {1, . . . , κ}) share a word if that word is activated for

both (ϕ̄u
vk = ϕ̄u

vk′ = 1) for k ̸= k′ and a given word v. We define φk =
∑∞

v=1 ϕ̄
u
vk the number of

words held by topic k and φkk′ =
∑∞

v=1 ϕ̄
u
vkϕ̄

u
vk′ the number of words shared by topics k and k′,
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where k ̸= k′. The probability that ϕ̄vk is activated is given by:

ϕ̄k,κ(v)|K ∼ Bernoulli(βk), (225)

where

βk =
K∑

κ=1

p(b∗κ(v) = κ|K)p(Rk,κ,κ(v) = 1|K) (226)

= y−1
k /

K∑
κ=1

y−1
κ p(Rkκ = 1),

where κ(v) is a uniform random permutation of {1, . . . , V } and p(Rk,κ,κ(v) = 1|K) = 1 does not

depend on v, for that we have dropped κ(v) in calculating the probability of the reachability. We

define also the probability of activating words-sharing under the same topic as follows:

ϕ̄k,κ(v), ϕ̄k′,κ(v)|K ∼ Bernoulli(βkk′), (227)

where

βkk′ =
K∑

κ=1

p(b∗κ(v) = κ|K)p(Rk,κ,κ(v) = 1,Rk′,κ,κ(v)|K)

= y−1
k /

K∑
κ=1

y−1
κ p(Rkκ = 1,Rk′κ = 1), (228)

8.6.2 Sampling assignments for owned words

We update topic assignments for owned words corresponding to active features (words) using

Gibbs update of the connectivity matrix. The elements of B are sampled according to the following

probabilities:

p(bvk|B−k,Φ
u
k , b

∗,M, τ, f) = p(Φk|B, b∗, τ Φ̄u
k)

p(bvk|M, f), (229)
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where B−k is the connectivity matrix B excluding row k, p(Φk|B, b∗, τ Φ̄u
k) is the likelihood in-

cluding only the active columns of Φ̄ (i.e., φk > 0), and p(bvk|M, f) is the prior given by p(bvk =

k′|M,f) = akk′ . To assign bvk, two possible scenarios could occur: a topic k reaches the owner of

v for which the word v becomes active for topic k and for all the topics that reach k, or it does not

(word v becomes inactive).

8.6.3 Sampling word ownership

In this subsection, we represent how we update the word ownership and topic assignment for

newly owned words using Metropolis-Hastings algorithm. We define a new ownership vector b∗
′

v

and a new connectivity matrix B′ corresponding to the new allocated words going from inactive

to active feature in the sampling step. We update samples from the Metropolis ratio defined by

the likelihood of the new defined ownership and connectivity matrix and the likelihood given by

equation 229. The sampler proceeds as follows:

(1) Sample σ′
k ∼ Poisson(δ/yk) for k = 1, . . . ,K , let V′

k = (
∑

j<k σ
′
j ,
∑

j≤k σ
′
j ], and set the

new ownership b∗
′

v = k, for all v ∈ V′
k.

(2) Assign B′ ← B, for each k = 1, . . . ,K:

a. If σ′
k > σk, allocate σ′

k − σk new words to topic k.

To insert this new words in the new connectivity matrix B′, we relabel words owned

by later topics via moving each column v >
∑

j<k σ
′
j + σk to column v + σ′

k − σk in

B′. Then, for each new word v ∈ (
∑

j<k σ
′
j + σk,

∑
j≤k σ

′
j ] fill in the corresponding

column of B′ by sampling b′mv corresponding to p(b′vm = j) = amj .

b. If σ′
k < σk, remove σk − σ′

k randomly selected words from topic k.

First, we choose σk − σ′
k words uniformly at random from (

∑
j<k σ

′
j ,
∑

j≤k σ
′
j + σk].

Then, remove these columns from B′ and relabel all words after the first removed word

by moving the corresponding columns of B′.
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(3) Compute the acceptance ratio as follows:

ζk = min

[
1,

p(Φk|B′, b′∗, τ Φ̄u
k)

p(Φk|B, b∗, τ Φ̄u
k)

]
, (230)

(4) Draw ϖk ∼Bernoulli(ζk).

If ϖk = 1, set B ← B′ and b∗ ← b
′∗, otherwise keep B and b∗ unchanged.

8.6.4 Sampling topic activations

Topic activations per document are sampled based on the Gibbs update given in equation 221. If

two documents d, d′ share the same topic k, we state that topic k is active for both (θ̄kd = θ̄kd′ = 1),

d ̸= d′. The number of topics held by document d: ϑd =
∑∞

k=1 θ̄kd and the number of topics shared

by document d and d′ is ϑdd′ =
∑∞

k=1 θ̄kdθ̄kd′ for d ̸= d′. The probability that θ̄kd is activated is

given by:

θ̄d,κ(k)|D ∼ Bernoulli(πd), (231)

where

πd =
D∑

ϱ=1

p(c∗κ(k) = ϱ|D)p(Ld,ϱ,κ(k) = 1|D) (232)

= h−1
d /

D∑
ϱ=1

h−1
ϱ p(Ldϱ = 1),

where κ(k) is a uniform random permutation of {1, . . . ,K} and p(Ld,ϱ,κ(k) = 1|D) = 1 does

not depend on k, for that we have dropped κ(k) in the last line. We define also the probability of

activating topics-sharing under the same document as follows:

θ̄d,κ(k), θ̄d′,κ(k)|D ∼ Bernoulli(πdd′), (233)
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where

πdd′ =
D∑

ϱ=1

p(c∗κ(k) = ϱ|D)p(Ld,ϱ,κ(k) = 1,Ld′,ϱ,κ(k)|D)

= h−1
d /

D∑
ϱ=1

h−1
ϱ p(Ldϱ = 1,Ld′ϱ = 1), (234)

8.6.5 Sampling assignments for owned topics

The document assignments for owned topics are updated corresponding to active topics accord-

ing to the sampling of the connectivity matrix:

p(ckd|C−d,Θd, c
∗, Q, α, f) = p(Θd|C, c∗, αΘ̄d)

p(ckd|Q, f), (235)

where C−d is the connectivity matrix C excluding row d, p(Θd|C, c∗, αΘ̄d) is the likelihood in-

cluding only the active columns of Θ̄ where ϑd > 0, and p(ckd|Q, f) is the prior given by p(ckd =

d′|Q, f) = gdd′ . As we consider the assignment of ckd, one of two scenarios could occur: a docu-

ment d reaches the owner of k for which the topic k becomes active for document d and for all the

documents that reach d, or it does not reach the owner and the topic k becomes inactive.

8.6.6 Sampling topic ownership

We update topic ownership and document assignment for newly owned topics using the same

methodology of sampling word ownership where we summarized as following:

(1) Sample µ′
d ∼ Poisson(η/hd) for d = 1, . . . , D, let K′

d = (
∑

c<d µ
′
c,
∑

c≤d µ
′
c], and set the

new ownership c∗
′

k = d, for all k ∈ K′
d.

(2) Assign C ′ ← C, for each d = 1, . . . , D:

a. If µ′
d > µd, allocate µ′

d − µd new topics to document d.
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b. If µ′
d < µd, remove µd − µ′

d randomly selected topics from document d.

(3) Compute the acceptance ratio as follows:

ζd = min

[
1,

p(Θd|C ′, c′∗, αΘ̄d)

p(Θd|C, c∗, αΘ̄d)

]
, (236)

(4) Draw ϖd ∼Bernoulli(ζd).

If ϖd = 1, set C ← C ′ and c∗ ← c
′∗, otherwise keep C and c∗ unchanged.

8.6.7 Sampling hyperparameters

To sample the hyperparameters α and τ , we obtain the following Gibbs updates:

p(α|Z, Θ̄) ∝ p(Z|Θ̄, α)p(α), (237)

p(τ |w,Z, Φ̄u) ∝ p(w|Z, Φ̄u, τ)p(τ), (238)

where p(Z|Θ̄, α) is given in equation 216, p(α) ∝ 1
α , p(w|Z, Φ̄u, τ) is given by 217, and p(τ) ∝ 1

τ .

In order to sample the δ and η hyperparameters, we draw from the following conditional distribu-

tions:

p(δ|b∗,M, f) ∝ p(δ)

K∏
k=1

Poisson(σk; δ/yk), (239)

p(η|c∗, Q, f) ∝ p(η)

D∏
d=1

Poisson(µd; η/hd), (240)

where σk and µd are determined by b∗ and c∗, respectively. The priors on δ and η are chosen as

Gamma distributions with shape parameters aδ, aη and scale parameters bδ, bη. Using the conjugate

properties of Gamma and Poisson distributions, we give the conditional probability over δ and η as
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follows:

δ|b∗,M, f ∼ Gamma(aδ +
K∑
k=1

σk, bδ +
K∑
k=1

y−1
k ), (241)

η|c∗, Q, f ∼ Gamma(aη +
D∑

d=1

µd, bη +

D∑
d=1

h−1
d ), (242)

8.6.8 Sampling interactive topic assignments

In the estimation step of the interactive framework of the model, we compute linear combination

of subjective distribution and objective distribution before sampling topic index of each word in

documents. The posterior probability introduced in equation 222 is given by:

p(zi = k|w,Z\i, Θ̄,Φ) ∝
α+ n

\i
.kd

ϕ̄.kβ + n
\i
.k

θ̄kd (243)[
λ1(β + n

\i
vk.)ϕ̄

u
vk + λ2ϕ

s
vk

]
,

To calculate the subjective topic-word distribution, Liu et al. [280] proposed two strategy for

iLDA: deterministic strategy that adjusts the objective topic-word distribution according to the

degenerative probabilities completely and the stochastic strategy which takes expert confidence

into account to adjust the topic-word distribution. In our model, we consider the stochastic strat-

egy that reflect the belief of human experts to adjust the objective distribution according to their

knowledge. From T most probable words in topic k that correspond to topic-word probabili-

ties ϕ̄u
kt = {pukt, t = 1, . . . , T}, human experts select T ′ words with degenerative probabilities

{pskt′ ∈ [0, 1), t′ = 1, . . . , T ′}. We update the subjective topic-word probabilities for the words

adjusted bu human experts as follows:

ϕs
kT ′ = {pukt × [pskt′ ]

I(u>ps
kt′ )|t ∈ T, t′ ∈ T ′}, (244)

where I(u > pskt′) is a signal function that is equal to 1 if u > pskt′ and 0 otherwise, u is a stochastic

variable defined to determine whether the probability of a word should be adjusted. To normalize

the adjusted words and to make the sum of the probabilities of all words in a topic equals 1, we
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Table 8.2: Statistics of the datasets

Dataset Number of documents Vocabulary size
NIPS 1,740 12,419

20 Newsgroup 18,774 60,698
Twitter 40,000 32,641
DBLP 40,190 9,393

define weighted degenerative probabilities of the remaining words in T − T ′ as follows:

ϕs
k,−T ′ =

{
p−t′ ×

(
1 + pr

p−t′∑
−T ′ p−t′

)
| − t′ ∈ T

and− t′ ̸= T ′

}
, (245)

where pr =
∑T ′

t′=1 pt′ × (1− pskt′) and{pskt′t′ = 1, . . . , T ′, T ′ ≤ T} are the probabilities for words

in T ′.

Then, we obtain the subjective topic-word distribution:

Φs
k = {ϕs

kT ′ , ϕs
k,−T ′ , ϕs

k,V−T }, (246)

where ϕk,V−T ′ is the topic-word probabilities for words in V − T ′.

8.7 Experiments

In this section, we evaluate the performance of the proposed iddICDP and ddICDP in several

benchmark datasets by comparing with other related sparse topic models. Our experiments include

qualitative and quantitative analysis.

8.7.1 Datasets

We consider four benchmark corpora: NIPS, 20 newsgroup, Twitter, and DBLP. Data character-

istics are reported in Table 8.2. We adopt for the mentioned datasets the conventional pre-processing

steps which includes tokenization, removing stop words, and removing infrequent words.
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(1) NIPS dataset1: contains 1, 740 research papers collected from proceeding of Neural Infor-

mation Processing Systems (NIPS) conferences (1987-1999).

(2) 20 Newsgroups2: consists of 18, 774 documents categorized in 20 different newsgroups with

a vocabulary of 60, 698 unique words.

(3) Twitter3: contains a collection of 40, 000 tweets from the Twitter dataset of the Democratic

presidential candidates, starting in January 2019.

(4) DBLP4: contains 40, 190 documents from conference papers from three research areas: data

mining/information retrieval, theoretical computer science, and computer network systems.

8.7.2 Methods for comparison

We compare iddICDP with the following state-of-the-art sparse topic models and the baseline

methods:

(1) LDA [181]: is the classical topic model used to analyze topics from a collection of documents.

(2) FTM [267]: is a sparse topic model associating an IBP prior for the document-topic distribu-

tion.

(3) DsparseTM [268]: is a dual sparse topic model considering bounded focused topics (topic

selector) and finite number of focused terms (term selector).

(4) STC [286]: is a sparse topical coding which introduces also the “Spike and Slab” prior by

introducing Laplacian to control the sparsity of inferred representations.

(5) LIDA [2]: is a dual sparse topic model imposing a three-parameter IBP compound Dirichlet

process on the topic and the word proportions.
1https://cs.nyu.edu/ roweis/data.html
2http://qwone.com/ jason/20Newsgroups/
3https://nyc3.digitaloceanspaces.com/ml-files-distro/v1/bloomberg-tweet-topics/data/tweets.csv
4http://www.informatik.uni-trier.de/db
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8.7.3 Evaluation metrics

In the experiments, we adopt widely-used metrics to evaluate the performance of the proposed

model and to compare the quality of the topics with the related models.

Topic coherence

The first evaluation metric used in this work is the point-wise mutual information (PMI) em-

ployed to measure the semantic coherence of the learned topics and known as the coherence score.

For a given topic T , we consider the top-N most probable words w1, . . . , wN , and the PMI score is

defined as:

PMI-score =
2

N(N − 1)

∑
1̸=i<j≤N

log
p(wi, wj)

p(wi)p(wj)
(247)

where p(wi, wj) is the joint probability that both words wi and wj occur in a same document, p(wi)

and p(wj) are the marginal probabilities of words wi and wj respectively.

Sparsity

Sparsity metric refers to the sparsity of topics outlined early in [266] (equation 207). The dual-

sparsity defined in [268] presents a quantitative method to measure the sparsity of the topic rep-

resentation of documents and the word representation of topics. We consider for our experiments

the expectation of the sparsity which is conditioned on the Bernoulli parameters for document-topic

and topic-term distributions:

Sparsity-ratio(d) = E[sparsity(d)] = 1− πd (248)

Sparsity-ratio(k) = E[sparsity(k)] = 1− βk (249)

Classification metrics

One of the most effective applications of topic modeling is documents classification where each

document is represented with its topic distribution. Supervised topics models [287] embed topic-

document distribution as the features input for SVM classifier to predict document classes. We
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Table 8.3: Topic coherence (PMI) performance of all the models on four datasets with different
numbers of topics and the number of topic words is equal to 15.

20 Newsgroups DBLP Twitter NIPS
Number of topics 120 15 200 30

LDA 1.336 0.622 0.562 0.623
SATM [288] - - - 1.05
STC [286] 1.51 0.08 0.37 -

NSTM [289] 0.23 - - -
DsparseTM [268] 1.621 0.871 1.051 -

ddICDP 1.36 2.71 2.55 1.58
iddICDP 2.28 2.77 2.68 1.86

evaluate the effectiveness of the proposed model in text classification through the accuracy, recall,

precision, and F1-measure for a collection of D documents:

Accuracy =
1

|D|
∑
d∈D

I(Labeld = Predictiond), (250)

where I(.) is an indicator function, Labeld, and Predictiond are the true label and the predicted label

of document d,

Precision =
TP

TP + FP
, (251)

Recall =
TP

TP + FN
, (252)

F1-measure = 2× Precision× Recall
Precision + Recall

, (253)

where TP is the number of true positives, FP is the number of false positives, and FN is the

number of false negatives.

8.7.4 Quantitative analysis

We study the influence of the initial number of topics found by ddICDP on the topic coherence

for 20 NG, DBLP, Twitter, and NIPS datasets in Figure 8.5. We notice that the performance of the

ddICDP model are not easily affected by the initial number of topics as our proposed approach is

a non-parametric Bayesian model and the number of topics is inferred through sampling the topic

190



Figure 8.4: Inferred latent topics for DBLP dataset. Rows correspond to features dimensions and
columns correspond to topics.

Figure 8.5: Influence of initial number of topics founded by ddICDP for different datasets
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activation.

The optimal numbers of topics extracted from the data are determined with the proposed model

as shown in Figure 8.4 while for the other related models the number of topics is chosen for each

dataset as mentioned in Table 8.3. We compare our obtained results for the four datasets namely: 20

NG, DBLP, Twitter, and NIPS with the related models (LDA, SATM, STC, NSTM, DsparseTM).

The SATM [288] is a self-aggregation based topic model proposed for short and sparse texts by ag-

gregating short texts into long-documents while the NSTM [289] is a neural variational Sparse topic

model that represents the generative process of texts with probabilistic-based approaches combined

with Bidirectional LSTM for the objective of embedding contextual information over documents.

We show in Table 8.3 the evaluation of the topic models for topic semantic coherence. We notice

that models with sparse enhancement over topics and terms perform better than other models such

as the DsparseTM, STC, SATM, and our proposed models. Our proposed methods ddICDP and

iddICDP yield competitive results as compared with the other sparse topics models. We evaluate

also the sparsity score corresponding to topic-word distribution as well as the average sparsity ratio

of topic representation for documents for DsparseTM and the proposed models on DBLP data in

Table 8.5, from which we can see that the sparsity using the iddICDP is lower than the DsparseTM

and the ddICDP where the top words representative of each topics are more coherent and focused

on a specified topic. We can see here the role of the interactive framework in improving the quality

of words and having more representative words for each topic discovered.

8.7.5 Qualitative analysis

We illustrate in Table 8.4 an example of discovered 8 topics with top-10 representative words

on NIPS dataset to capture the semantic coherence using FTM, LIDAR, and the proposed models

(ddICDP, iddICDP). We compare in Table 8.5 topics inferred by DsparseTM, ddICDP, and iddICDP

on DBLP dataset with their respective sparsity ratio of topic mixtures topic-document representa-

tion. From Table 8.4, we notice that all the sparse models return clean topics extracted from NIPS

dataset. We can see that the proposed iddICDP can perfectly represent these topics where the ir-

relevant terms found in the ddICDP are updated through the interactive framework based on the

subjective topic-word probabilities adjusted by human experts.
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Table 8.4: Examples of discovered topics with top-10 representative words by FTM, LIDA [2],
ddICDP, and iddICDP on NIPS

FTM
model control classifier chip gradient network learning optimization

bayesian controller classification neural learning system robot constraint
data model training analog descent point field problem

parameter learning pattern weight rate dynamic arm annealing
estimator system error network stochastic attractor model method
variables task set neuron momentum delay control objective
method critic class implementation convergence neural dynamic solution
variance forward data circuit error fixed motor energy
criterion actor mlp digital adaptive stability task neural
selection architecture decision vlsi parameter connection space point

LIDA
model control classifier chip algorithm network model point
data model classification neural gradient system movement problem

estimation controller training weight error dynamic field function
parameter robot problem bit function point arm optimization

cross learning class digital descent attractor trajectory objective
bayesian task decision implementation problem neural control algorithm
posterior system set analog method equation dynamic method

prediction forward performance hardware convergence dynamical motor annealing
validation action error synapse learning delay point constraint
estimate space data vlsi local fixed hand neural

ddICDP
model figure connector train algorithm network approach point
train model data function data state control vector
data learn model model problem input approximation value

parameter input time weight example neural vector predict
estimate function value learn train parameter distribution weight
system error result data perform method target dynamic
neural data system output test output function distribution

algorithm network learn neural method there result output
learn algorithm figure perform control distribute show on

function neural input set such be case pattern

iddICDP
model figure connector train algorithm network approach predict
train model data function data distribution control distribution
data learn model model problem neural approximation vector

parameter input time weight example parameter vector value
estimate function value learn train output distribution point
system error result data perform method target weight
neural data system output test vector function dynamic

algorithm network learn neural method online result output
learn algorithm figure perform control system show model

function neural linear set target time case pattern
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Table 8.5: Focused topics and average sparsity ratio on DBLP data by DsparseTM, ddICDP, and
iddICDP

DsparseTM
web time networks

search polynomial control
information algorithm performance

semantic linear analysis
content computing traffic

user algorithms atm
mining systems packet

knowledge computation network
(k) 0.9927 (k) 0.9963 (k) 0.9966

(d) 0.98873 (d) 0.9010 (d) 0.9210
ddICDP

web space network
framework search cluster

field algorithm classifier
global shape feature

function problem coordinate
form system base
filter structure real

feature inform multi
(k) 0.9666 (k) 0.9333 (k) 0.9333
(d) 0.992 (d) 0.996 (d) 0.996

iddICDP
web scale network
edge structure cluster

network model transform
depth base wavelet
detect database rule
outlier bayesian random

multimedia statistic sequence
reason sequence dynamic

(k) 0.900 (k) 0.900 (k) 0.900
(d) 0.99 (d) 0.99 (d) 0.99
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8.7.6 Sentiment Analysis

Sentiment analysis is the process of mining information on social media to identify data into

positive, negative, or neutral polarities. Such polarities concern opinions, reviews, attitudes, rec-

ommendations, and feelings expressed in text. This process has tremendously dispersed to include

opinion mining, client’s reviews, and more which becomes of great interest for several applications

such as marketing, business analysis, and presidential election. Hence, much work has focused on

extracting information for sentiment analysis [290, 291]. Traditional machine learning algorithms

use generally the bag-of-words as the textual representation. However, the bag-of-words struc-

ture ignore the semantic information of textual data. In addition, detecting the sentiment polarities

depend on topics which makes sentiment analysis an active area in Natural Language Processing

(NLP). In this regard, LDA was applied to evaluate topic quality and opinions polarities on Twitter

in several research works [292, 293, 294]. In this work, we consider the proposed ddICDP and

iddICDP as supervised topic modeling techniques to classify documents into positive or negatives

categories.

In this experiment, we use the sentiment analysis dataset: Sentiment Strength Twitter (Sen-

tiStrength) 5 introduced in [224]. The dataset contains 4, 242 tweets annotated initially into a posi-

tive strength range and negative strength. Following, Saif et al. [222] have re-annotated the labels

into 1, 252 positive and 1, 037 negative tweets.

We compare the results obtained by our algorithms with SVM and supervised LDA in Table

8.6. We notice the outperformance of the proposed models comapred to SVM and sLDA when

considering the accuracy, recall, precision, and F1 measure metrics. It is noteworthy to mention that

the accuracy obtained by SVM gives better result than sLDA while it gives the least scores for all

the other metrics. When comparing the performance of the ddICDP and the interactive one for the

classification, we mention that their results are slightly different and they perform very similarly.
5Available at http://sentistrength.wlv.ac.uk/documentation/
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Table 8.6: Classification results on SentiStrength tweets

Models Accuracy Recall Precision F1-measure
SVM 62.39 55.43 76.64 64.33
sLDA 59.78 53.42 98.77 69.34

ddICDP 65.42 58.44 81.02 71.86
iddICDP 68.47 61.01 82.56 74.10

8.8 Conclusion

This chapter introduces an interactive distance dependent IBP compound Dirichlet process (id-

dICDP), a nonparametric Bayesian model for topic modeling where the number of topics and terms

are unbounded. The model allows to alleviate the sparsity of topic mixtures and topic-word dis-

tributions using the “Spike and Slab” process and employs a distance dependant IBP approach

which shares dependency and non-exchangeable structure of text data. We generalize the dd-IBP to

dd-ICDP that combines properties from the HDP and the IBP and integrates an interactive frame-

work using human experts knowledge. We introduce a Markov Chain Monte Carlo sampler with

Metropolis-Hastings algorithm for the idd-ICDP and evaluate its robustness on real-world data. Ex-

periments on a variety of textual data demonstrates that the new type of sparse topic models we

propose better fit non-exchangeable correlated sparse data in terms of point-wise mutual informa-

tion and classification scores. Due to the effectiveness of our model structure, the iddICDP can be

integrated with online inference procedure, particularly, for understanding online human emotions.

Additionally, to address sparsity in topic models, various works have proposed stochastic variational

inference on large scale data. In this regard, we anticipate that iddICDP can can be inferred also by

stochastic variational Gibbs sampling algorithm.
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Chapter 9

Conclusions and Future Research

Directions

This thesis investigates the different challenges of count data that occur in emotion recognition

and sentiment analysis. In this chapter, we summarize the main contributions of this dissertation

and highlight future research directions.

9.1 Conclusions

Initially, we have proposed a reparametrization of the generalized Dirichlet multinomial (GDM)

and we have computed the exact Fisher information matrix based on Beta-binomial probability den-

sity function. Validating the proposed approach on three real-world applications including three

different modalities of count data: text, dialogue, and images, we have proved the benefits of taking

into consideration the dependence and correlation of the feature vectors. We have demonstrated

the robustness and high efficiency of the proposed model throughout all the conducted experiments

as compared with existing state-of-the-art methods. Next, we have focused on multinomial-based

models and a novel smoothed Dirichlet multinomial (SDM) distribution has been proposed. In this

contribution, we have smoothed the count vectors to define a new distribution on a smoothed simplex

and we have proved that smoothed Dirichlet is a conjugate prior to the multinomial distribution. The

proposed SDM has shown the outperformance with regards to the other related multinomial-based
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models. The promising results on psychology analysis, pain detection, and depression on social

media have proved the efficiency of the proposed algorithm in terms of accuracy scores, memory

occupied, and the time of execution. Further, because of the limitations of Dirichlet distribution,

we have considered the generalized Dirichlet that has more general properties and robustness in

describing proportional data. We have proposed the smoothed generalized Dirichlet (SGD) distri-

bution defined on a smoothed simplex using Jelinek-Mercer smoothing approach. In this research

work, novel smoothed probabilistic approaches based on SGD have been proposed: SGD mixtures,

SGD-KL, SGD-Fisher, SGD-Bhattacharyya, SGDM, and TSGDM. We have introduced a maxi-

mum likelihood approach for parameters learning and two clustering algorithms including mixture

modeling and agglomerative-based geometrical information (Kulback-Leibler, Fisher information,

Bhattacharyya distance). These approaches have been applied on detecting tweets emotions related

to disaster and estimating pain intensity. From experimental results, we have shown the superior

efficiency of the smoothed models and their robustness in modeling texts and images which have

addressed the different challenges of count data. In another work, we have addressed the chal-

lenges of proportional data where we have proposed two latent topic modeling approaches based on

smoothed Beta-Liouville distribution (SBL). The key idea of the first model, latent SBL, is to rep-

resent topic mixtures using SBL distributions. Next, the second model, SBL Emotion Term model,

has been based on Bayesian folding-in and SBL kernels for PLSI. These two latent topic models

have been able to tackle the textual data challenges through estimating new unknown fairy tales

stories. From the perspective of affect recognition, SBL Emotion Term model has successfully rec-

ognized affect states from body and face video sequences within a bimodal framework. In another

research work, we have addressed the sparsity problem throughout an information retrieval frame-

work based on smoothed Scaled Dirichlet distribution. The proposed approach has been considered

for the purpose of classifying sentiment tweets which has achieved promising results compared with

the related-works approaches. Following, we have introduced sparse adaptive hierarchical priors for

the multinomial Naive Bayes classifier. We have considered first the generalized Dirichlet as a prior

which reduces the shortcomings of Bayesian approaches. The proposed model has exploited the

knowledge of vocabularies structure and has been considered for predicting emotions in German
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and English poetry. It has achieved competitive results and has shown the effectiveness in predict-

ing emotions from textual data. Second, the Beta-Liouville has been presented as an alternative

prior for the multinomial Naive Bayes with vocabulary knowledge. Experimental results on emo-

tion intensity analysis and hate speech detection have shown the ability to tackle the problem of

sparse documents with comparison to the other related Bayes classifiers. In the last chapter, we

have presented a new sparse topic model using the “Spike and slab” prior which allows to alleviate

the sparsity of topics and terms. The proposed model iddICDP has been based on nonparametric

Bayesian model and a distance dependent IBP approach which address the dependency and non-

exchangeable structure of data. We have considered also an interactive framework for the proposed

sparse topic model that has proved to be a better fit for non-exchangeable sparse model in terms of

topic coherence and sentiment analysis.

9.2 Future directions

Regarding the promising results of the proposed smoothed models, we advocate seeking to an-

alyze emotion states from other modalities such as voice signals. In addition, a potential future

work can be devoted to developing a multimodal emotion recognition framework which combines

all the different modalities including text, images, videos, and signal. Our work could open different

scopes for exploration. Indeed, it seems worth exploring the different proposed models for other

interesting applications in biological sciences, business management, and also in medicine. More-

over, the smoothed Beta-Liouville distribution and smoothed Scaled Dirichlet could be considered

as conjugate priors to the multinomial distribution which could present alternative models for tack-

ling the problems of word burstiness and sparsity challenge. Further, due to the effectiveness of

our sparse topic model structure, the iddICDP can be integrated with online inference procedure,

particularly, for understanding online human emotions. Additionally, to address sparsity issue, var-

ious works have proposed stochastic variational inference on large scale data. In this regard, we

anticipate that the different smoothed probabilistic-based models can be inferred also by stochastic

variational inference.
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Appendix A

Proof of Smoothed Generalized Dirichlet

equations (Chapter 4)

A.1 Proof of SGD parameters estimation

We have the log-likelihood function:

L(X|α⃗, β⃗) =

N∑
i=1

D−1∑
d=1

log
[(αd + βd)

αd+βd

ααd
d ββd

d

]
+ log

[
(xsd)

αd−1
(
1−

d∑
k=1

xsk
)γd]

= (αd + βd) log(αd + βd)− αd logαd

− βd log βd + (αd − 1) log(xsd)

+ (βd − αd+1 − βd+1) log
(
1−

d∑
k=1

xsk
)

∂L(X|α⃗, β⃗)
∂αd

= 0

Deriving the log-likelihood with regards to the αd, we obtain
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log(αd + βd) + 1− logαd − 1 + log(xsd) = 0

⇔

log
αd + βd

αd
= log

1

xsd

⇔

αd = βd
xsd

1− xsd

Second, we derive the log-likelihood function with respect to βd:

∂L(X|α⃗, β⃗)
∂βd

= 0

⇔

log(αd + βd) + 1− log βd − 1 + log
(
1−

d∑
k=1

xsk
)

= 0

⇔

log
αd + βd

βd
= log

1

1−
∑d

k=1 x
s
k

βd = αd
1−

∑d
k=1 x

s
k∑d

k=1 x
s
k
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A.2 Proof of Geometrical information distances

A.2.1 Kulback-leibler divergence

Having the following properties for KL for two distributions that belongs to the exponential

family:

K(p(X⃗|Θ), p(X⃗|Θ′)) = F (Θ)− F (Θ′)

+ [G(Θ)−G(Θ′)]trEΘ[T (X)]

where

EΘ[T (X)] = −F ′(Θ)

EΘ[log x
s
1] =

−∂F (Θ)

α1
= logα1 − log(α1 + β1)

EΘ[log x
s
d − log(1−

d−1∑
k=1

xsk)] =
−∂F (Θ)

αd
= log

αd

αd + βd

EΘ[log(1− xs1)] =
−∂F (Θ)

β1
= log β1 − log(α1 + β1)

EΘ[log(1−
d∑

k=1

xsk)− log(1−
d−1∑
k=1

xsk)] =
−∂F (Θ)

βd

= log
βd

αd + βd
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A.2.2 Bhattacharya

B =
1

2
F (Θ1) +

1

2
F (Θ2)− F (

1

2
Θ1 +

1

2
Θ2)

=
1

2

D−1∑
d=1

(αd1 + βd1) log(αd1 + βd1)− αd1 logαd1

− βd1 log βd1 + (αd2 + βd2) log(αd2 + βd2)− αd2 logαd2

− −βd2 log βd2 −
1

2

D−1∑
d=1

((αd1 + βd1) + (αd2 + βd2))

log(
αd1 + βd1

2
+

αd2 + βd2
2

)− (αd1 + αd2)

log(
αd1 + αd2

2
)− (βd1 + βd2) log(

βd1 + βd2
2

)

A.3 Proof of Conjugate Prior of SGD distribution

The joint distribution of X⃗ and P⃗ (p(X⃗|P⃗ ) is a multinomial distribution and the prior p(P⃗ |α⃗, β⃗)

is a Smoothed Generalized Dirichlet) given by:

p(X⃗|α⃗, β⃗) = p(X⃗|P⃗ )p(P⃗ |α⃗, β⃗)

=
|x|!∏D
d=1 xd!

D−1∏
d=1

(αd + βd)
αd+βd

ααd
d ββd

d

D∏
d=1

(P s
d )

xd

D−1∏
d=1

(P s
d )

αd−1
(
1−

d∑
k=1

P s
k

)γd
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It comes to calculate the following integral:

∫
P⃗ s

D∏
d=1

(P s
d )

xd+αd−1
(
1−

d∑
k=1

P s
k

)γddP⃗ s

=

∫
P⃗ s

(P s
1 )

α1+x1−1(1− (P s
1 ))

β1−α2−β2 . . .

(P s
D)

xD(1− P s
1 − . . . P s

D−1)
xDdP⃗ s

=

∫
P⃗ s

(P s
1 )

α1+x1−1(P s
2 )

α2+x2−1(P s
D−1)

αD−1+xD−1−1

(1− (P s
1 ))

(β1+x2+···+xD)−(α2+x2)−(β2+x3+···+xD)

(1− (P s
1 )− (P s

2 ))
(β2+x3+···+xD)−(α3+x3)−(β3+x4+···+xD) . . .

(1− (P s
1 )− · · · − (P s

D−1))
βD−1+xD−1dP⃗ s

=

∫
P⃗ s

D∏
d=1

(P s
d )

α′
d−1
(
1−

d∑
k=1

P s
k

)γ′
ddP⃗ s

where α′
d = αd + xd, γ′d = β′

d − α′
d+1 − β′

d+1, and β′
d = βd +

∑D
k=d+1 xk.

A.4 Approximation of SGDM

For small positives values αd << 1 ; βd << 1, d = 1, . . . , D − 1, we have the following

properties:

lim
αd→0

ααd
d = eαd logαd = 1

lim
βd→0

ββd
d = eβd log βd = 1

lim
(αd,βd)→0

(αd + βd)
αd+βd = e(αd+βd) log(αd+βd) = 1

After first setting the above approximation, we optimize the product of α′
d and β′

d in the pdf of

SGDM by dint of Taylor series expansion around zero values.

We have:
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log(α′
d) = log(αd + xd) = log(xd(1 +

αd

xd
))

= log xd + log(1 +
αd

xd
)

≈
0
log xd + [

αd

xd
+ ϵ(α2

d)]

which results in:

(αd + βd) ≈
0

1 + (αd + xd)
(
log xd +

αd

xd
+ ϵ(α2

d)
)

≈
0

1 + xd log(xd)

for β′
d, we approximate using the same methodology where the 1st order Taylor expansion is as

follows

(βd + Zd+1)
βd+Zd+1 ≈

0
1 + (βd + Zd+1)

(
logZd+1

+
βd

Zd+1
+ ϵ(β2

d)
)

≈
0

1 + Zd+1 logZd+1

where Zd+1 =
∑D

k=d+1 xk.

Now, we assume that αd and βd are both very close to zero values simultaneously when we are

calculating the following formula:
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(α′
d + β′

d)
α′
d+β′

d = (αd + β − d+ Zd)
αd+βd+Zd

= e(αd+xd) log(αd+βd+Zd)

e(βd+Zd+1) log(αd+βd+Zd)

≈
0

(
1 + xd log(βd + Zd) + ϵ(α2

d)
)

(
1 + Zd+1 log(αd + Zd) + ϵ(β2

d)
)

where Zd = xd + Zd+1
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Appendix B

Proof of Smoothed Scaled Dirichlet

(Chapter 6)

B.1 Calculation of first order derivatives

∂L
∂αv

=

N∑
i=1

(
log βv − (log(αv) + 1) (254)

+ log(ws
iv) + logα+ + 1− log(

D∑
v=1

βvw
s
iv

)

∂L
∂αv

= 0 (255)

⇐⇒

N∑
i=1

logαv =

N∑
i=1

(
log βv + log(ws

iv)− log(

D∑
v=1

βvw
s
iv

)
(256)
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α̂v =

N∑
i=1

βv
ws
iv∑V

v=1 βvw
s
iv

(257)

∂L
∂βv

=

N∑
i=1

(
αv

1

βv
− α+

ws
vi∑D

v=1 βvw
s
iv

)
(258)

∂L
∂βv

= 0 (259)

⇐⇒

N∑
i=1

1

βv
=

N∑
i=1

(α+

αv

ws
vi∑D

v=1 βvw
s
iv

)
(260)

β̂v =
N∑
i=1

αv

α+

∑V
v=1 βvw

s
iv

ws
iv

(261)
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